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Abstract

Atrtificial intelligence techniques are a broad field of research with
training, computation and prediction capabilities. Among these
techniques, artificial neural networks (ANNs) are widely used as a
predictive model. Learning algorithms in ANN classifiers have great
importance on the success of ANN. The ANN model generally uses
gradient-based learning models. However, due to the disadvantages of
gradient-based learning models in local search, they have begun to be
replaced by heuristic-based algorithms in recent years. Heuristic
algorithms have attracted the attention of many researchers in recent years
due to their success in problem solving. In this study, the Zebra
Optimization Algorithm (ZOA), which has been proposed recently to train
ANN networks, was examined. The main purpose of this study is to train
the neural network using ZOA and increase the sensitivity of the
perceptron neural network. In this study, a new ANN network integrated
with ZOA is proposed. In this study, a detailed parameter analysis was
carried out to show the effect of the population size and maximum
ORCID of the Authors generation number parameter settings, which f_orm the bas_is for ZOA, on
E B 0000-0003-4322-6010 the ANN network. Then, a parameter analysis was carried out _for the
S.B: 0000-0002-4142-6580 number of layers, number of neurons and epoch values, which are
important for ANN networks. Such an ideal ANN network has been
identified. This ideal ANN model was run on seven different data sets and
was successful in predicting accurate data. In addition, three different
heuristic algorithms (Gazelle Optimization Algorithm (GOA), Prairie
Dogs Optimization (PDO), and Osprey Optimization Algorithm (OOA))
selected from the literature were integrated on the same ANN model and
compared with the results of ANN integrated with ZOA operated under
similar conditions. The results reveal that the proposed algorithm leads to
greater convergence with the neural network coefficient compared to other
algorithms. In addition, the proposed method caused the prediction error
in the neural network to decrease.
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Zebra Optimizasyon Algoritmasi Tarafindan Egitilmis Bir Sinir Aginin Kullanildig:
Siiflandirma Ornegi

Oz

Yapay zeka teknikleri egitim, hesaplama ve tahmin yeteneklerine sahip
genis bir arastirma alanidir. Bu teknikler arasinda yapay sinir aglar1 (YSA)
tahmin modeli olarak yaygm olarak kullanilmaktadir. YSA
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smiflandiricilarindaki 6grenme algoritmalart YSA'nin basarist iizerinde
bliyiilk onem tasimaktadir. YSA modeli genellikle gradyan tabanli
!Konya Technical University, o6grenme modellerini kullanir. Ancak yerel aramada gradyan tabanl
Faculty of Engineering and ogrenme modellerinin dezavantajlari nedeniyle son yillarda yerini sezgisel
Nature Sciences, Department of  tabanl algoritmalar almaya baglamistir. Sezgisel algoritmalar problem
Software Engineering, Konya, c¢ozmedeki basarilarindan dolayr son yillarda birgok arastirmacinin
Tiirkiye dikkatini cekmistir. Bu ¢alismada YSA aglarinin egitimi i¢in son donemde
onerilen Zebra Optimizasyon Algoritmasi (ZOA) incelenmistir. Bu
calismanin temel amaci sinir agin1 ZOA kullanarak egitmek ve algilayict
sinir aginin duyarliligini arttirmaktir. Bu ¢alismada ZOA ile entegre yeni
bir YSA ag1 onerilmektedir. Bu g¢alismada ZOA'ya temel olusturan
popiilasyon biiylikliigli ve maksimum nesil sayisi parametre ayarlarmin
YSA ag1 iizerindeki etkisini gostermek amactyla detayli bir parametre
analizi yapilmistir. Daha sonra YSA aglari i¢in 6nemli olan katman sayist,
noron sayist ve ¢ag degerleri i¢in parametre analizi yapilmistir. Boyle
ideal bir YSA ag1 belirlendi. Bu ideal YSA modeli yedi farkli veri seti
iizerinde ¢alistirilmis ve dogru verileri tahmin etmede basarili olmustur.
Ayrica literatiirden segilen ii¢ farkli sezgisel algoritma (Ceylan
Optimizasyon Algoritmas1 (GOA), Cayir Kopekleri Optimizasyonu
(PDO), and Balikkartali Optimizasyon Algoritmasi (OOA)) aym1 YSA
modeli lizerine entegre edilmis ve benzer kosullar altinda ¢alisan ZOA ile
entegre edilmis YSA'nin sonuglari ile Kkarsilastirilmistir. Sonuglar,
onerilen algoritmanin diger algoritmalara gore sinir ag1 katsayisi ile daha
fazla yakinsamaya yol agtigini ortaya koymaktadir. Ayrica Onerilen
yontem sinir agindaki tahmin hatasinin azalmasina neden olmustur.
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Introduction

Artificial Neural Networks (ANNSs), proposed in 1943, are one of the most widely used artificial
intelligence approaches in the literature [1]. ANN was inspired by the biological nervous system. ANNs
have been used in various problem solutions in recent years (classification, regression, pattern
recognition, forecasting and time series problems, etc.) [2-5]. ANNs are a frequently used classifier in
the field of data mining. ANNSs can be used for supervised and unsupervised learning. Training of ANNs
is one of the most important tasks. It has a complex structure. Classification error is minimized by
updating the weights during the ANN training process. This means ANNSs can recognize patterns and
respond to their behavior accordingly [6-8]. There are two types of supervised trainers: deterministic
trainers and stochastic trainers. Gradient descent and backpropagation-based methods are well-known
deterministic trainers [9]. Learning algorithms used in ANN network training are generally gradient-
based learning algorithms. These algorithms have several negative aspects. These algorithms depend on
local minima and primary weights. Additionally, it may not show the same performance on all datasets
[10, 11]. Therefore, despite their simplicity and fast convergence rates, they are not reliable in practical
applications trainers [12]. Stochastic algorithms, on the other hand, start the learning process with
stochastic solutions and improve them. Randomness is the most important feature of stochastic trainers.
The most important advantage of stochastic trainers is the avoidance of high local minima. However,
their most important disadvantage is that they work slower than deterministic algorithms. When the

literature is examined, it shows that stochastic trainers are more preferred due to their ability to avoid
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local minima. Stochastic trainers are divided into two main categories: single solution and multiple

solutions. It has been proven in many studies that multi-solution stochastic trainers avoid local optimum
traps better than single-solution stochastic trainers [13-19]. Local pitfalls can be avoided by using meta-
heuristic algorithms in ANN training. By using heuristic algorithms in ANN training, acceptable
solutions are provided in a reasonable time to solve complex problems. Heuristic algorithms are less
likely to get stuck in local minima than gradient-based search algorithms. Heuristic algorithms can be
used in almost all types of ANNs [11]. The slow convergence and learning ability deficiencies of ANN
have been overcome with heuristic algorithms. Determining the weights and bias values of ANN with
heuristic algorithms improved the learning process of ANN [20]. Various heuristic algorithms have been
used for ANN training in the literature. Some of these are Chimp Optimization Algorithm (COA) [12],
Invasive Weed Optimization (IWO) [21], Particle Swarm Optimization (PSO) [22, 23], Firefy
algorithms (FA) [22], Genetic Algorithms (GA) [23], Arithmetic Optimization Algorithm (AOA) [24],
etc. Khishe and Mosavi [12] developed an ANN trained with Chimpanzee Optimization Algorithm
(ChOA) for classification of underwater acoustic dataset Movassagh et al. [21] designed an ANN
training model with IWO and demonstrated its success on heart, cancer, and iris datasets in a 5 and 10
layer network structure. Dang et al. [22] developed an ANN model optimized with particle swarm
optimization and firefy algorithm to predict the scour depths around circular piers in the equilibrium
phase. Jamali et al. [23] proposed an Artificial Neural Network (ANN) model based on PSO-GA
optimization algorithm to predict a Solar Space Heating System (SSHS) performance. Khatir et al. [24]
proposed IANN-AOA and IANN-BCMO developed with Arithmetic Optimization Algorithm and
Composite Motion Optimization (BCMO) and solved the problem of damage measurement. They
compared both methods. For damage measurement, IANN-AOA provided more accurate results than
IANN-BCMO. The proposed algorithm is compared with lon Motion Algorithm (IMA), Gray Wolf
Optimization (GWO) and a hybrid algorithm. The results prove that the newly proposed algorithm
performs better than other benchmark algorithms in most cases. The results obtained were compared
with an ANN network trained by the Levenberg-Marquardt (LM) algorithm, which is widely adopted in
the literature. It can be seen that the prediction results obtained from the proposed models are better
compared to the values obtained from the single ANN model trained by LM. To demonstrate the success
of the PSO-GA-ANN model, the results are compared to High Exploration Particle Swarm Optimization
(HEPSO) and Team Game Algorithm (TGA). According to the results, the highest R2 and RMSE belong
to PSO-GA-ANN. Gurgenc et al. [25] trained the MLP network with the adaptive opposition slime mold
algorithm and estimated the reservoir temperature of geothermal resources. The results were compared
with MLP-ANNSs and basic artificial neural networks trained with the whale optimization algorithm and
the antlion algorithm under equal conditions. The results prove that AOSMA-MLP outperforms the
baseline MLP and other metaheuristic-based MLPs. Altay and Altay [26] also developed the Gray Wolf
Optimizer (GWO) and hybridized the developed new GWO and MLP. As a result, the IMP-GWO-MLP
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algorithm was proposed and its success was tested on various datasets. The obtained results were

proposed in the literature and compared with the commonly used GWO, particle swarm optimization,
whale optimization algorithm, antlion algorithm and genetic algorithm-based MLP methods.
Experimental results show that the proposed method is superior to other current methods in the literature.
Altay et al. [27] hybridized Gray Wolf Optimizer with MLP (GWO-MLP) and used naive Bayes
classifier, K-nearest neighbor, linear discrimination analysis, binary decision tree and support vector
machine approaches to predict the reservoir temperature using hydrogeochemical data of different. They
used it in geothermal areas in Anatolia [27]. Altay and Gurgenc [28] estimated wear losses using the
proposed hybrid golden jackal optimizer-multilayer perceptron (GJO-MLP) method. The performance
of GJO-MLP was compared with whale optimization-MLP (WOA-MLP), genetic algorithm-MLP (GA-
MLP) and antlion optimization-MLP (ALO-MLP) methods. Cinar [29] trained a feed forward MLP (FF
MLP) networks using the Tree Seed Algorithm. Particle swarm optimization, gray wolf optimizer,
genetic algorithm, ant colony optimization, evolution strategy, population-based incremental learning,
artificial bee colony, biogeography-based optimization were compared with TSA. The results confirmed
the superiority of TSA. In this study, the newly proposed Zebra Optimization Algorithm (ZOA) was
used in ANN training [30]. The reason why the ZOA algorithm was preferred in this study is because it
has been newly proposed in recent years. Herustic algorithms continue to be proposed in recent years.
The success of the newly proposed heuristic algorithms is higher than the old algorithms. Due to the
success of ZOA in the tests performed in the original paper, it was preferred as the heuristic algorithm
for MLP-ANN training in this study. Additionally, when the literature was examined, ZOA had never
been used as a training algorithm in MLP-ANN before. The motivation for this study begins at this
point. Learning algorithms are of great importance in ANN-based classifier models. In this study, an
ANN training model with ZOA is proposed. The local and global search capabilities offered by ZOA
have been transferred to the ANN training and learning model. Thus, ANN classification was performed
faster. First of all, a detailed parameter analysis was carried out to determine the best parameter values.
ANN training was carried out with the ZOA learning model on the zoo dataset for ten different
population sizes (10, 20, 30, 40, 50, 60, 70, 80, 90, and 100) and the most appropriate population size
was determined as 100. Then, the effect of four different maximum iteration values (20, 50, 75, and 100)
on ANN classification is shown. Six different ANN network structures were determined and the effects
of ZOA on the ANN learning model were examined. The effect of four different epoch values (500,
1000, 5000, and 10000) on the ANN learning model of ZOA is detailed in this study. In this study, the
effect of ZOA on the ANN learning model was demonstrated on six different datasets (somerville
happiness survey 2015, iris, breast cancer wisconsin, wine, ecoli, and fertility), apart from the zoo
dataset, on the ANN network model determined using the most appropriate parameter values. In
addition, the effect of Gazelle Optimization Algorithm (GOA) [31], Prairie Dogs Optimization (PDO)
[32], and Osprey Optimization Algorithm (OOA) [33] heuristic algorithms on the ANN learning model
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is shown and compared with ZOA. The results showed that ZOA can be used as an training model. In

Bas and Bas

this study, the success of ZOA in an ANN training model was demonstrated for the first time. In this
respect, this study shows originality. The rest of this work follows: In Section 2, the structure of ZOA,
ANN training model, and dataset definitions are explained. In Section 3, parameter analyzes of ZOA
determined for ANN training and comparisons of ZOA with different heuristic algorithms are presented.

In the last section, the results are explained.
Related Works

Heuristic algorithms are frequently used in the literature in training Multi-Layer Perceptron Artificial
Neural Networks (MLP-ANN). Some of these are presented in Table 1.

Table 1. A comprehensive review of related work on MLP-ANN

References Using Heuristic Algorithms  Models of ANN Recommended
Method
[12] Chimpanzee Optimization Multilayer perceptron MLP-ChOA
Algorithm (COA) (MLP)
[21] Invasive Weed Optimization Multilayer perceptron MLP-IWO
(IWO) (MLP)
[22] Particle Swarm Optimization Multilayer perceptron MLP-PSO
(PSO) and Firefy Algorithm (MLP) MLP-FA
(FA)
[23] Particle Swarm Optimization Multilayer perceptron PSO-GA-ANN
(PSO) and (MLP)
Genetic Algorithm (GA)
[24] Arithmetic Optimization Multilayer perceptron IANN-AOA
Algorithm (AOA) and (MLP) IANN-BCMO
Composite Motion
Optimization (BCMO)
[25] Adaptive Opposition Slime Multilayer perceptron AOSMA-MLP
Mold Algorithm (AOSMA) (MLP)
[26, 27] Gray Wolf Optimizer (GWO)  Multilayer perceptron IMP-GWO-MLP
(MLP)
[28] Golden Jackal Optimizer Multilayer perceptron GJO-MLP
(MLP)
[29] Tree Seed Algorithm (TSA) Multilayer perceptron TSA-MLP

(MLP)

The Main Contribution of the Study

e ZOA is used for training the feed forward (FF) MLP ANN for the first time.

e ZOA is compared and outperformed on 7 different datasets with 3 metaheuristic algorithms
(GOA, PDO, and OOA).
e ZOA finds eligible weights and biases of FF MLP ANN.

e Interms of average classification rates, ZOA ranked second in 7 different datasets, except

Z00.
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e A detailed analysis was made with ZOA for the effects of population sizes and maximum

iteration on classification success.

e A detailed analysis was conducted with ZOA for the effects of 6 different MLP-ANN network
structures on classification success.

e A detailed analysis was carried out with ZOA for the effects of 4 different epoch values on the

classification success of MLP-ANN.
Zebra Optimization Algorithm (ZOA)

Zebras are animals from the horse breed and generally live in eastern and southern Africa. The body
feathers of these animals are black and white striped. Their most charismatic features come from this
fur structure. Zebras are social living creatures. They exhibit two types of characteristic behaviors in
social life. These are: food search and defense behaviors against predators. A zebra leads the zebras in
their search for food. Lead zebras are responsible for guiding other zebras in the herd towards food
sources. Zebras exhibit two behaviors to escape predators. The first of these is to escape with a zigzag
movement pattern. The second is to come together and try to confuse or scare the predator [30]. Zebra
Optimization Algorithm (ZOA) was created inspired by the behavior of zebras in social life.
Mathematical model of ZOA:

Initialization: The zebra population in ZOA is defined mathematically as candidate solutions
searching the search space. Zebras are initially placed randomly in the search space, that is, on the plain
where the food sources are located. The position of each zebra is a matrix of decision variables. The
number of decision variables varies depending on the problem size. When the population matrix is first

created in ZOA, it is randomly generated according to Equation 1 [30].

X1 X110 7 Xyj e Xidim
X = Xi = xl,i xi'j xi’dim (1)
Xpop . Xpopi - Xpopi - Xpop.dim ,
popxdim pop, pop,J pop, popxdim

where X is zebra population, X; is the i'" zebra, x; ; is position for the j" dimension of the i"" zebra, pop
is the population size of the zebra, and dim is the dimension of the problem. Each zebra individual
represents one candidate solution. By using the size values of each zebra individual, the function values
of the target zebras are calculated. Values from the objective function of the zebra population are stored

in a matrix. This matrix structure is shown in Equation 2 [30].

Fit, Fit(Xy)
Fitness =| Fit; =| Fit(X;) 2
Fitpop hopx1 Fit(Xpop) opx1
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where Fitness is the matris of the objective function values.

The values obtained with the objective function are compared with the individuals in the population and
the leader zebra in the best position is determined. Depending on the type of problem, the zebra with the
lowest fitness value or the zebra with the highest fitness value is determined as the best leader zebra. In
each iteration, the positions of the zebras and their fitness values in their new positions are updated. Two
types of behavior of zebras are used when determining new positions of the zebra population [30].
These behaviors are: (a) searching for food and (b) defending against predators.

(@) Foraging Behavior: Zebras spend most of their time eating food. Generally, their food
sources are grasses and sedges. One of the zebras is defined as the plains zebra and this zebra leads the
population. In ZOA, the best member of the population is considered the lead zebra and leads the other
population members towards its position in the search area. Mathematical modeling of this stage is
shown in Equations 3 and 4 [30].

xlrllle = x;; + rand. (Zebra]BeSt —L.x;;) @)

¥ = {Xi”e‘“, Fit!*"! < Fit;;
Lo, else,

(4)

where X[**"! is the new position of the i"" zebra based on foraging behavior, x7'f** is the j" dimension
position of the i™ new zebra, Fit!®"! is the fitness value of the i new zebra, Zebraf""’“ is the pioneer
zebra, rand is a random number in interval [0, 1], and I = round (1 + rand) [30].

(b) Defense Strategies Against Predators:

At this stage, the defense strategies of zebras against their enemies were modeled mathematically in
order to update their positions in the search space of the zebra population. Zebras' defense strategies
vary depending on the type of their enemies. They escape against their main enemies, the lions, in a
zigzag pattern and with a random side-turning movement. They act in a confusing and frightening
manner towards other enemies. These two defensive strategies are assumed to be similarly likely. In
Equation 5, the defense strategy of zebras against lions is modeled in M1, and the defense strategy of
zebras against other predators is modeled in M2. The position of the zebras is updated in Equation 6
[30].

It
newz _ im: X,y + R 2rand = 1).(1-227) x;, < 05; 5
v M2: x; ; + rand. (Zebra®t*®k — . x; ;), else,
new2 .. new2 L
X; = {Xi , Fit]'*"? < Fit;; ©
X, else,
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where X7**”? is the new position of the i zebra based on defense strategies behavior, x7'¢*? is the j"

dimension position of the i™ new zebra, Fit!®"? is the fitness value of the i" new zebra, Zebra]‘-m‘“k
is the attack zebra, rand is a random number in interval [0, 1], and I =round (1 + rand), Iter is current
iteration number, Iter;,q, IS maximum iteration number, R is a constant value (R=0.01). S is the
probability of choosing one of the defense strategies for randomly generated zebras in the range [0, 1].
Figure 1 shows the flowchart of the ZOA [30].

Start Set zebra population size (pop) and Initialization of zebra population and
maximum iteration number (Iter,,.) evaluation of the fitness function.
v
I—Yes Iter = Itetq,
y Best
Update Zebra; No The best solution
J' |_, obtained by ZOA
-~ Yes, *
1=1, pop, 1 —»| Calculate x]'/*" using Eq. (3)
—
¥ End
Update it zebra using Eq. (4)
¥
Calculate S=rand
Y .
Yes No
¢— §<05 _£
Strategy 1: Calculate Strategy 2: Calculate
new status of the new status of the
zebra using mode M1 zebra using mode M2
using Eq. (5) using Eq. (5)
Update i zebra using Eq. (6)
|

Figure 1. The flowchart of the ZOA [30]
Artificial Neural Network (ANN)

Acrtificial neural network (ANN) is a classification technique inspired by the human brain cell structure
(neuron). Generally, ANNs consist of three layers. These are: input layer, hidden layers and output layer.
An ANN structure can consist of a single hidden layer or it can consist of many hidden layers. The
purpose of an ANN is to find the optimum weight values and make the most appropriate classification
in the least possible iterations. There are many types of ANNs in the literature. Some of them are
feedforward networks (FNNSs) [34], Kohonen self-organizing networks [35], radial basis function (RBF)
networks [36], recurrent neural networks [37], convolutional neural networks [38], spiking neural
networks [39], etc. Multilayer perceptron (MLP), a special type of feed-forward networks (FNNSs), is
one of the most widely used models in the literature [34, 40]. In this study, an MLP-ANN structure was
analyzed by training it with a metaheuristic algorithm selected from the literature. It is often seen that

heuristic algorithms are used as training algorithms in MLP structures.
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Multi-Layer Perceptron Artificial Neural Networks (MLP-ANN): Similar to ANNs, MLP

works by matching a set of input values to a corresponding set of output values. This mapping is

accomplished through a transformation process designed to derive the output. An MLP consists of three
layers: the input layer contains n input values; The size of the hidden layer located between the input
and output layers varies depending on the type of problem; and there is the output layer, which combines
the results of the MLP network [25, 41]. The input layer hosts n neurons, the output layer includes k
neurons, and the hidden layer comprises m neurons. Each neuron in the hidden layer performs two
critical operations: summation and activation. The sum obtained is subsequently passed through an
activation function, as depicted in Equation 7. Here w; ; is the connection weight between the hidden

neuron j and the input neuron i. b; is the bias value. y; is the output value of neuron j, and f is the sigmoid

function. Figure 2 shows a single hidden layer MLP network.

Sumj = Z?:l Wi,j * i?’li + b] (7)
yj = f(Sum;) (8)
1
f(Sum]) - 1+ e—Sumj (g)
) Hidden Layer
Input Layer Output Layer
h'_ Wi » Yy —
— W2 1
N \\ wl,.:‘ — - + Y, —_
s N A
\fl.t ‘.' T y —_—
N\ - £ 3
- h3 .
h Y —
—_ - > Im 3
It b1y -
PPt B L
— b 7 —> by ¥

Figure 2. The single hidden layer MLP network [25]
Training An ANN and Dataset Definition

In this subsection, the updates of ZOA that can be classified with Multi Layered Perceptron ANN (MLP

ANN) are explained. To train the ANN network, weights and bias values, which are ANN components,

396



Bas and Bas Sinop Uni J Nat Sci 9(2): 388-420 (2024)
E-ISSN: 2564-7873
were placed on the dimensions of each population in the ZOA structure [12, 42]. The dimension value

of zebra population individuals was calculated using Equation 10. The problem dimension was
calculated using the number of inputs in the ANN (number of features in the datasets) (m) and the
number of neurons in the hidden layers (n) (Equation 11). The ANN network was created by
recombining the ANN values (weights and biases) in each dimension value from the zebra population.
Classification was made using the created network. Mean Square Error (MSE) was used to evaluate the
classification rate. MSE has also been used to evaluate ZOA individuals as a fitness function. MSE
calculation is shown in Equation 12 [12, 42]. In this study, the datasets shown in Table 2 obtained from
the UCI library were used (https://archive.ics.uci.edu/) [43]. 80% of the datasets used in classification

were set as training and 20% as test dataset.

Length of problem dimension = (mxn)+ (2 xn) +1 (10)
Zebra; = [weight, weight, weight; ...bias, bias, biass ... ] (12)
Minimization  Fitness Function = MSE = %Z{-‘zl(Xreal — Xmoder)? (12)

where X,..q; is desired values and X,,,,4¢; 1S €valuated values. k is the number of instances in the training
dataset [12, 42].

Table 2. Dataset descriptions

ID Dataset Number of Number of Number  Missing Type
features instances of classes values
1 Zoo 17 101 7 No Life
2  Somerville 7 143 2 No Health and Medicine
Happiness
Survey 2015
3 lris 5 150 3 No Biology
4  Breast 31 569 2 No Health and Medicine
Cancer
Wisconsin
5 Wine 14 178 3 No Physics and
Chemistry
6  Ecoli 8 336 8 No Biology
7 Fertility 10 100 2 No Health and Medicine

Results and Discussion

In this subsection, classification was made by training an ANN with the ZOA algorithm. All applications
were carried out with a machine with the features used in Table 2. The success of ZOA's parameter
settings in ANN training is analyzed in detail in this subsection. Analysis of parameter settings was

performed on the zoo dataset.
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Table 3. PC specifications

Name Detailed settings
Hardware

CPU Core i5

Frequency 1.19 GHz

RAM 12 GB

Software

Operating system Windows 10 (64-bit)
Language MATLAB R2014A

Parameter Analyzes

a- The Analyses of the Population Size: The success of ten different population values on
ZOA was analyzed for ANN. The parameter settings used in the population analysis are shown in Table
4. The results are shown in Table 5. The best results are marked in bold. According to the results, the
population size is directly proportional to the success of ZOA in ANN training. The most successful
population size relative to the average is 100, 80 and 90, respectively. The least successful population
values are 10, 20 and 30 respectively. According to the best value, the best population size is 60.
According to the standard deviation, the best population size is 90. According to the time value, the
fastest working population size is 10. Figure 3 shows the convergence chart of the population size
analysis for ZOA on ANN. Figure 4 shows the boxplot of the population size analysis for ZOA on ANN.
Figure 5 shows the graphics of the results from ANN trained with ZOA on zoo train data (for pop=100)
and Figure 6 shows the graphics of the results from ANN trained with ZOA on zoo test data (for
pop=100). In the graphs, it can be seen that as the population size increases, ZOA's success in ANN
training increases. At the same time, for the value of 100, which is the most successful population
amount, the actual values in both the training and test data sets in the zoo data set and the training and
test results of the ANN trained with ZOA were compared graphically. In this study, the population size
was selected as 20 in classifying other datasets with ANN. In Figure 3, the x axes value shows the MSE
value and the y axes value shows the iteration number. According to Figure 3, the fastest convergences
were obtained at pop=90 and pop=100 values. The slowest convergent value was pop=10. In Figure 4,
the x axes value shows the MSE value and the y axes value shows the population sizes. According to
Figure 4, the average values vary in almost all population values. In this case, as the population size
changes, the similarities between the results also differ. In Figure 5, the x axes value shows the training
data set class values, and the y axes value shows the number of training data set samples. Figure 5 shows
the error amounts between the actual training dataset values and the predicted training datasets.
According to Figure 5, there is not much difference between the predicted target value and the actual

target values for the training data set. Close values have been estimated. In Figure 6, the x axes value
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shows the test data set class values, and the y axes value shows the number of test data set samples.

Figure 6 shows the error amounts between the actual test dataset values and the predicted test datasets.

According to Figure 6, there is not much difference between the predicted target value and the actual

target values for the test data set.

Table 4. Parameter settings

Parameters Values

Population size (pop) 10, 20, 30, 40, 50, 60, 70, 80, 90, 100
The maximum number of iterations (Itery,,,) 20

Dimension 16

R value 0.1

The number of run 20

Training data rate

80% (81 instance for zoo dataset)

Test data rate

20% (20 instance for zoo dataset)

Search space boundary [-1,1]
Hidden Layer number 1
Neuron number 5
Epochs (for ANN) 500
Transfer function (for ANN) Tansig

Table 5. The results of ZOA for population size analysis on zoo dataset

MSE pop pop pop pop pop pop pop pop pop pop

=10 =20 =30 =40 =50 =60 =70 =80 =90 =100
Best 0.3472 0.4256  0.1805 0.3788 0.3042 0.1652 0.2770 0.1806  0.1675 0.1919
Worst 3.3380 2.7869 21350 1.7901 1.3299 1.0884 0.8718 0.6493 0.6810  0.7707
Median 15175 0.9517 05818 0.5720 0.6019 04783 05049 0.3849 0.3875  0.3565
Mean 17167 1.0625 0.7272 0.6809  0.6367 0.5228 0.5027 0.3894 0.3915 0.3782
SD 0.8521 0.5393  0.4969 0.3344 0.2702 0.2319 0.1609 0.1356 0.1262  0.1354
Time 7.3397 13.9212 20.7881 36.1899 36.7285 43.6268 54.3813 60.8385 69.7256 85.3010
Rank
(According
Mean) 10 9 8 7 6 5 4 2 & 1

Population size analysis with ZOA for ANN
’ T T \ \ T T
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Figure 3. The convergence chart of the population size analysis for ZOA on ANN
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Population size analysis for ZOA on ANN
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Figure 4. The boxplot of the population size analysis for ZOA on ANN
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Figure 5. The graphics of the results from ANN trained with ZOA on zoo train data (for pop=100).

400



Bas and Bas Sinop Uni J Nat Sci 9(2): 388-420 (2024)
E-1SSN: 2564-7873

Test data

\\ I
\ A A
\ / Y A
\ {7
A\ \

I

Real value

Result from ANN trained with ZOA
R [ Ay

/ [ /N —

[\ [N\

7
6
5
G / \ / VN / 17N
ir / N/ S N )N\
3
2
1
0

_, - . /
‘( / \\‘«\ N /i A ,/f / \
B { / - N\ /‘4 i/ Y
/ \ / /
L . R
™~ \ I N . / [
I N Ny / |
| | | | | | | | |
0 2 4 [} 8 10 12 14 16 18 20
15 T T T T T T
1 /|
A
05 A
/ﬂ\\ / /\ \ ///\ ‘I/ \\ /«\
/ /
0 / / \/ \ ] \\ / s f

S = N W B on o = @

| I I I L | | |
0 2 4 6 8 10 12 14 16 13 20 25 2 -15 -1 05 0 05 1 15 2 25

Figure 6. The graphics of the results from ANN trained with ZOA on zoo test data (for pop=100)

b- The Analyses of the Maximum Iteration: The success of four different maximum number
of iterations on ZOA was analyzed for ANN. The parameter settings used in the maximum number of
iterations are shown in Table 6. The results are shown in Table 7. The best results are marked in bold.
According to the results, the maximum number of iterations is directly proportional to the success of
ZOA in ANN training. The most successful maximum number of iterations relative to the average is
100 and 75, respectively. The least successful maximum number of iterations are 20 and 50,
respectively. According to the best value, the best maximum number of iteration is 75. According to the
standard deviation, the best maximum number of iteration is 75. According to the time value, the fastest
working maximum number of iteration is 20. Figure 7 shows the convergence chart of the maximum
number of iteration analysis for ZOA on ANN. Figure 8 shows the boxplot of the maximum number of
iteration analysis for ZOA on ANN. Figure 9 shows the graphics of the results from ANN trained with
ZOA on zoo train data (for Iter;,,,=100) and Figure 10 shows the graphics of the results from ANN
trained with ZOA on zoo test data (for Itern,,,,=100). In the graphs, it can be seen that as the maximum
number of iteration increases, ZOA's success in ANN training increases. At the same time, for the value
of 100, which is the most successful number of the maximum iteration, the actual values in both the
training and test data sets in the zoo data set and the training and test results of the ANN trained with
ZOA were compared graphically. In this study, the maximum number of iteration was selected as 50 in
classifying other datasets with ANN. In Figure 7, the x axes value shows the MSE value and the y axes
value shows the iteration number. According to Figure 7, the fastest convergences were obtained at
maximum iteration=75 and maximum iteration=100 values. The slowest convergent value was
maximum iteration=20. In Figure 8, the x axes value shows the MSE value and the y axes value shows

the number of the maximum iteration. According to Figure 8, the average values vary in almost all
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similarities between the results also differ. In Figure 9, the x axes value shows the training data set class
values, and the y axes value shows the number of training data set samples. Figure 9 shows the error
amounts between the actual training dataset values and the predicted training datasets. According to
Figure 9, there is not much difference between the predicted target value and the actual target values for
the training data set. Close values have been estimated. In Figure 10, the x axes value shows the test
data set class values, and the y axes value shows the number of test data set samples. Figure 10 shows
the error amounts between the actual test dataset values and the predicted test datasets. According to

Figure 10, there is not much difference between the predicted target value and the actual target values

for the test data set.

E-ISSN: 2564-7873
numbers of the maximum iterations. In this case, as the number of the maximum iterations changes, the

Table 6. Parameter settings

Parameters Values
Population size (pop) 20

The maximum number of iterations (Itery,qy) 20, 50, 75, 100
Dimension 16

R value 0.1

The number of run 20

Training data rate

80% (81 instance for zoo dataset)

Test data rate

20% (20 instance for zoo dataset)

Search space boundary [-1,1]
Hidden Layer number 1
Neuron number 5
Epochs (for ANN) 500
Transfer function (for ANN) Tansig

Table 7. The results of ZOA for population size analysis on zoo dataset

MSE Iter, ,,=20 Itery,q,=50 Itery, =15 Iter,,,,=100
Best 0.4256 0.2503 0.1516 0.1572
Worst 2.7869 0.9374 0.8963 0.9777
Median 0.9517 0.5579 0.3111 0.3998
Mean 1.0625 0.5568 0.3630 0.4440
SD 0.5393 0.1955 0.1756 0.1898
Time 13.9212 36.3699 55.5139 77.3042
Rank

(According

Mean) 4 3 2
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Figure 7. The convergence chart of the maximum iteration analysis for ZOA on ANN.
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Figure 8. The boxplot of the the maximum iteration analysis for ZOA on ANN.
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Figure 10. The graphics of the results from ANN trained with ZOA on zoo test data (for Iter;;,4,=100)

c- The Analyses of the Layer and Neuron Number: The success of three different layer number

and six different neuron number on ZOA was analyzed for ANN. The parameter settings used in the

number of the layer and neuron are shown in Table 8. The results are shown in Table 9. The best results

are marked in bold. According to average values, the most successful network design is a two-layer

network design with five and ten neurons each (Network4 = {5,10}). Figure 11 shows the convergence
chart of the different ANN networks analysis for ZOA.

Table 8. Parameter settings

Parameters Values
Population size (pop) 20
The maximum number of iterations (Iter;,qy) 50
Dimension 16
R value 0.1
The number of run 20

Training data rate

80% (81 instance for zoo dataset)

Test data rate

20% (20 instance for zoo dataset)

Search space boundary

[-1.1]

Hidden Layer number

{1,2, 3}

Neuron number

{53.{10}.{5, 5},{5, 10}.{5, 5, 5}, {10, 10, 10}

Epochs (for ANN)

500

Transfer function (for ANN)

Tansig, purelin
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Table 9. The results of ZOA for layer and neuron humber analysis on zoo dataset

MSE Network1={5} Network2={10} Network3={5,5} Network4={5,10} Network5={5, Network6={10,
5, 5} 10, 10}
Best 0.2503 0.2596 0.1826 0.1595 0.2419 0.2285
Worst 0.9374 0.9411 1.6367 0.8175 1.7184 1.0251
Median 0.5579 0.3776 0.6605 0.3692 0.8875 0.3316
Mean 0.5568 0.4198 0.6827 0.4168 0.8804 0.4331
SD 0.1955 0.1597 0.3655 0.1789 0.3617 0.2034
Time 36.3699 25.7894 27.7151 24.6374 47.5577 46.2427
Rank 4 2 5 1 6 3
(According
Mean)

Figure 12 shows the boxplot of the different ANN networks analysis for ZOA. Figure 13 shows the
graphics of the results from ANN trained with ZOA on zoo train data (for Network6={=10 10 10}) and
Figure 14 shows the graphics of the results from ANN trained with ZOA on zoo test data (for
Network6={=10 10 10}). In this study, the number of layers and neurons was selected as Network4 =
{5,10} in the classification of other data sets with ANN. In Figure 11, the x axes value shows the MSE
value and the y axes value shows the iteration number. According to Figure 11, the fastest convergences
were obtained at Network4 and Network3. The slowest convergent value was Network5. In Figure 12,
the x axes value shows the MSE value and the y axes value shows the number of the network. According
to Figure 12, the average values vary in almost all networks (except Network2 and Network4). In this
case, as the networks changes, the similarities between the results also differ. In Figure 13, the x axes
value shows the training data set class values, and the y axes value shows the number of training data set
samples. Figure 13 shows the error amounts between the actual training dataset values and the predicted
training datasets. According to Figure 13, there is not much difference between the predicted target value
and the actual target values for the training data set. Close values have been estimated. In Figure 14, the
X axes value shows the test data set class values, and the y axes value shows the number of test data set
samples. Figure 14 shows the error amounts between the actual test dataset values and the predicted test
datasets. According to Figure 14, there is much difference between the predicted target value and the

actual target values for the test data set.
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Figure 11. The convergence chart of the layer and neuron number analysis for ZOA on ANN
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Figure 12. The boxplot of the the layer and neuron number analysis for ZOA on ANN.
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Figure 13. The graphics of the results from ANN trained with ZOA on zoo train data (for
Network6={10, 10, 10}).
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Figure 14. The graphics of the results from ANN trained with ZOA on zoo test data (for
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Network6={10, 10, 10}).

The Analyses of the Number of Epoch for ANN: The success of four different epochs values

on ZOA was analyzed for ANN. The parameter settings used in the epochs values (500, 1000, 5000,

and 10000) are shown in Table 10. The results are shown in Table 11.

Table 10. Parameter settings

Parameters Values
Population size (pop) 20
The maximum number of iterations (Iter;,qx) 50
Dimension 16
R value 0.1
The number of run 20

Training data rate

80% (81 instance for zoo dataset)

Test data rate

20% (20 instance for zoo dataset)

Search space boundary [-1,1]
Hidden Layer number 2
Neuron number {5, 10}

Epochs (for ANN)

500, 1000, 5000, 10000

Transfer function (for ANN)

Tansig, purelin

Table 11. The results of ZOA for number of epochs analysis on zoo dataset

MSE Epochs=500 Epochs=1000 Epochs=5000 Epochs=10000
Best 0.1595 0.1843 0.2835 0.2054
Worst 0.8175 1.0438 0.8614 1.0442
Median 0.3692 0.4306 0.5215 0.5908
Mean 0.4168 0.4796 0.5464 0.5692

SD 0.1789 0.2362 0.1719 0.2324
Time 24.6374 41.8842 33.4862 25.1088
Rank 1 2 2 3

(According Mean)
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Figure 15. The convergence chart of the number of epochs analysis for ZOA on ANN.
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Figure 16. The boxplot of the number of epochs analysis for ZOA on ANN

The best results are marked in bold. According to average values, the most successful epoch value is
500. Figure 15 shows the convergence chart of the different epoch values analysis for ZOA. Figure 16
shows the boxplot of the different epoch values analysis for ZOA. Figure 17 shows the graphics of the
results from ANN trained with ZOA on zoo train data (for Epoch value=1000) and Figure 18 shows the
graphics of the results from ANN trained with ZOA on zoo test data (for Epoch value=1000). In this
study, the epoch value was selected as 500 in the classification of other data sets with ANN. In Figure
15, the x-axis value shows the MSE value and the y-axis value shows the number of iterations.
According to Figure 15, the fastest convergence was achieved at Epochs=500 and Epochs=1000. The
slowest convergent value was Epochs=10000. In this case, the ANN network faced overfitting at high
epoch values. In Figure 16, the x-axis value shows the MSE value and the y-axis value shows the number
of epochs. According to Figure 16, the average values differ in almost all epochs. In this case, as the
number of epoch change, the similarities between the results also differ. In Figure 17, the x-axis value
shows the training data set class values, and the y-axis value shows the number of training data set

samples. Figure 17 shows the error amounts between the actual training data set values and the predicted
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training data sets. According to Figure 17, there is not much difference between the predicted target

value and the actual target values for the training data set. Close values have been estimated. In Figure
18, the x-axis value shows the test data set class values, and the y-axis value shows the number of test
data set samples. Figure 18 shows the error amounts between the actual test data set values and the
predicted test data sets. According to Figure 18, there is not a lot of difference between the predicted

target value and the actual target values for the test data set.
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Figure 17. The graphics of the results from ANN tfained with ZOA 6n zoo train daté (for
Epochs=1000).
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Figure 18. The graphics of the results from ANN trained with ZOA on zoo test data (for
Epochs=1000).

Evaluation of the Success of the ZOA Algorithm and Other Algorithms on Different Data Sets: In

this subsection, ZOA is compared with three different heuristic algorithms that have been proposed in
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recent years and selected from the literature. These heuristic algorithms are Gazelle Optimization

Algorithm (GOA) [31], Prairie Dogs Optimization (PDO) [32], and Osprey Optimization Algorithm
(OOA) [33]. GOA was created inspired by the behavior of gazelles. PDO was inspired by the social

lifestyle of Prairie dogs. OOA was proposed inspired by the lifestyle of osprey creatures. The parameter
settings used in the population analysis are shown in Table 12. The results are shown in Table 13.

Table 12. Parameter settings

Parameters Values

Population size (pop) 20

The maximum number of iterations 50

(Itermax)

Dimension 16

R value for ZOA 0.1

The number of run 20

Training data rate 80%

Test data rate 20%

Search space boundary [-1,1]

Hidden Layer number 2

Neuron number {5, 10}

Epochs (for ANN) 500

Transfer function (for ANN) Tansig, purelin
Fixed parameters for PDO rho=0.005; epsPD=0.1
Fixed parameters for GOA PSRs=0.34; S=0.88;

The best results are marked in bold. A detailed comparison analysis was performed on seven different
datasets (zoo, somerville happiness survey 2015, iris, breast cancer wisconsin, wine, ecoli, and fertility).
The details of these datasets are shown in Table 1. Total mean, standard deviation (SD), and time results
are shown in Figure 19, Figure 20, and Figure 21, respectively. Figure 22 and Figure 23 show the
convergence and box plots of the comparison algorithms on ANN training. Figure 24, Figure 25, and
Figure 26 compare the results from the ANN trained and tested with ZOA, GOA, PDO and OOA on the
200, wine, and iris datasets, respectively, with their real values. When Table 13 is examined, according
to the average results, GOA algorithm is ranked first and ZOA algorithm is ranked second in almost
every dataset. According to the total average results, ZOA, GOA, PDO and OOA are listed respectively.
According to the total average results, the best heuristic algorithm that trained the ANN network was
ZOA, and the worst heuristic algorithm was OOA. Figure 19 proves this situation. The best total
standard deviation results belong to GOA, while the worst total standard deviation results belong to
OOA. Figure 20 proves this situation. According to Figure 21, the fastest running heuristic algorithm
was PDO, while the slowest running heuristic algorithm was OOA. The best working speeds of heuristic
algorithms on ANN are listed as PDO, GOA, ZOA and OOA, respectively. Figure 22 shows the
convergence of the comparison algorithms on each data set while training the ANN. In general, OOA
converged slowly to optimum results, while ZOA converged faster. It can be seen that the ANN training

success of ZOA on the iris data set is not very good. In Figure 23, the success of the comparison
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algorithms in ANN training on three different data sets is shown as box plots. On the Zoo data set, the

results of ZOA, GOA and PDO algorithms, except OOA, are close to each other. There is consistency
among the results obtained. The GOA algorithm obtained the most consistent results on the Iris data set.
It is also seen that ZOA, PDO and OOA algorithms do not achieve very good results. The most
successful ANN training on the Wine dataset belongs to ZOA and GOA. In this case, the box plots are
close to each other and it can be said that the results are consistent. The heuristic algorithms that
performed the least successful ANN training on the Wine dataset were PDO and OOA. In Figure 24, the
predictions made by the comparison algorithms during ANN training and testing on the zoo dataset are
compared with the real prediction values. According to the results, the best predictive heuristics were
ZOA and GOA, while PDO and OOA were ranked lower. In Figure 25, the predictions made by the
comparison algorithms during ANN training and testing on the wine dataset are compared with the real
prediction values. A similar situation shown by the algorithms in Figure 24 can also be seen in Figure
26. In Figure 26, the predictions made by the comparison algorithms during ANN training and testing
on the iris dataset are compared with the real prediction values. It is seen that a better ANN training is
performed on the iris dataset with PDO and GOA heuristic algorithms.

Table 13. The comparison results of ZOA and other algorithms on different data sets

Datasets MSE ZOA GOA PDO OOA
200 Best 0.1595 0.5798 0.7316 4.2066
Rt 0.8175 1.5346 2.9024 25.5013
LA CATED 0.3692 0.9183 1.7671 11.0427
ke 0.4168 0.9257 1.7519 12.5194
=2 0.1789 0.2847 0.5680 6.7819
UL 24.6374 24.4081 18.1180 36.6146
RIS 1 2 3 4
ls_";”;glr;]’é's'g Best 0.1795 0.1824 0.2054 0.1947
Survey bt 0.2207 0.2028 0.2355 0.2279
2015 YCAIE 0.2030 0.1951 0.2147 0.2081
Vi 0.2011 0.1941 0.2164 0.2090
SD 0.0110 0.0050 0.0081 0.0070
LS 32.3040 25.6380 17.2326 38.0155
Rank 2 1 4 3
e e 0.0435 0.0392 0.0344 0.0379
Worst 0.1573 0.0498 0.1005 0.1215
M 0.0684 0.0420 0.0539 0.0855
Mean 0.0784 0.0425 0.0625 0.0847
= 0.0318 0.0029 0.0206 0.0243
Ui 60.3356 24.9541 14.5459 40.1815
Rank 3 1 2 4
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Table 13 continued...
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st Bt 0.0480 0.0467 0.0376 0.0680
Wisconsin ~ Vorst 0.0931 0.0878 0.1030 0.2274
LACLIET 0.0583 0.0580 0.0644 0.1276
il 0.0645 0.0601 0.0688 0.1411
Sb 0.0130 0.0107 0.0200 0.0437
LS 31.8206 31.4186 21.6767 44.8578
Rank 2 1 3 4
WIS B 0.0728 0.0750 0.0775 0.1071
L 0.1476 0.1198 0.2783 0.3567
Ledin 0.1038 0.0997 0.1454 0.1909
LAl 0.1065 0.0988 0.1577 0.1907
sb 0.0219 0.0136 0.0528 0.0613
Ulus 38.8456 27.5143 20.0673 40.0668
REiS 2 1 3 4
eecli e 0.8076 0.8019 0.8735 1.1652
Worst 1.5705 1.0730 1.4427 2.3248
el 1.0107 0.9376 0.9918 1.4828
VL 1.0462 0.9343 1.0792 1.5353
sb 0.1802 0.0652 0.1878 0.2944
L= 28.8783 24.5822 14.7665 122.8615
Rank 2 1 3 4
EULU 0.0872 0.0934 0.1064 0.1028
Worst 0.1090 0.1049 0.1232 0.1117
R 0.1006 0.1002 0.1103 0.1076
ke 0.1001 0.0996 0.1125 0.1073
SD 0.0051 0.0034 0.0047 0.0022
LS 38.9971 24.3091 22.4168 26.3487
RGNS 2 1 4 3
UCEEE 2.0136 2.3551 3.449 14.7875
R 1 2 3 4
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Figure 23. The boxplot chart of ZOA and comparison algorithms on Zoo, Iris, and Wine datasets
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Figure 25. The graphics of the results from ANN trained and tested with ZOA, GOA, PDO, OOA on

wine dataset

415



Bas and Bas Sinop Uni J Nat Sci 9(2): 388-420 (2024)
E-1SSN: 2564-7873

Train data on IRIS dataset
35 T I
—#— Real value
Kl Results from ANN trained with ZOA
— Results from ANN trained with GOA
25 ) "‘ Results from ANN trained with PDO F{
- A AL A i A
PN NN AYAY N N A VAP Results from ANN trained with OOA
R D G NS b (i W BAND F 7 S —
2+ FH-HH HW\HHM}#MHﬁHkaWM* F —
¥ ¥/
| | |
60 80 100 120
Test data on IRIS dataset
35 T T
+— Real value
Results from ANN tested with ZOA
Results from ANN tested with GOA
K] S 1 S S S S S - S Results from ANN tested with PDO {4
Results from ANN tested with OOA
- SE—— A ! o A ! AN N - e
25 ____//\‘\\ AN /, W [ N L —l —\.\_‘\
wi__\_\vj_,\ o \ v / e . -
\V/
9 | | | | |
0 5 10 15 20 2% 30

Figure 26. The graphics of the results from ANN trained and tested with ZOA, GOA, PDO, OOA on
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Conclusions

In this study, an Artificial Neural Network (ANN) model with predictive ability was designed on seven
different data sets obtained from the UCI data set. In this designed ANN model, weight values were
determined by the Zebra Optimization Algorithm (ZOA), a heuristic algorithm. Due to the success of
heuristic algorithms in estimating weight values, classical gradient-based algorithms were abandoned in
this study and replaced by heuristic-based algorithms. First, a detailed parameter analysis was carried
out for parameter settings that are important for ZOA and ANN. Thus, the effects of population size and
maximum number of iterations on ANN training are shown. Additionally, the effects of neuron, layer,
and epoch values on the success of ANN are explained in detail. As a result, a suitable ANN network
was designed with a ZOA with the most appropriate parameter values. Predictions were made on seven
different data sets with this ANN model with ZOA. The results obtained were compared with the ANN
model created with three different state-of-the-art heuristic algorithms (Gazelle Optimization Algorithm
(GOA), Prairie Dogs Optimization (PDO), and Osprey Optimization Algorithm (OOA)) with similar
network structures selected from the literature. The results show that the ANN model trained with ZOA
is more successful in predicting layer weights. While faster convergence was achieved, the amount of
error in predicting the classes of the data decreased. The predictive analytics performed by the proposed
model can also improve ANN performance with proper convergence. While the ANN model integrated
and trained with ZOA can find better coefficients, other algorithms used in this paper except GOA

cannot obtain suitable outputs. ZOA's capabilities in local and global search are also reflected in the
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training of the ANN network. In the future, we plan to further increase the success of estimating ANN

weights by improving ZOA's local and global search capabilities with the help of chaotic maps.
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