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Research Article Abstract 
Oil and natural gas rank first as energy inputs worldwide. Other subsurface resources, such 

as salt, provide clues to obtaining these natural resources. Salt accumulation areas are 

subsurface resources used to locate oil and gas fields. Seismic data, which are geological 

data, provide information for locating underground resources. Manual interpretation of 

these images requires expert knowledge and experience. This time-consuming and laborious 

method is also limited by the fact that it cannot be replicated. The limitations of traditional 

methods have increased the need for faster, more cost-effective, and reproducible solutions. 

At this point, deep learning technologies, which have achieved great success in recent years, 

come into play. Deep learning plays a significant role in overcoming the challenges of 

manual interpretation by providing high accuracy and efficiency in image segmentation. 

Automating the detection of subsurface reserves in seismic images using artificial 

intelligence methods reduces time, cost and workload factors. In this study, we aim to detect 

salt areas in seismic data using the U-net architecture. In addition, the effect of data 

augmentation methods on the designed system is investigated. The data set used in the system 

consists of seismic images that are combined together for automatic detection of salt mass. 

As a result of the study, the Intersection over Union value of the system designed without 

data augmentation method is 93.90%, while the the Intersection over Union value of the 

system designed using data augmentation method is 94.45%. 
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1. Introduction 

Natural resources are vital for the continuity of human life. Resources such as energy production 

and precious metals form the basis of modern life and play a critical role in the functioning of economies 

(1). Oil and natural gas are the main sources of transportation and electricity generation, as well as 

industrial and commercial activities (2). However, the identification and extraction of these valuable 

resources is a challenging process (3,4). Large salt deposits have been found in regions where these 

natural resources are common on the earth's surface (5). Due to its low permeability, salt can be located as 

it reflects from oil or natural gas reservoir areas (6). Seismic images are widely used to estimate the 

location of resources. Seismic images provide information about the location of natural resources by 

visualizing the subsurface structure. These images are obtained using sound waves. The sound waves are 

reflected from different structures and recorded by an instrument called a geo-phone (7). Inaccurate 

estimates made with seismic data are attributed to the poor quality of the data, lack of knowledge of the 

interpreter, and insufficient attention to the preprocessing of the data (3). Demonstrating that the data to 

be used in reserve estimation are reliable, accurate and high quality data and proving the accuracy of the 

data is the first and important step in this process. In this step, necessary procedures should be applied 

and documented. In the process referred to as data verification, factors such as proving the accuracy of 

the data and its usefulness in the estimation process are determined. After this step, the data is transferred to 

the computer environment. In this step, which is called data validation, the formation of erroneous, 

incomplete, repetitive problematic data due to the transfer of data to the computer is prevented (4). The 

stages of seismic image acquisition are shown in Figure 1. 

 

Figure 1. Seismic image collection (8) 
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Seismic images are an important tool for locating salt domes (9). Salt domes are defined as 

elevated structures formed by the layering of salts in certain areas of the geological structure (10). These 

salt dome areas are considered as potential reservoirs where valuable resources such as oil and natural 

gas can be stored. Figure 2 shows these formations. 
 

Figure 2. Salt dome (11) 

However, manual detection of these salt domes through seismic images is a challenging process 

(12). The manual detection process is time-consuming, costly and limited in repetition (13). This process 

requires experts to study seismic images in detail and identify signs of structures such as salt domes. This 

is a long-term endeavor and often with a high margin of error. In addition, misinterpretation of seismic 

images can have negative consequences, such as wasted time, cost and effort. Incorrect detections can 

lead to unnecessary drilling or wrong investments, which can result in significant costs. Moreover, 

correcting false detections can also require extra time and labor. Therefore, accurate interpretation of 

seismic imagery and effective detection of salt domes is critical in the process of natural resource 

exploration and exploitation. It is important to develop and use automated or semi-automated data analysis 

methods to make this process faster, more accurate and more economical. This will enable the efficient 

utilization of natural resources and effective management of resources. 

Artificial intelligence methods are used to minimize the negative situations experienced in 

manual reserve estimation. Deep learning, one of the fields of artificial intelligence, has shown high 

achievements in classification, object detection and image segmentation. It is applied in many fields such 

as medicine, education, food, geology. With its development and successfully applied methods, deep 

learning is also used on seismic images to minimize time, cost and user bias (14). It has paved the way 

not only to speed up seismic processing but also to obtain estimates that are comparable to a group 
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of experts and not based on the opinion of a single expert. Salt detection from seismic images can be 

considered as a classification, localization and segmentation problem (15). When considered as a 

classification problem, the salt area is grouped as present or absent (16, 17, 18). When solved as a 

positioning problem, the area with salt domes is framed (19). For the segmentation problem solution, salt 

area detection from seismic images is realized by classifying each pixel in the image (15). Models such 

as U-net, Seg-Net, Resnet, etc. are popularly used to segment salt areas from seismic images (6, 20, 21). 

In this study, the U-net model, one of the deep learning methods, is used to detect salt areas that 

are critical for finding oil and gas deposits. This model is designed to enable detailed analysis of seismic 

images and precise identification of salt deposits. Unlike traditional neural network architectures, the U- 

net model has a structure that preserves the size of the input data, which prevents the loss of important 

features in seismic images. Furthermore, the main objective of the study is to examine the effect of data 

augmentation method for accurate detection of salt areas using this U-net model. Data augmentation is a 

widely used method to increase the generalization ability of the model and avoid overfitting in cases of 

limited training data. In this study, the results obtained by applying data augmentation techniques are 

observed and the effect of these techniques on the detection of salt areas is evaluated. The results show 

that data augmentation methods improve the performance of the U-net model and help to identify salt 

areas more accurately. This study provides an innovative solution to an important problem of the oil and 

gas industry by introducing a powerful combination of deep learning and data augmentation techniques 

for analyzing seismic images. The problem is solved by analyzing whether each pixel in the seismic image 

belongs to a salt field. U-net architecture is proposed to detect salt areas. Using the designed U- net 

network, 4000 seismic filter images were used for training (3200 trainings, 800 validations) and 18000 

seismic images were used for testing. In the other system compared, the number of images used in training 

was increased to 6400. Within the scope of the study, the publicly available TGS Salt Identification 

Challenge dataset shared on www.kaggle.com was used (22). The Intersection over Union (IoU) and dice 

scores for the criticized system show better results both using data replication and when compared with 

other studies 

2. Related Works 

U-net is a convolutional neural network model that is widely used in image segmentation and 

provides effective results. This model segments images based on the principle that each pixel receives a 

class label (23). One of the reasons why U-net is widely used in the literature is that it can achieve effective 

results even when the data set is small (24). Zhang et al. (25) focus on the extraction of salt boundaries, 

which plays an important role in oil and gas exploration by analyzing salt bodies. Traditional methods 

include sound wave features and edge detection algorithms, which require manual effort. The study uses 

Convolutional Neural Networks (CNNs), which have evolved as an automatic segmentation method to 

extract salt boundaries. As a result of the study, higher accuracy was obtained compared to purely CNN 

methods. Li et al. (26) designed a system for salt area detection using the U-net model directly. In order 

to improve the accuracy, some modules were added to the system. As a result, it is stated that these 
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modules affect the performance value. Chen et al. (27) improved the architecture by adding different 

modules to provide a stronger foundation. Spatial Pyramid Sampling (SPS) method was used to select 

representative samples from the training data. Multimodal Fusion (M2F) module is integrated to extract 

edge and frequency information from the selected representative samples. Moreover, Local-to-Global 

(L2G) module is proposed to capture the relationships between pixels in the image. As a result, successful 

results are obtained using less training data. Zhao et al. (28) builds on the traditional U-Net architecture 

while adding a special highlight layer to learn boundaries more effectively. The developed model includes 

a special loss function and measurement metrics to more precisely define the boundaries of salt bodies. 

This aims to improve the ability to more precisely identify salt bodies in geophysical data by improving 

segmentation accuracy. The study concludes that Boundary U-Net provides higher accuracy and precision 

compared to conventional methods. 

The U-net model has an architecture consisting of convolutional and convolutional 

backpropagation layers. Unlike traditional convolutional neural networks, this architecture provides more 

successful results in detailed segmentation of images (29). Bodapati et al. (15) emphasizes the need to 

distinguish salt deposits from seismic images in a heuristic way. This approach aims to segment seismic 

images using a variation of the UNet model. In the study, it was observed that deeper networks extract 

better features. Moreover, post-processing such as sharpening improves performance. The proposed 

methodology achieves a higher IoU achievement compared to the Segnet method. 

Another important feature of U-net is that it does not impose any limitations in terms of system 

results (30). In other words, it can provide successful results on images of different scales, different 

problem domains and different data sets. This feature enables U-net to have a wide range of applications. 

The flexible and effective structure of U-net has made it a preferred model in many studies in image 

segmentation (31). In particular, the U-net model has been successfully used in fields such as medical 

imaging, remote sensing, autonomous vehicles, and geology (31, 32, 33, 34) Therefore, the U-net model is 

widely accepted in the literature as a reliable and effective tool for image segmentation. Karchevskiy et al. 

(16) designed a U-net with ResNet-50 encoder. As a result of the study, a high accuracy score was 

obtained. In another study, Zhou et al. (35) worked with some modules added to the U-net neural network. 

Spatial and Channel-wise Squeeze and Excitation (ScSE), Feature Pyramid Attention (FPA), and their 

effects on the results were investigated. As a result of the study, it was stated that these modules segmented 

better than the results obtained without the modules. Many studies have been conducted using different 

versions of the U-net neural network. Bochu et al. (36) designed a model using a combination of U-net 

network ResNet18, ResNet34. Later in the study, a second model was developed by combining ResNet34 

with VGG16 and inceptionv3. As a result of the study, it was stated that the performance scores of the 

individual network models were lower than the combined models. Guo et al. (37) presented a deep 

supervised learning model using edge optimization that makes the edges in the images clearer and more 

prominent to perform salt body segmentation. As a result of the study, it was stated that the use of the 

edge optimization process increased the accuracy value. In studies with seismic data, it is seen that the pre-

processing processes to be performed before the data is included in the training are important. Chung et 
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al. (38). emphasized the importance of noise removal from salt dome images. The data cleaning process 

aims to address potential errors, noise and anomalies in the salt dome dataset. This step aims to organize 

and correct the dataset to obtain more accurate and reliable results. HajNasser et al. (39). MultiResU-Net, 

a neural network for the identification and quality control of salt bodies is being studied. This work aims 

to provide an automated approach as an alternative to traditional quality control and manual interpretation. 

The study is designed to classify salt bodies by efficiently using features at a wide range of resolution 

levels. The results show that MultiResU-Net has the potential to successfully identify salt bodies and 

improve quality control processes (40) used the "Mean Teacher" method for semi-supervised salt 

segmentation. Traditionally, a large amount of labeled data is usually needed to identify salt bodies. 

However, this study aims to improve model performance by using a larger learning dataset with a limited 

amount of labeled data. The "Mean Teacher" approach involves a framework in which the model has a 

network of teachers that is continuously updated and this teacher drives the student model. In this way, a 

regularization mechanism is provided to smooth and generalize the model's decisions. Semi-supervised 

learning can improve the performance of the model by combining labeled and unlabeled data. In 

conclusion, the "Mean Teacher" method is effective in the semi-supervised salt segmentation task and can 

improve the performance of the model even in the case of limited labeled data. Saad et al. (41) designed 

a model called Self-Attention Fully Convolutional DenseNet (SA-FC-DenseNet) for automatic salt 

segmentation. It is based on a fully convolutional DenseNet architecture enriched with the Self-Attention 

mechanism. The Self-Attention mechanism allows the model to learn the dependencies between pixels at 

different locations and thus perform more efficient segmentation. The model increases its feature 

extraction capacity by using dense blocks and full convolution layers. The Self-Attention mechanism aims 

to be more accurate, especially in identifying fine details of salt bodies. The results of the study show that 

SA-FC-DenseNet outperforms other methods in automatic salt segmentation and is particularly effective 

in detecting fine boundaries. Many deep learning methods have also been studied in 3D seismic images. 

Xu et al. (42) proposed a hybrid semi-supervised model for 3D seismic images. 

3. Methodology 

Deep learning architectures such as the U-Net model are often effective in image segmentation 

tasks. Therefore, in this study, a system is designed using the U-Net model. U-Net is an architecture 

characterized by its encoder-decoder structure and is widely used in biomedical image segmentation. 

Before training the system, the data set was expanded using data augmentation methods. Data 

augmentation methods may include techniques such as rotation, horizontal or vertical symmetry, 

panning, zooming, etc. of the existing images. The aim of these methods is to increase the number of 

samples in the training dataset and to enable the model to generalize better. Using the same U-Net model, 

the system was trained again with the data set without data augmentation methods. The results obtained 

after this training are analyzed to evaluate how the system performance changes under the influence of 

data augmentation methods. The results are compared with the results obtained in previous similar studies 

and the impact of data augmentation methods on the system performance. This comparison is important 

to determine how effective data augmentation methods are and how they can improve system performance. 
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This study can make a significant contribution to research in this field by systematically examining the 

effect of data augmentation methods with the U-Net model used in image segmentation and how these 

methods affect the results obtained compared to previous studies. 

3.1. Detail of U-Net architecture 

The U-net architecture, a convolutional network approach, is a highly accurate model for 

performing image segmentation, especially in the medical field. The architecture consists of two parts. 

Encoder and decoder. The encoder part is in the form of a narrowing path as important connecting features 

are detected in the image. The decoder is a symmetrically generated path using inverse convolution to 

ensure precise localization (29). The U-net architecture is shown in figure 3. 
 

Figure 3. U-net architecture (29) 

In the U-Net architecture used in the designed system, the 3x3 convolutional network followed 

by the ReLU activation function is primarily used in the feature extraction part of the encoder. This 

convolutional network enables the extraction of features from the input images. The ReLU activation 

function increases the flexibility of the model by allowing the network to learn non-linear features. After 

the feature extraction phase, the size of the feature maps is halved. This is achieved by max pooling (43, 

44). A 2x2 max pooling process halves the size of the feature maps while preserving important features. 

This allows the model to learn more specific and salient features. Dropout, a regularization technique 

used to prevent overfitting of the neural network and to obtain more generalized results, is used in the 

encoder and decoder parts. Dropout is the random deactivation of some neurons in the network. This 

allows the network to learn different features and reduces the risk of overfitting. The dropout value of 0.5 

means that 50% of each neuron will be disabled in each training iteration. In the decoder part, masks of the 

trained data are created. At this stage, a 3x3 convolutional network following the ReLU activation function 

is used. Then, in the output layer, a 1x1 convolution is performed with a sigmoid activation function. The 



Ağaoğlu et al., 2024 
 

77 Turk J App Sci Tech 
© TUBİD 

 

 

sigmoid activation function generates the segmentation mask that represents the pixel- wise classification. 

These masks represent the probability that each pixel belongs to a particular class in the image, which 

allows segmentation to be performed. The resulting model is presented in Fig. 4. 

 

 

 

3.2. Data preprocessing

Figure 4. The created U-net based architecture 

In order to be passed through the proposed UNET model, the dimensions of the images in the 

training dataset need to be adapted. This fitting process is usually performed in order to match the size of 

the images to the expectations of the model. In this context, the training images were uploaded with a size 

of 101 × 101. However, for the proposed UNET model, 128 × 128 was preferred as the input size. The 

dimensions of the 101 × 101 images, which are the training data, are resized to 128 × 128. 

The up sample function was used for the resizing process. This function is designed to resize images to a 

specific target size. In particular, the pixel values of the image are preserved by using the preserve range 

parameter. This parameter ensures that the pixel values do not change during the resizing process and that 

the data of the original image is preserved. This ensures that the model works with the correct data during 

the learning process and avoids unwanted changes. 

As a result, with these processing steps, the dimensions of the training images are adapted to the 

expectations of the proposed UNET model and the pixel values are preserved during the resizing process. 

This is an important step to obtain more consistent and accurate results in order to correctly process the 

dimensions and data of the model's inputs. 

 

 

 

 

  

  

  

  



Ağaoğlu et al., 2024 

78 

Turk J App Sci Tech 
© TUBİD 

 

 

 

3.3. Data augmentation 

In deep learning, data augmentation is a technique used to better generalize the model and 

improve performance when training data is limited. Data augmentation is used to diversify the available 

training data. Data augmentation can reduce overfitting and make your model more robust, especially 

when you have limited data. Data augmentation methods are used to diversify the training data and allow 

the model to generalize better. There are many methods for data augmentation (45, 46). The most 

commonly used ones are listed below. 

 Random Rotation: Creates new samples by rotating images at random angles. 

 Horizontal and Vertical Flipping: New images are obtained by flipping the images horizontally 

or vertically. 

 Random Shifts: New positions are obtained by randomly shifting the images. 

 Zoom (Random Zoom): Various samples are obtained by randomly enlarging or reducing the 

images. 

 Random Brightness and Contrast (Random Brightness and Contrast): New samples are created 

by randomly adjusting the brightness and contrast of the images. 

 Color Transformations: Various colored images are obtained by changing the color space of the 

images or randomly adjusting the color tones. 

In the study, the training data set was doubled by taking the horizontal symmetry of each image 

on the images. The system was also tested by rotating the training data on the horizontal axis. This allows 

the model to be trained with more data, generally increasing the generalization capability of the model. 

3.4. Dataset (Seismic Data) 

The dataset was obtained from the TGS Salt Identification Challange on kaggle.com (22) The 

dataset consists of seismic images acquired from random sites. The images are 101*101 pixels in size. 

There are mask images where each pixel is classified as salt and sediment. The training folder contains 

4000 images and 4000 mask (filter) images. The test folder contains 18000 images with png extension. 

The dataset also contains the depth information (z) of each image. 

3.5. Evaluation Criteria 

Segmentation performance can be evaluated with various metrics. Different techniques have been 

used for the results in previous studies. Due to the importance of metrics that characterize the areas of 

overlap (number of true positives, number of false positives, number of false negatives), positive- based 

metrics are generally prioritized in segmentation studies. The most common performance evaluation 

metrics for segmentation with seismic data are IoU, Dice Overlap Index or Dice Similarity Coefficient 

(Dice Score) (47,48). 

3.5.1. IoU 

IoU is a metric used to evaluate the performance of an object detection or image segmentation 

(49). 

 Intersection: Refers to the common area between the real object and the predicted object. 
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 Union: The sum of the areas of the real object and the predicted object. 

IoU divides these two values by each other. This metric takes a value between 0 and 1. The closer 

it is to 1, the closer the prediction is to the true object. In the ideal case, an IoU of 1 means that the two 

regions completely overlap. The use of IoU is particularly common in tasks such as object detection and 

image segmentation. IoU is often used to evaluate how well the model performs with a quantitative 

measure. 

3.5.2. Dice Overlap Index/Dice Similarity Coefficient (Dice Score) 

The Dice Overlap Index or Dice Similarity Coefficient is a frequently used measure in 

applications such as image segmentation. In particular, it is used to measure how well the segmentation 

map that is the output of an algorithm matches the actual (reference) segmentation map (50). 

The Dice Similarity Coefficient is calculated with the following formula; 
 

𝐷𝑖𝑐𝑒 = 
2∗𝐼𝑋∩𝑌𝐼 

𝐼𝑋𝐼+𝐼𝑌𝐼 
(1) 

where; 

 X and Y are the model predicted segmentation map and the actual (reference) segmentation 

map, respectively. 

 The symbol I.I refers to the number of elements of the cluster. 

 XY denotes the intersection of the two clusters. 

Dice Similarity Coefficient takes a value between 0 and 1. The closer it is to 1, the better the 

agreement between the model's predictions and the actual segmentation. In the case of a complete overlap 

(intersection), the Dice value reaches 1. If there is no overlap (i.e. both the model predicted and the actual 

segmentation map are empty), the Dice value is 0. The Dice Similarity Coefficient is often preferred in 

areas such as image segmentation, especially in imbalanced classification problems (i.e. imbalances 

between non-object areas and object areas) (51). 

3.6. Architectural structure 

The most important feature of the U-net network model is that it can achieve high performance 

with little data. In this study, the effect of image duplication on the performance of the system is studied. In 

artificial intelligence applications, there are several options to optimize the simultaneous processing and 

learning of the data set during model training. These options include parameters such as number of epochs, 

batch size and activation functions. Changing these parameters can affect the success performance of the 

model. The hyper-parameters used in the study are given in Table 1. 
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Table 1. Hyper-parameters used in the model 
 

Input size 128*128*1 

Optimizer Adam 

Batch size 64 

Epoch 200 

Loss fun. BCEWithLogitsLoss() 

Score Metric IoU 
Dice Score 

 

4. Results and Discussion 

There are many studies in the literature using seismic images for reserve determination. In these 

studies, segmentation methods are used to match each pixel in the images with a class label. In this 

context, in this study, U-net architecture is used in seismic images for the detection of salt fields. The 

101x101x1 images in the dataset were resized to 128x128x1 for better generalization and learning of the 

model. 

In the study, the salt area was calculated on the training data and masks before training. The ratio 

of the number of salt pixels in the masks to the total pixels was calculated and graded between 0 and 10. 

The higher the number of salt pixels in the image, the higher the score. If 0 means no salt area and 10 

means the whole image consists of salt. The results are shown in Figure 5. According to the figures, it is 

seen that the data set distribution rates are not regular. It is understood that there are fewer images with 

salt areas. 

In a deep learning system designed with seismic images, depth information is often important. 

Depth information includes information such as the thickness and location of layers beneath the earth's 

surface. Seismic images are often used to study subsurface structures, and in this case, depth information 

can provide valuable information about the location and characteristics of the structures. Especially in 

applications such as oil and gas exploration, deep learning models working with seismic images can often 

use depth information to better understand and identify subsurface formations. Depth information can 

provide more insights into the thickness, density and other properties of the subsurface layers. When the 

depth information of the train and test data in the depths.csv file given in the dataset was processed, it was 

seen that the majority of the images were within the average value range. The depth information of the 

images in the dataset is shown in Figure 6. 

In the experimental study, a U-net network model was designed on Kaggle.com's site using GPU 

P100 16 GB Ram. In the designed system, 20% of the training data was allocated as validation. During 

the training process, the 'EarlyStopping' method was used to prevent overfitting and optimize the training 

duration. The patience parameter was set to 100 in the EarlyStopping method. In this way, the training 

was stopped at the point where the model showed its best performance. In the study, the data was first 

trained in the system designed without using data augmentation methods. Figure 7 below shows 

visualizations for salt area detection performed by the model. The salt area is seen in red as predicted by 

the green system. 
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Figure 5. Salt ratio and grading in seismic images in the dataset 

 

 

Figure 6. Depth distributions of train and test data 

 

 

 

Figure 7. Prediction result images of the system without data augmentation methods 
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The accuracy value of the system designed without using data augmentation method is 93.08% 

and the loss value is 14.52%. The graph of the result is shown in Figure 8. 

 

Figure 8. Loss and accuracy graph of the system without data replication 

In the rest of the study, the training data set was increased to 6400 images by using data 

augmentation methods over the data set. The system was trained again using the specified 

hyperparameters exactly. Figure 9 below shows the images for salt area detection performed by the model. 

 

Figure 9. Prediction result visualizations using data replication 

The accuracy value of the system designed using the data replication method is 94.46% and the 

loss value is 12.02%. The graph of the result is shown in Figure 10. 
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Figure 10. Loss and accuracy graph of the system using data replication 

 

When the U-net model was used to detect salt areas, it was observed that the model trained on 

seismic images without data augmentation achieved an IoU score of 93.90%. However, when the same 

model was trained using data augmentation, the IoU score was 94.45%. These results show that data 

augmentation improves the accuracy of the model and helps it detect salt areas more effectively. The 

results obtained are presented in Table 1. 

Table 2. Model results 
 

Model U-net IoU Dice 

Data augmentation is not used 93.90% 94.63% 

Data augmentation used 94.45% 95.32% 

 

The results obtained in the study were compared with the studies working with the same data 

set. The comparison is given in Table 2. 

 

 

Table 3. Comparison of salt field segmentation results with other studies 
 

Studies Guarido, M. (52) Liu, B. (53) Chung, Y. (54) Study Presented 

IoU Score 80% 86% 91.81% 94.45% 

 

The model obtained after the training process was analyzed in the test environment by making 

the necessary configurations. The results obtained showed an acceptable level of success in the literature. 

In the rest of the study, the images were duplicated by applying data duplication methods to the training 

data. These results show that the data augmentation method is successful in segmenting the images 

accurately. 

5. Conclusion 

The development of deep learning techniques has played a significant role in seismic data analysis 

and the detection of subsurface structures. Particularly in the oil and gas industry, the accurate and rapid 

identification of underground natural resources is of great importance. The segmentation of subsurface 

structures from seismic images is a critical part of this process, and the proper processing of data directly 
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impacts decision-making processes. However, the limited and imbalanced nature of seismic data can 

negatively affect the generalization capability of such models. At this point, data augmentation techniques 

are frequently used to prevent overfitting and enhance the model’s performance. 

Data augmentation methods are used to reduce overfitting and provide better learning. This study 

shows that data augmentation methods used in seismic data have a positive effect on the results. In 

addition, automating the process of salt detection from seismic images with this study will save time, 

money and effort. This is of great importance for the oil and gas industry, making the reserve 

determination processes more efficient and accurate. This study demonstrates the effectiveness of data 

augmentation methods in the segmentation of seismic images, contributing to the literature in this field. 

Additionally, the high IoU values obtained allow for more accurate and reliable analysis of seismic data, 

thus providing valuable insights for research in geophysics and energy sectors. In future studies, the U- 

net model will be improved and the IoU parameter obtained will be further increased. 
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