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Abstract 

Encryption becomes more crucial than ever in an increasingly interconnected world. Advanced Encryption Standard (AES) is still 
considered secure after more than 20 years thanks to its mathematical properties. However, side-channel attacks (SCA) threaten 
improper AES implementations. In this paper, different AES implementations are introduced, and their resistances against power SCA, 
namely Correlation Power Analysis (CPA) attack, are shown. For energy efficiency, the increase in power consumption due to the 
extras added for countering SCA was minimized by register-level organizations and process-related optimizations. Different AES 
implementations were constructed and processed through Cadence ASIC flow (TSMC 65 nm LP technology). SCA resistance was 
evaluated using the ChipWhisperer platform operating on realistic power consumption values obtained after RTL-to-GDSII flow. The 
results demonstrate that pipelining and unrolling the AES rounds increase the SCA resistance at the expense of a minimal reduction 
in energy efficiency. The proposed implementations are suitable for use with different side-channel attack countermeasures. 

Keywords: ASIC Implementation of Advanced Encryption Standard (AES), Hardware Security, Digital CMOS Design, Side-Channel Attacks, Correlation Power 

Analysis (CPA), ChipWhisperer 

 

Öz 

Şifreleme, giderek birbirine bağlanan bir dünyada her zamankinden daha önemli hale gelmektedir. Gelişmiş Şifreleme Standardı 
(AES), matematiksel özellikleri sayesinde 20 yıldan fazla bir süre sonra hala güvenli kabul edilmektedir. Ancak yan kanal saldırıları 
(SCA), uygunsuz AES uygulamalarını tehdit etmektedir. Bu çalışmada farklı AES uygulamaları tanıtılmakta ve bunların güç Yan-Kanal 
Saldırısı’na (SCA), spesifik olarak Korelasyon Güç Analizi (CPA) saldırısı, karşı dirençleri gösterildi. Enerji verimliliği açısından, yan-
kanal saldırısına karşı yapılan eklemeler nedeniyle güç tüketiminde meydana gelen artış, yazmaç düzeyindeki organizasyonlar ve çip 
akışı bazlı optimizasyonlar ile minimuma indirildi. Farklı AES uygulamaları oluşturuldu ve Cadence ASIC akışı (TSMC 65 nm LP 
teknolojisi) aracılığıyla işlendi. Yan-Kanal Saldırısı direnci, RTL'den GDSII'ye çip akışından sonra elde edilen gerçekçi güç tüketimi 
değerleri üzerinde çalışan ChipWhisperer platformu kullanılarak değerlendirildi. Sonuçlar, AES turlarının boru hattına 
yerleştirilmesinin ve açılmasının (unroll), enerji verimliliğinde minimum azalma karşılığında Yan-Kanal Saldırısı direncini arttırdığını 
göstermektedir. Önerilen uygulamalar farklı Yan-Kanal Saldırısı savunma önlemleriyle kullanılmaya uygundur. 
Anahtar Kelimeler: Gelişmiş Şifreleme Standardı (AES) ASIC Uygulaması, Donanım Güvenliği, Dijital CMOS Tasarımı, Yan-Kanal Saldırıları, Korelasyon Güç Analizi 

(CPA), ChipWhisperer 

 

1. Introduction 

As the world turns into a global village, communication between 
people around the world is increasing. A tremendous amount of 
information flows through many channels at every time instant. 
Although communication security has been an important issue 
since very old times, security concerns are growing more than 
ever with increasing communication volume. Encryption is a 
method that is used to eliminate or reduce security concerns. In 
encryption, the plain text messages are converted to cipher text 
messages using a cipher key so that an adversary who intercepts 
the unintelligible cipher text message from the communication 
channel cannot understand the real message. There are two types 
of encryptions, namely symmetric and asymmetric encryption. In 
symmetric encryption, the same key is used for both encryption 

and decryption, whereas in asymmetric encryption a different 
key is used for each of the encryption and decryption actions. The 
focus of this work is the power side-channel attack on AES 
algorithm, which is a symmetric encryption algorithm. AES 
algorithm was developed after a competition organized by the US 
National Institute of Science and Technology (NIST) in 2000. The 
winner of the competition was the Rijndael algorithm [1], which 
has been called AES since then, and it was published as Federal 
Information Processing Standard (FIPS) in 2001 [2]. Since its 
declaration as Type-1 Suite-B Encryption Algorithm, it has been 
accepted as suitable for securing classified and unclassified 
information worldwide [3]. AES algorithm contains four 
fundamental operations: SubBytes, ShiftRows, MixColumns, and 
AddRoundKey. These operations are combined to form a round 
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that is executed multiple times using round keys, which are 
obtained using KeyExpansion routine from the initial cipher key. 
For more than 20 years, AES has successfully resisted attacks 
directed against its mathematical structure [4]. However, side-
channel attacks that utilize unintended leakages from the 
implementation such as power consumption, electromagnetic 
radiation, execution time, sound, etc., are also posing a threat to 
AES implementations. These leakages are used together with 
knowledge about the system to disclose secret information [5]. 
Numerous papers have been published about side-channel 
attacks on AES [6-8]. In this paper, an ASIC simulation 
environment that enables the evaluation of power side-channel 
resistance of an IC design before fabrication is introduced. In 
addition, the effects of architectural decisions such as pipelining 
the rounds or unrolling the rounds on the power side-channel 
attack resistance are also examined. The main objective of this 
work is to design a power side-channel attack resistant AES 
block. This paper is organized as follows. Section 2 provides the 
underlying theoretical principles of obtaining a side-channel 
attack resistant and energy-efficient design and the methods to 
achieve these objectives. Section 3 describes the implemented 
AES versions. Section 4 presents the design environments and 
evaluation of the implemented AES versions according to the 
design objectives. Section 5 concludes the paper.  

2. Methodology 

The applied methods for improving side-channel resistance and 
energy efficiency are explained in Section 2.1 and Section 2.2, 
respectively. 

2.1. Applied methods to increase side-channel attack 
resistance 

A power side-channel attack is the main focus of this paper. More 
specifically, Correlation Power Analysis (CPA), initially 
developed by Brier [9], was executed on the power traces 
collected from the simulation of the AES blocks. In general, CPA 
uses the Pearson correlation function to calculate the correlation 
values of different power traces [9,10]. The Pearson correlation 
function can be formulated as 

𝐶(𝑇, 𝑃) =
μ(TP) − μ(T)μ(P)

√𝜎2(𝑇)𝜎2(𝑃)
 (1) 

where T is the set of power traces, P is the set of estimated power 
values from the power model, μ is the population mean, and σ is 
the standard deviation. A set of power traces was obtained using 
the Cadence environment while running encryption on 500,000 
random inputs. The estimated power consumption values 
according to the power model corresponding to each random 
input were calculated via ChipWhisperer’s functions. Depending 
on the attack point, either Hamming Weight (HW) or Hamming 
Distance (HD) functions are used to model the corresponding 
power consumption for a given register state or register 
transition, respectively. HW is directly obtained by adding all the 
bit values in a register; therefore, having more 1’s in the register 
bits means a higher power consumption value. On the other hand, 
HD is calculated as the number of bits that have flipped between 
two consecutive states of a register [11]. Since the bit values and 
bit changes give information about the processed information, 
the pipelining method was employed to mix power consumption 
values of different inputs with each other by taking advantage of 
processing different inputs simultaneously. Unrolling the AES 
rounds, i.e. making them a feedforward combinational path that 
spans from the first round to the last, was also employed in order 
to make state transitions less visible as all the rounds execute at 
the same clock period instead of waiting for the next clock edge. 

2.2. Applied techniques for improving energy efficiency 

Lowering the power consumption is the key to achieve energy 
efficiency. In this work, several techniques were applied to 
reduce power consumption. The consumed power is 
proportional to (α), which is the activity factor as shown in  

𝑃𝑠𝑡𝑎𝑡𝑖𝑐 = 𝐼𝑠𝑡𝑎𝑡𝑖𝑐𝑉𝐷𝐷 (2) 

𝑃𝑑𝑦𝑛𝑎𝑚𝑖𝑐 = αC𝑉𝐷𝐷
2 𝑓 + 𝑉𝐷𝐷𝐼𝑠𝑐 (3) 

𝑃𝑡𝑜𝑡𝑎𝑙 = 𝑃𝑠𝑡𝑎𝑡𝑖𝑐 + 𝑃𝑑𝑦𝑛𝑎𝑚𝑖𝑐 (4) 

where P=power, I=current, VDD=supply voltage, α =activity factor, 
C=load capacitance, f=switching frequency, Isc=short circuit 
current [12]. As visible in Eq. (3), the activity should be decreased 
to reduce the dynamic power consumption. In order to 
accomplish this, RTL was coded in such a way that the switching 
activity of the modules was reduced by the enable signals and 
fixing of the module inputs. In addition, clock gating was enabled 
in ASIC flow to decrease the unnecessary switching activity. 
TSMC 65 nm via Europractice offers two types of processes: 
General Purpose (GP), and Low Power (LP) [13]. LP process was 
preferred in this work to further reduce the overall power 
consumption. Another approach for power reduction is the 
utilization of different threshold voltage standard cells. There are 
three standard cell types in the LP process according to the 
threshold voltage of transistors they are built from: low threshold 
voltage cells (LVT), standard threshold voltage cells (SVT), and 
high threshold voltage cells (HVT). Power consumption is 
proportional to the MOSFET current, which has a relation with 
the threshold voltage as explained in the following formula 

𝑖𝐷 =
1

2
𝑘𝑛

′ (
𝑊

𝐿
)(𝑉𝐺𝑆 − 𝑉𝑡)2 (5) 

where iD is the MOSFET current in saturation, kn' is the process 
transconductance parameter, (W/L) is the transistor aspect ratio, 
VGS is the gate-to-source voltage, and Vt is the threshold voltage 
[14]. Decreasing the threshold voltage (Vt) increases iD which 
means the transistor switches faster but at the cost of a higher 
current. The design tools were adjusted to favor the use of HVT 
cells over LVT and SVT cells whenever possible. 

3. Constructed AES Versions 

In this work, four different AES versions were constructed to 
observe their power side-channel attack resistance 
performances. RTL codes for all designs were simulated using 
xsim from Vivado Design Suite (version 2020.2). Vivado Design 
Suite was used only as an RTL simulator as the focus of this work 
is ASIC design instead of FPGA design. Test vectors from NIST 
"The Advanced Encryption Standard Algorithm Validation Suite" 
(AESAVS) [15] were used to validate the designs.  

3.1. Rolled version 

The first version is called the rolled version. This is the base 
version of AES, and it is used as a reference point in this work. 
The block diagram of the rolled version can be seen in Figure 1. 
The different blocks contained in each round are SubBytes, 
ShiftRows, MixColumns, and AddRoundkey, which are shown in 
Figure 2 in their processing order. In the rolled version, only one 
hardware round block is used for nine rounds, where each round 
takes one clock cycle. To complete the encryption, one more 
round that is missing the MixColumns block from the original 
round is required to process the 128-bit block. The rolled version 
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is compact; however, more cycles are required to complete each 
encryption. Besides, it does not contain any specific side-channel 
attack countermeasure. 

 

Figure 1. AES block diagram. 

 
Figure 2. Block diagram of each AES encryption round. 

3.2. Pipelined versions 

Two different pipelined versions were implemented in this work. 
The pipelined versions are named 32-bit pipelined and 64-bit 
pipelined according to the bus widths of the input/output 
interfaces of the implementation, while both versions process 
128-bit plain texts internally. Figure 3 depicts the block diagram 
of the 32-bit pipelined version. In this implementation, the nine 
rounds of the rolled version are executed in three identical 
blocks, which also serve as stages of the pipeline, and the 
remaining processing is completed combinationally with 
AddRoundkey, SubBytes, ShiftRows, and AddRoundkey blocks. 
Figure 4 describes a detailed view of these blocks, which are 
called "main round" in this work. 

Main round block of the pipelined version consists of the same 
blocks as the round block of the rolled version; however, 
AddRoundkey block has the first order here as opposed to the last 
order in the rolled version round block. Main round block also 
has two inputs and two outputs as opposed to the single-input 
single-output round block of the rolled version. Every clock cycle, 
one of the two inputs is routed into the 128-bit input register of 
the main round block, selected by the 2-to-1 multiplexer. Using 
this multiplexer, main round block either accepts a new input 
from the previous stage of the pipeline or uses its own output as 
its new input, effectively processing the same input for another 

round. Multiplexer select input is received from a simple shift 
register called Scount, which is four bits for the 32-bit pipelined 
version and two bits for the 64-bit pipelined version; thus, 
receiving a new input from the previous pipeline stage once every 
four cycles or once every two cycles, respectively. This means 
that every main round block processes a 128-bit input for four 
cycles if it is a 32-bit pipelined implementation and for two cycles 
if it is a 64-bit pipelined implementation. This decision for the 
number of cycles per stage was made based on the bus width; 
receiving the 128-bit input plain text takes four clock cycles and 
two clock cycles with a 32-bit bus and 64-bit bus, respectively. 

 

Figure 3. 32-bit pipelined AES implementation. 

Since each main round block processes a given input for four 
cycles or two cycles before forwarding the output to the next 
stage, three main round blocks are required for the 32-bit 
pipelined implementation and five main round blocks are 
required for the 64-bit pipelined implementation. The last main 
round block in both implementations process only one round of 
the 9 total rounds. This irregularity is handled by bypassing the 
processing blocks in the last main round blocks for the cycles a 
new input is not being received using the Mout output port instead 
of Rout. Thanks to Mout & Rout combination, design simplicity was 
obtained by using the same main round block despite the 
mentioned irregularity for the last stage. 
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Figure 4. Block diagram of 32-bit pipelined AES implementation 
main round. 

The pipelined configuration allows concurrent processing of 
three or five inputs in the 32-bit or 64-bit versions, respectively. 
This increases the throughput and the side-channel attack 
resistance because of the power consumption interference of 
individual inputs with each other at the expense of additional 
hardware and power consumption. A new cipher text can be 
obtained once every four or two cycles using the 32-bit or 64-bit 
pipelined configurations, respectively. 

3.3. Unrolled version 

In the unrolled version, each round of the rolled version is 
implemented as a separate block with no hardware reuse, and 
there are no registers between the blocks of different rounds, 
which effectively turns the entire AES into a purely combinational 
circuit that can encrypt the input plain text in a single clock cycle. 
Since the encryption operation fits into one clock cycle, the 
unrolled version requires a longer clock period. In addition, it 
occupies the largest area among all versions because of the high 
number of hardware blocks used. The unrolled version uses a 32-
bit interface that is similar to the interfaces of the rolled and 32-
bit pipelined versions. 

4. Design Environments and Evaluation 

 

Figure 5. Experiment flow. 

All four AES versions explained in Section 3 were processed 
through the ASIC flow using Cadence tools. ChipWhisperer from 
NewAE Technology, which is an open-source toolchain 

containing target hardware, capture hardware, firmware, and 
software, was used for side-channel attack resistance evaluation. 
Since power results were obtained by simulation outputs, only 
the analyzer [16] module of ChipWhisperer was used in this 
work. The experiment flow summarized in Figure 5 is explained 
in detail in Section 4.1, Section 4.2, and Section 4.3. 

4.1. ASIC environment 

TSMC 65 nm LP technology was used for the RTL-to-GDSII flow 
of different AES implementations. The versions and purposes of 
the used IC tools are as follows: Genus Synthesis Solution 
(v19.11) for synthesis, Innovus Implementation System (v19.11) 
for Place & Route (P & R),  Quantus Extraction Solution (v19.1.3) 
for RC parasitics extraction, Tempus Timing Signoff Solution 
(v19.11) for Static Timing Analysis (STA), Xcelium Logic 
Simulation (v19.03) for gate-level simulation, Voltus IC Power 
Integrity Solution (v19.11) for power analysis. 

There is a single functional mode and five different Process-
Voltage-Temperature (PVT) corners used in this work, which can 
be found in Table 1. The corners are listed as Best Case (BC), Low 
Temperature (LT), Typical Case (TC), Worst Case (WC), and 
Worst Case Low Temperature (WCL). These PVT corners were 
combined with the RC extraction corners to obtain the delay 
corners. The operating frequencies of the designs were chosen to 
satisfy timing constraints for all the mentioned delay corners 
after Multi-Mode Multi-Corner (MMMC) analysis. 

Table 1. Process, Voltage & Temperature (PVT) corners. 

Corners Process Voltage (Volts) Temperature (°C) 

BC FF 1.32 0 

LT FF 1.32 -40 

TC TT 1.2 25 

WC SS 1.08 125 

WCL SS 1.08 -40 

For each version, the P & R tool is configured to use 60% standard 
cell density; therefore, the resulting area is (10/6) times the 
combined area of the standard cells obtained from the synthesis 
stage. Six out of nine available metal layers were used in this work 
as the blocks were designed to be IP's suitable to be integrated 
into top-level System-on-Chip (SoC). 

Design statistics for all versions after P & R can be inspected in 
Table 2, where logical instances values increase from left to right 
implying increased hardware usage from the rolled version to the 
pipelined versions, and to the unrolled version. The unrolled 
version requires a higher clock period because of the 
combinational nature of the design completing the entire 
encryption in a single clock cycle. Positive Worst Negative Slack 
(WNS) and Worst Hold Slack (WHS) ensure that the signals do 
not arrive too late or too early so that the flip-flops can receive 
the correct values. The tool was configured to use HVT cells as 
much as possible since they consume less power, as explained in 
Section 2.2. Yet, some LVT cells were still required in the timing-
critical paths. The HVT proportion is greater than 50% for all four 
versions, in line with the energy-efficient target. The layout of the 
32-bit pipelined version at the end of the P & R can be seen in 
Figure 6, which was partitioned to show the approximate 
locations of the major components of the design. Different colors 
in the layout correspond to different metal layers. The seemingly 
regular pattern of nets shows power and ground lines. The yellow 
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arrows at the perimeter of the block correspond to inputs and 
outputs at the interface of the block. 

Table 2. Design statistics after P & R. 

 Rolled Pipe. 32 Pipe. 64 Unrolled 

Logical Inst. 20,808 35,986 50,809 80,062 

Period (ns) 8 8 8 40 

WNS (ns) 0.297 0.086 0.264 0.124 

WHS (ns) 0.094 0.090 0.080 0.056 

LVT (%) 4.3 11.5 10.0 20.1 

SVT (%) 2.2 10.2 7.9 21.4 

HVT (%) 93.4 78.3 82.1 58.4 

4.2. Trace collection 

A test bench containing encryption operation of 500,000 random 
inputs with the cipher key 
128'h2b7e151628aed2a6abf7158809cf4f3c was used for the 
simulation. The gate-level simulation was made after annotating 
the gate-level netlist received from Innovus with cell delays and 
interconnect delays using information from Quantus and Tempus 
tools so that the parasitic effects are taken into account and the 
simulation is more realistic. Activity information resulting from 
the test bench was dumped in multiple Value Change Dump 
(VCD) files from Xcelium tool, which store the switching activity 
of nets by recording the times each net switch at. It is important 
to annotate switching information during power analysis to 
obtain realistic power consumption values. The power analysis 
was done at the typical corner. The current drawn by the AES 
blocks while encrypting 500,000 random inputs was dumped 
with 50 ps time steps during power analysis in Voltus tool, which 
provides enough precision for the side-channel attack analysis of 
both 8 ns (rolled and pipelined) and 40 ns (unrolled) period 
cases. The current values were interpreted as power values 
assuming constant supply voltage. The output text files were 
collected to be used in the power side-channel attack resistance 
evaluation. To give an insight into the time required to collect 
power traces, the average Voltus runtime for power analysis of 
100,000 input encryption is 5.84 days for the rolled version in a 
server. 

 

Figure 6. 32-bit pipelined AES implementation layout. 

4.3. Side-channel attack resistance evaluation 

The outputs from the Voltus tool were prepared to be used by the 
ChipWhisperer tool, which was used to evaluate side-channel 
attack resistance from the generated traces. 500,000 input 
values, 500,000 key values (all the same 128-bit value), and 
500,000 trace sets are stored as MATLAB arrays. Each trace set 
corresponds to the time interval where their respective input is 
encrypted. These arrays are converted into NumPy arrays and 
transferred to the ChipWhisperer program. The program uses 
Correlation Power Analysis (CPA) attack by utilizing the Pearson 
correlation function [17], as explained in Section 2.1 The 
software model of AES is already available in the program. The 
power consumption is modeled by calculating Hamming Weight 
or Hamming Distance according to the bits of the intermediate 
values that are generated by the functions of the AES software 
model. For a particular leakage model (e.g. AddRoundKey 
output), the power consumption is calculated targeting that 
point, and the result is compared with the actual traces for every 
possible key byte combination. Different byte values are tested 
and ranked according to the correlation value coming from Eq. 
(1). If the model and the actual power traces are consistent with 
each other, the correlation value increases. There are many 
different leakage models targeting different parts of the AES 
algorithm. The attack point in time is also detected using 
correlation. As the other time instants give a low correlation with 
the guessed key byte combination while comparing traces 
belonging to the different outputs, the correct attack time 
becomes pinpointed with a high correlation value [18]. To give an 
insight about the time required to do side-channel analysis, the 
ChipWhisperer runs for approximately 31.5 hours to analyze 
400,000 traces of rolled version for the 
round_1_2_state_diff_sbox leakage model in a desktop computer 
with 32 GB RAM and 12 CPU threads. ChipWhisperer results for 
the rolled version with 500,000 random inputs and 
round_1_2_state_diff_sbox leakage model can be seen in Table 3, 
where five most likely guesses for every byte of the cipher key are 
shown. The guesses that matched the original cipher key were 
highlighted with a yellow color. 

 

Figure 7. Results of side-channel attacks on all AES versions. 

ChipWhisperer results with eleven different input spaces (10,000 
- 50,000, - 100,000 - 150,000 - 200,000 - 250,000 - 300,000 - 
350,000 - 400,000 - 450,000 - 500,000) can be observed in Figure 
7. The revealed bytes are the correct bytes that are visible in the 
first row of their tables similar to the presented values in Table 3.  
That is, if the correct byte is the most-correlated guess for a 
particular byte of the cipher key, it is counted into the number of 
revealed bytes. Figure 7 compares different AES versions 
according to the round_1_2_state_diff_sbox leakage model, which 
appears to be the most successful attack for the collected traces. 
Different leakage models from ChipWhisperer were also tried but 
after a small number of inputs round_1_2_state_diff_sbox leakage 
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model starts to dominate and becomes the most effective leakage 
model for different versions. Therefore, side-channel attack 
resistances of all four versions were compared using the 
round_1_2_state_diff_sbox leakage model, which focuses on the 
Hamming distance between the first and the second round 
SubBytes outputs. It should be noted that the trace number in the 
analysis of the unrolled version was limited to 200,000 in these 
tests, since its larger area & higher standard cell count makes 
trace collection & side-channel attack testing prohibitively 
resource-intensive. The worst performing version is the rolled 
version as expected since it does not contain any specific side-
channel attack countermeasure. In general, more bytes are 
revealed as the input size is increased. However, the number of 

revealed bytes may not change even after a large number of 
traces, since some bytes are revealed easily, and some bytes need 
many more traces to be disclosed as can be seen in results where 
the number of revealed bytes appears as saturated indicating 
remaining bytes need much more traces. The pipelined versions 
perform better with a smaller number of revealed bytes 
compared to the rolled version. The 64-bit pipelined version is 
more resistant than the 32-bit pipelined version, as expected. The 
best-performing version is the unrolled version when the 
comparison is made at 200,000 traces. The purely combinational 
encryption approach of the unrolled version leaves little space for 
attackers, which comes at the cost of a significant increase in area. 

 

Table 3. Byte prediction results after 500,000 traces collected from the rolled AES version. 

 

 

 

 

 

 

 

 

The unrolled and pipelined designs are compared against six 
designs from the literature in Table 4. The designs from the 
literature contain different countermeasures for the AES against 
the power SCA. The effectiveness of our unrolled and pipelined 
implementations was evaluated comparatively with these 
countermeasures using Power-Performance-Area (PPA) and SCA 
resistance metrics. Four of the designs were fabricated and side-
channel attacks were executed on the hardware [19-21, 23]. On 
the other hand, the design Ref. [22] used simulation to evaluate 
side-channel attack resistance similar to our work. The design 
Ref. [24] was fabricated but the results are from simulation. 
Measurements-to-Disclosure (MTD) in Table 4 is the number of 
traces required for differentiating the correct secret key from all 
wrong key guesses [25]. It can be reported as the number of 
traces needed to disclose either one byte from the cipher key or 
all bytes of the cipher key. In this work, the all-bytes approach 
was chosen, i.e., "≥ 500K" means, 500,000 traces were collected, 
analyzed, and still not all of the bytes were disclosed after 
500,000 traces. Trace numbers were restricted to 500,000 as 
collecting traces in simulation with numbers comparable to 
attacks executed directly on hardware is impractical. Besides, 
fewer traces in a noise-free simulation environment gives enough 
insight into the design compared to the noisy hardware setup 
where the noise requires more traces to be collected for revealing 
the key. It is reported in Ref. [26] that 160 times more 
measurements were necessary for a real hardware attack 
compared to the simulated attack. Therefore, MTD values found 
in simulations should be scaled by such a large number for a fair 
comparison of simulation and hardware results unless advanced 
techniques are employed for reducing noise in hardware setups. 
In addition, the design Ref. [22] in Table 4, which use simulation 
to evaluate side-channel resistance, do not report MTD value at 
all. There is also Ref. [27] that again uses simulation to evaluate 
SCA resistance against a countermeasure. It has high throughput, 
but it was not added to the table as it lacks area, power, and MTD 
information. Ref. [28] uses the same ChipWhisperer Analyzer 
module but in addition to being done on the FPGA, it also lacks 
area and power information. 

4.4. Energy efficiency evaluation 

Energy efficiencies of different designs are compared via a Figure 
of Merit (FoM) metric, which has a unit of (Gbps/mW). The metric 
was developed to enable a fair comparison between different 
designs in different technologies as smaller technology nodes 
enable higher frequency designs which also result in higher 
dynamic power consumption. The FoM is calculated as follows:  

𝐹𝑂𝑀 =
𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡(𝐺𝑝𝑏𝑠) 

𝑝𝑜𝑤𝑒𝑟 𝑐𝑜𝑛𝑠𝑢𝑚𝑝𝑡𝑖𝑜𝑛(𝑚𝑊)
 (7) 

According to the results reported in Table 4, The 64-bit pipelined 
version has a throughput greater than Refs. [19], [21], [22], [23], 
and [24]. Ref. [20] has a throughput higher than the 64-bit 
pipelined version, but its power consumption is more than three 
times higher. In terms of area, pipelined versions are the smallest 
except Ref. [22], [24] which are in the advanced nodes where 
transistor sizes are smaller. The number of gates in Ref. [22] is 
also fewer indicating a compact design; however, with less 
throughput and higher power consumption compared to the 64-
bit pipelined version. Operating frequencies in this work are 
suitable for applications in different domains. Since the 
frequencies are not very high, the power consumption is smaller 
and the design does not require special very high-frequency 
signal handling issues when integrated into the top-level designs 
while still providing comparable throughput. As far as energy 
efficiency is concerned, pipelined designs have a higher FoM 
compared to the unrolled version as well as the designs from the 
literature except Ref. [24]. However, the design in Ref. [24] has 
much lower MTD value compared to the pipelined versions. The 
rolled version has a slightly higher FoM than the pipelined 
versions; however, it does not contain any specific power side-
channel attack countermeasures and it tends to reveal more 
bytes than the pipelined and unrolled versions as demonstrated 
in Figure 7. 

f e d c b a 9 8 7 6 5 4 3 2 1 0 

2b 7e 15 16 28 9e c2 a6 ab f7 15 88 09 cf 4f 3c 

31 9a c1 db 22 ae 62 3b 4e 43 f1 cf 3e 5c 57 02 

8f db 17 3d 53 f3 c5 30 05 2d c9 a6 74 ab 42 7c 

05 7c aa 3c 71 4d d2 64 84 7b 3a 3d e7 48 1f a7 

9b 14 6d a4 d0 3f ff b6 3b 28 b1 48 9b 3c 2b 78 
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Table 4. Comparison of different AES implementations. 

 

5. Conclusions 

Four different implementations were analyzed in this work to 
address the side-channel attack resistance of the AES algorithm. 
The rolled version is the baseline implementation where a single 
hardware unit is used to complete all nine rounds, one round at a 
clock cycle. This is used as a reference point in this work. The 
following two versions are 32-bit pipelined and 64-bit pipelined 
implementations containing additional hardware to allow more 
than one input to be processed simultaneously within the same 
clock cycle. Pipelined versions enhance resistance to side-
channel attacks through increased parallelism via processing 
consecutive input samples simultaneously and mixing the sum of 
their power consumption values. Since the attacker can observe 
only the total power consumption, calculating correlation due to 
distinct inputs becomes more difficult, increasing the MTD 
values. The last version is the unrolled version containing purely 
combinational rounds with no hardware reuse. Since there is no 
clock transition between the different AES steps, the unrolled 
version benefits from a complex, non-repetitive power profile, 
and it becomes more difficult to differentiate the different steps 
from each other in the power traces. In all proposed cases; 
namely, the unrolled and pipelined versions, the unique power 
trace characteristics of each step in the standard AES 
implementation are obfuscated by processing multiple inputs or 
multiple steps simultaneously. Therefore, correlation power 
analysis approach effectiveness is reduced, resulting in lower 
correlation values. 

Taking the power consumptions of the different approaches into 
account, pipelined versions provide a reasonably strong 
resistance against side-channel attacks at a reasonably low 
power consumption, resulting in the best FoM for 65nm or earlier 
technology nodes. In order to improve energy efficiency, RTL was 
coded to favor lower switching activity. In addition, TSMC Low 
Power (LP) process was chosen, and higher threshold standard 
cells were used as long as the timing constraints were satisfied. 

All versions were designed from RTL-to-GDSII in TSMC 65 nm 
using Cadence tools, and the power traces obtained from Voltus 
tool were evaluated in ChipWhisperer program against 

Correlation Power Analysis (CPA). The unrolled version 
performed the best side-channel attack resistance at the expense 
of the highest area and logical standard cell count. Thanks to the 
efficient utilization of hardware blocks, 32-bit and 64-bit 
pipelined versions achieved high throughput with a lower area 
compared to the unrolled version. Their 16.0 mW and 32.2 mW 
power consumptions stand lower compared to the existing 
designs in the literature as well. It was demonstrated that 
pipelined and unrolled implementations of the AES algorithm 
have higher side-channel attack resistances compared to the 
baseline rolled implementation of AES at the expense of a minor 
reduction in energy efficiency.  
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