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ABSTRACT 
The common denominator of deep learning models used in many different fields today is the pooling 
functions used in their internal architecture. These functions not only directly affect the performance of 
the study, but also directly affect the training time. For this reason, it is extremely important to measure 
the performance of different pooling functions and share their success values. In this study, the 
performances of commonly used soft pooling, max pooling, spatial pyramid pooling and average 
pooling functions were measured on a dataset used as benchmarking in the literature. For this purpose, 
a new CNN based architecture was developed. Accuracy, F1 score, precision, recall and categorical 
cross entropy metrics used in many studies in the literature were used to measure the performance of the 
developed architecture. As a result of the performance metrics obtained, 97.79, 92.50, 91.60 and 89.09 
values from best to worst for accuracy were obtained from soft pooling, max pooling, spatial pyramid 
pooling and average pooling functions, respectively. In the light of these results, the pooling functions 
used in this study have provided a better conceptual and comparative understanding of the impact of a 
CNN-based model.  

 
Keywords: Pooling, Artificial Intelligence, Convolution Neural Network, Classification. 

 
 
1. INTRODUCTION 
Convolutional neural networks (CNN) are used 
in many artificial intelligence algorithms, 
especially image classification and 
segmentation [1-3]. Image classification 
applications using CNN architectures are one of 
today's important research topics [4-7]. The 
underlying problem of this research topic is that 
CNN architectures are high-cost algorithms. 
For this reason, it is aimed that newly developed 
CNN architectures will be advantageous in 
terms of time, cost and complexity, especially 
in image classification applications. At the same 
time, it is critical that these algorithms are 
competitive with their competitors in terms of 
performance. For this reason, many researchers 
working in the field of artificial intelligence are 
trying to develop new algorithms for image 
classification applications. They often aim to 
solve these problems by using CNN layers in 
different combinations. However, new 

solutions to these problems can be brought from 
a different perspective by focusing on layer 
structures that are commonly used in many 
architectures. For this reason, the study focused 
on the pooling layer. Generally, two types of 
pooling are used in CNN architectures: local 
and global. In the local pooling method, feature 
maps are obtained from local regions in window 
size with the help of windows hovering over the 
images. The second type of pooling, the global 
pooling type, is a pooling that creates a scalar 
value for each feature in the feature map. 
Pooling, which has a non-linear process, 
collects the outputs in layers by reducing them 
[8].One of the most important features that 
distinguishes the pooling layer from other 
layers is that it reduces input sizes to minimize 
memory consumption in order to maintain 
statistical performance [9-11]. Pooling layer is 
used to obtain semantic information and reduce 
the spatial resolution of feature maps, known as 
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subsampling [12]. When performing 
subsampling, maximum pooling preserves the 
most distinctive, distinct features in the feature 
map, while average pooling creates a smooth 
transition effect [12]. Pooling also partially 
solves the overfitting problem, which is a 
significant disadvantage in deep learning 
models. 
 
CNN-based architectures generally consist of 
multiple convolutional layers to extract 
distinctive features and subsequent layers such 
as Batch Normalization, Pooling, and Fully 
connected. In the Pool-SH model proposed in 
this article, while the layers other than the 
pooling layer remain constant, the max pooling, 
average pooling, soft pooling and spatial 
pyramid pooling methods are used separately 
and compared in the pooling layer. The main 
purposes of pooling layers that form the 
architectures in deep learning are to learn 
features despite changes such as subsampling 
feature maps and scaling and rotation [4]. 
Pooling reduces computational complexity and 
memory requirements by reducing the feature 
map size while preserving important features. In 
the Pool-SH model proposed in this article, it 
has been proven on a benchmark dataset which 
of the max pooling, average pooling, soft 
pooling, spatial pyramid pooling methods will 
give better performance values. For this 
purpose, the natural image data set, which is 
frequently used in the literature, was used. 
 
The main contributions of the study to the 
literature are presented below. 
• The proposed Pool-SH model provides 
a structure that can compare popular pooling 
functions that operate in very critical tasks such 
as computational cost, complexity and data size 
reduction.  
• The proposed Pool-SH model tries to 
compete with its unique structure consisting of 
16 layers instead of the high-weight structures 
of transfer learning-based architectures.  
• The soft pooling function outperforms 
the other pooling functions on the proposed 
Pool-SH model. 
• As a result of the performance results 
obtained on the proposed Pool-SH model, 
values were obtained from soft pooling, max 
pooling, spatial pyramid pooling and average 
pooling functions, from highest to lowest. 
 

The rest of the study consists of 4 sections. 
Section 2 presents the related work in the 
literature. Section 3 introduces the materials and 
methods used. Section 4 presents the 
performance results obtained from the 
experimental studies. In the last section, the 
findings obtained are evaluated in general. 
 
2. RELATED WORKS 
In this chapter, A literature review was 
conducted to cover maximum pooling and 
average pooling, as well as soft pooling and 
spatial pyramid pooling methods, which are 
frequently mentioned in the literature. At the 
same time, studies using natural images [13], 
which is the benchmarking dataset used in this 
article, are also analyzed in this section. 
 
The pooling layer is a layer that reduces the 
feature map from the previous convolution layer 
to smaller sizes, which is often used in CNN and 
transfer learning based architectures. In CNN 
and transfer learning based architectures, the 
pooling layers used are among the important 
factors affecting the performance of the model. 
Pooling layers greatly reduce the computational 
cost and learning process of the model by 
reducing the spatial dimension of the model in 
transfer learning and CNN models. Among the 
most widely used pooling layers in the literature 
are maximum and average pooling layers [14].  
The main shortcoming of the maximum pooling 
layer is that it only takes the largest value in the 
area where it is used, and therefore ignores other 
values. The main shortcoming of the average 
pooling method is that it takes the average of the 
values in the area where it is applied. Thus, the 
minimum and maximum values, which are 
extreme values, are ignored. Due to these 
disadvantages, there are many studies in the 
literature where these methods are used and 
tested [4,8]. A brief analysis of the applications 
that use the Natural images dataset as a dataset 
in their work is also shared below.  
 
Dogo et al. [15] compared Adamax, AdaDelta, 
Nadam, SGD, vSGD, Adam, SGDm, RMSProp 
and SGDm+n methods, which are stochastic 
gradient-based optimization techniques 
frequently used in CNN-based architecture 
setup. They obtained performance graphs by 
training the architectural models used on the 
benchmark dataset used in the article with the 
relevant optimization technique. As a result of 
the performance results, it is stated that the 
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Nadam optimization technique gives better 
results than other optimization techniques.  
 
Sikandar et al. [16] developed a hybrid machine 
learning method consisting of ResNet50, 
VGG16 and KNN algorithms. In the method 
they developed, first the features from the 
ResNet50 and VGG16 methods are given as 
input to the GlobalMaxPooling2D layer and 
converted into a one-dimensional array. 
Secondly, the features converted into a one-
dimensional array are clustered by determining 
the Euclidean distances with the KNN method. 
After the clustering process, the distance 
between image clusters was determined. 
Prabavathi and Sakthi [17], carry out a new 
study, different from the studies in the literature, 
to obtain a higher compression ratio. First, the 
noise of the image is removed. It then 
performed image compression to achieve 
storage efficiency and transmission.  
 
Praveenkumar and Nagaraj developed a new 
model consisting of many layers of nodes in 
deep neural networks. They aimed to increase 
classification performance and reduce training 
time with the model they developed [18]. A 
brief summary of studies using maximum and 
average pooling methods commonly used in the 
literature is presented below.  
 
Özdemir et al. [14] takes the average of the K 
number of highest pixels inspired by the 
maximum and average pooling layers. It is 
stated that the Avg-TopK method, which is the 
pooling method they developed, gives better 
results in transfer learning-based models. 
Within the scope of the study, the effects of 
maximum, average and Avg-TopK methods 
were tried to be measured not only on color 
images but also on gray images. The Avg-TopK 
method is reported to be better than other 
classical pooling methods in terms of 
computational cost, speed and performance. 
 
Muhammed et al. [19] implemented designs for 
a block called vector pooling block for the 
pooling layer, which is not widely studied in the 
literature. The developed pooling method 
consists of two data paths focusing on the 
extraction of features on vertical and horizontal 
paths. Here, instead of collecting features using 
a fixed square filter, CNN architectures can 
collect both local and global features by using 
long and narrow filters. 

Vigneron et al. [20] developed a new pooling 
method based on Zeckendorf's number series. It 
is stated that their newly developed Z pooling 
layer is better adapted to partitioning tasks than 
other pooling methods.  
 
Sharma et al. [21], tried to improve the 
performance of CNN architecture by trying a 
hybrid pooling method for image classification. 
The hybrid pooling method they developed is a 
method that can be thought of as a mixture of 
fuzzy and maximum pooling with the help of 
using pixel intensity values such as maximum 
and average pooling. The fuzzy and maximum 
pooling layer is combined with the learning 
parameter 𝛼𝛼. The study tries to prove that the 
hybrid pooling method they developed is better 
than the traditional pooling method in their 
performance. 
 
Bhattacharjee et al. [22] designs a trainable 
pooling process that determines the instance-to-
bag relationship based on the genetic algorithm. 
It is reported that the initialization of random 
weights is achieved by optimizing the attention 
weights thanks to the genetic algorithm. 
 
3. MATERIAL AND METHODS 
Deep learning methods are current algorithms 
developed especially for problems that cannot 
be solved with a certain formulation. One of the 
basic building blocks of these algorithms is 
pooling methods. Pooling methods are special 
methods developed to use a certain fraction of 
many features. Therefore, pooling methods 
improve the learning performance of CNN-
based models by reducing computational 
complexity [4]. Pooling methods are used for 
different purposes such as reducing overfitting, 
capturing high-level information between 
features, and increasing the impact of the most 
important features. For this reason, soft pooling, 
SPM, max pooling, average pooling and max 
pooling methods, which are frequently used in 
the literature, are used in this study. SPM 
method is preferred because it extends the fully 
connected layer feed with multi-level pooling to 
alleviate the shortcomings of traditional pooling 
methods.  
 
The main reason for choosing the soft pooling 
method is that it aims to smooth the maximum 
activation values in the kernel values used in 
deep learning methods. Max pooling method is 
chosen because it is simpler and more 
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understandable than many pooling functions. 
The average pooling method is generally similar 
to the max pooling method. The difference is 
that if the values in the region where the pooling 
method is applied are zero or close to zero, it 
presents values close to zero in the output. As a 
result, dominant features may be lost. In this 
study, the average pooling method was 
preferred to examine the effect of this 
disadvantage on the situation. 

 
3.1. Materials 
The natural image dataset used within the scope 
of the article consists of 727 airplanes, 968 cars, 
885 cats, 702 dogs, 843 flowers, 1000 fruits, 
788 motorcycles, and 986 person images. The 
dataset consists of a total of 6899 images 
belonging to 8 different classes: airplane, dog, 
flower, fruit, car, cat, motorbike, person [13]. 
 

 
Figure 1. Sample dataset 

 
Figure 1 shows image examples of each class in the 
dataset. 
 
3.2. Max Pooling Method 
In many CNN models in the literature, the 
maximum pooling method is preferred. The 
main reason for this is that its structure is 
simpler and more understandable than many 
pooling functions. Max pooling is based on the 
largest value within the 𝑘𝑘𝑘𝑘𝑘𝑘 neighborhood 
when optimizing the spatial size of a feature 
map [23-25]. The general structure of max 
pooling is presented in Eq. 1. 
 
𝑓𝑓𝑚𝑚𝑚𝑚𝑚𝑚(𝑥𝑥) = 𝑚𝑚𝑚𝑚𝑚𝑚{𝑥𝑥𝑖𝑖}𝑖𝑖=0𝑁𝑁                                     (1) 
 
The expression 𝑥𝑥 in Eq. 1 refers to the pooling 
region in the input image. Given sparse codes 

and simple linear classifiers, max pooling 
performs better [14]. The disadvantage of the 
max pooling function is that it takes the largest 
value in the relevant region and ignores other 
values. For this reason, in some cases, 
distinctive features may be lost. As a result, the 
performance of applications may be negatively 
affected. 
 

 
Figure 2. Max pooling 

 
The situation in question can be seen in Figure 
2. In the feature map in Figure2, the stride value 
was selected as 1 and a 2x2 pooling function 
was applied. As can be seen from here, only the 
largest values in the relevant area were taken. 
This may cause unacceptable results in some 
applications. 
 
3.3. Average Pooling Method 
As can be seen in Figure 3, the average pooling 
method takes the average of the values in the 
pooling region. This situation is mathematically 
illustrated by Eq. 2.  
 

𝑓𝑓𝑎𝑎𝑎𝑎𝑎𝑎(𝑥𝑥) =
1
𝑁𝑁
�𝑥𝑥𝑖𝑖

𝑁𝑁

𝑖𝑖=1

                                            (2) 

 
While the 𝑥𝑥𝑖𝑖 value in Eq. 2 shows the data in the 
area where the pooling process is applied, the 𝑁𝑁 
value represents the total number of these data. 
In addition, the general working principle of the 
Average pooling method is similar to the max 
pooling method. The disadvantage is that if the 
values in the region where the pooling method 
is applied are zero or close to zero, it presents 
zero or close to zero values in parallel with these 
values at the output. As a result, dominant 
features may be lost.  
 

 
Figure 3. Average pooling 
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3.4. Soft Pooling Method 
The general logic of the soft pooling method 
developed by Riesenhuber and Poggio [26] is 
based on the natural exponent (e), which 
ensures that larger activation values have a 
greater effect on the output. This can be done 
with a gradient value proportional to at least the 
minimum value during backpropagation to all 
activations within the local core neighborhood 
[27]. As a result, this process is the opposite of 
the methods presented in Sections 3.2 and 3.3. 
The soft pooling method aims to soften 
maximum activation approaches within the 
kernel region. For this, Eq. 3 is used first. 
 

𝑤𝑤𝑖𝑖 =
𝑒𝑒𝑎𝑎𝑖𝑖

∑ 𝑒𝑒𝑎𝑎𝑗𝑗𝑗𝑗∈𝐑𝐑
                                                    (3) 

 
While the weight applied to the 𝑖𝑖𝑖𝑖ℎ index in Eq. 
3 is expressed with 𝑤𝑤𝑖𝑖, the applied activation is 
expressed with 𝑎𝑎𝑖𝑖. Nonlinear transformations 
can be performed with weights corresponding to 
the activation values. Thus, higher activations 
are made more dominant than lower ones. Since 
most pooling operations are performed in high-
dimensional feature spaces, highlighting 
activations with higher impact is a more logical 
approach than simply selecting the mean or 
maximum value [27]. While in the max pooling 
and average pooling approaches, discarding 
some information means discarding important 
features, in this approach, the equal contribution 
of activations may correspond to local density 
reductions by taking the overall regional feature 
density equally into account. In the soft pooling 
method, the output value is generated via a 
standard sum of all weighted activations within 
the R core neighborhood as in Eq. 4. 
 
𝑎𝑎� =  �𝑤𝑤𝑖𝑖 ∗ 𝑎𝑎𝑖𝑖

𝑖𝑖∈𝐑𝐑

                                                 (4) 

 
Compared to traditional maximum and average 
pooling methods, using softmax of regions of 
interest allows each activation to be normalized 
relative to neighboring activations for the core 
region with a probability distribution 
proportional to their values. This is in contrast 
to the popular choice of maximum or average 
value, or averaging all activations over the core 
region, where the output activations are not 
regularized [27]. 
 
3.5. Spatial Pyramid Matching Method 

Spatial pyramid matching (SPM) method is a 
new pooling method that eliminates the need for 
fixed-size images in CNNs. This method is 
applied as fixed-size constraints to fully 
connected layers instead of convolution layers. 
In general, before pyramid pooling functions, it 
was necessary to crop and warp images in order 
to fit the images into the dimensions in the CNN 
layers. However, operations such as cropping 
and warping could lead to content loss and 
geometric distortions [28,29]. SPM, a popular 
pooling method today, is designed to match the 
size of feature maps. The sizes of the contents 
may vary. For example, let's say you have an 
image of size 128x128. If the four container 
number is used under this image, a patch of 
32x32 dimensions can be created. In this way, a 
total of 16 boxes (thousand) are formed. The 
highest value in each box (bin) is considered the 
activation value of the next level of the pyramid. 
As a result, the SPM technique can produce a 
fixed-length output without taking into account 
the size of the input. Moreover, it allows 
adaptation to input image scales during the 
testing and training phases of SPM, which 
strengthens the scale invariance feature and 
eliminates the problem of overfitting in the 
network [30]. The SPM method is primarily 
designed to deal with images of variable size. It 
also has a more complex learning procedure. As 
a result, it is sometimes less efficient. For 
example, in the CIFAR10 dataset, it caused an 
error of 16:89 percent [31]. 
 
3.6. Proposed Model (Pool-SH) 
Pool-SH, a new CNN-based model, was 
proposed to analyze the pooling functions used 
in the study. The Pool-SH model aims to use 
layers similar to those commonly used in CNN-
based architectures.  
 
Thus, a more realistic comparison with the 
models in the literature was enabled. In the 
input layer of the model developed in the study, 
first thresholding is applied to the image, and in 
the cabin the images are resized to 240x240. 
These dimensions are again very close to the 
dimensions used in many transfers learning 
models in the literature. In the layers following 
the entry layer, convolution and pooling 
operations are performed sequentially. 
 
Although ReLU activation functions were used 
in the convolution layers used in the study, the 
dimensions of the tested pooling layers were 
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determined as 2x2. This situation is shown in 
detail in Figure4. Flatten and Fully Connected 
Layer, which have become standards in many 
deep learning models in the literature, were 
added to the model proposed in the study. In the 
last stage of the proposed model, the 

classification layer was added. Since there are 8 
outputs in the added classification layer, the 
softmax activation function was used. The 
content of the softmax activation function is 
also presented in Eq. 5.  
 

 

 
Figure 4. Proposed Pool-SH model. 

 

𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠�𝑧𝑧𝑗𝑗� =
𝑒𝑒𝑧𝑧𝑗𝑗

∑ 𝑒𝑒𝑧𝑧𝑗𝑗𝑁𝑁
𝑗𝑗=1

          

𝑓𝑓𝑓𝑓𝑓𝑓 𝑗𝑗 = 1, … ,𝑁𝑁 
                     (5) 

 
The softmax function is a variant of the sigmoid 
function. Although the term 𝑁𝑁 used in Eq. 5 
refers to 𝑁𝑁 classes, the softmax function allows 
the calculation of which class each output of 
these classes belongs to by adding their 
exponential values. The 𝑧𝑧𝑗𝑗 value in Eq. 5 
represents the 𝑗𝑗𝑗𝑗ℎ value in the classification 
layer. The model designed in this way consists 

of 16 layers in total and includes four pooling 
layers. Soft pooling, max pooling, spatial 
pyramid pooling and average pooling functions 
were used in these pooling layers, respectively. 
In this case it is shown in detail in Figure 4. 
 
3.7. Execution of the Pooling Methods 
In the execution of pooling methods, the max 
pooling method was preferred first. In this 
method, using only the largest number in the 
filter used provides ease of operation and has an 
effective role in highlighting only the dominant 
features on the image. However, local features 
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in the data are lost. In the average pooling 
method, sharp features are lost and more 
localized images can be obtained. In parallel 
with the literature, it was found that soft pooling 
gives higher performance than max pooling and 
average pooling when the size of the features 
representing the class is smaller than the image 
size [8]. SPM is a pooling method that provides 
multi-level input by removing the fixed 
constraints associated with the fully connected 
layer. Due to its inherent computational 
complexity, it is found to be less efficient than 
other methods, in accordance with the literature 
[31]. 
 
If it is necessary to evaluate the pooling 
methods used in terms of computational 
complexity, SPM, soft pooling, average 
pooling, and max pooling methods are found to 
be the highest to the lowest. It is noteworthy that 
while the computational complexity of average 
pooling and max pooling methods are close to 
each other, it is seen that the SPM method offers 
a considerably higher computational 
complexity compared to other methods. 
 
4. EXPERIMENTAL RESULTS AND 
DISCUSSION 
The 6899 images in the natural image dataset 
used in the study were divided into two groups: 
training and validation, according to the cross-
validation value of 5. While the number of 
images in the test group was determined as 
1380, the number of images in the training 
group was determined as 5519. In the study, 
experimental studies were carried out on a 
computer with a 64-bit operating system with 
NVIDIA RTX 3060 graphics card, AMD Ryzen 
7 5800H branded processor with a capacity of 
3.2 GHz, 16 GB RAM and hardware features. 
Training the system takes approximately 48 
minutes. For performance measurement in 
training and testing, we used the commonly 
used metrics of accuracy, F1 score, precision, 
recall and categorical cross entropy (CELoss), 
which are presented in Eqs. 6-10 respectively 
[32-36,37]. 
 

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 =
𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹 + 𝐹𝐹𝐹𝐹
              (6) 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
                                           (7) 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 =
𝑇𝑇𝑇𝑇

𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹
                                     (8) 

𝐹𝐹1 𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 =
2 ∗ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 ∗ 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃
𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 + 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

            (9) 

𝐶𝐶𝐶𝐶𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿  = −
1
𝑁𝑁
��(𝑦𝑦𝑖𝑖𝑖𝑖 log(𝑦𝑦𝚤𝚤𝚤𝚤�))

𝐶𝐶

𝑐𝑐=1

𝑁𝑁

𝑖𝑖=1

           (10) 

 
The terms TP, TN, FP and FN used in Eqs. 6-8 
refer to true-positive, true-negative, false-
positive and false-negative respectively. The 
training results obtained with these metrics are 
detailed in Table 1. In Eq. 10, 𝒚𝒚𝒊𝒊𝒊𝒊�  denotes the 
probabilistic prediction result, while 𝒚𝒚𝒊𝒊𝒊𝒊 
denotes the classification result at the end of 𝒊𝒊. 
training for the 𝒄𝒄𝒕𝒕𝒕𝒕 category 
 
As can be seen from Table 1, the soft pooling 
function performs the best, followed by max-
pooling. These are followed by spatial pyramid-
pooling and average pooling. It is noteworthy 
that the results of max-pooling and spatial 
pooling are close to each other, while average 
pooling has the lowest performance. 
 
The main reason behind the high performance 
of the soft pooling method preferred in the study 
is the natural upper bound that allows larger 
activation values to have a greater impact on the 
output. It can be said that the high performance 
of the max pooling method after the soft pooling 
method is due to the high discriminative power 
of the maximum numbers in the extracted 
features. In SPM, the multilevel expansion 
process of feeding the fully connected layer did 
not have as high performance impact as soft 
pooling and max pooling. Average pooling, on 
the other hand, often results in a loss of 
performance in terms of information in terms of 
contrast. When calculating the average, all 
values in the filter are taken into account. As a 
result, if the values of all activation outputs are 
low, the average is also low. This situation is 
obtained in parallel with the literature [38]. 
Unlike in the literature, if most of the activation 
results are zero, the performance values 
decrease even more. 
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Table 1. Training performance results. 
Pooling Type Accuracy F1 score Precision Recall CELoss 

Soft  98.25 98.40 98.25 98.25 0.001 
Spatial pyramid  93.37 92.15 94.63 94.40 0.016 
Max  95.50 94.72 95.61 95.60 0.015 
Average 90.72 90.03 90.25 90.17 0.054 

 
Table 2. Validation performance results. 

Pooling Type Accuracy F1 score Precision Recall CELoss 
Soft  97.79 97.80 97.79 97.79 0.095 
Spatial pyramid  91.60 90.87 91.68 91.50 0.776 
Max  92.50 91.82 92.59 92.50 0.628 
Average 89.09 88.05 89.82 88.30 0.386 

 
In the study, the same metrics were used to 
measure the performance of the data allocated 
for testing. The results obtained here are shared 
in detail in Table 2.  
 
When the performance results presented in 
Table 2 are analyzed, it is seen that they are in 
parallel with the training data. However, the test 
results were about 1% lower than the training 
results. The graphs of accuracy, F1 score, 
precision, recall and CELoss obtained from four 
different pooling functions as a result of the test 
are presented in Figures 5-9, respectively.  
 

 
Figure 5. Validation accuracy performance 

graphics of proposed model for different pooling 
types 

 

 
Figure 6. Validation F1 score performance 

graphics of proposed model for different pooling 
types 

 

 
Figure 7. Validation precision performance 

graphics of proposed model for different pooling 
types 

 

 
Figure 8. Validation recall performance graphics of 

proposed model for different pooling types 
 

 
Figure 9. Validation loss performance graphics of 

proposed model for different pooling types 
 
 



Çetiner and Metlek /INTERNATIONAL JOURNAL OF 3D PRINTING TECHNOLOGIES AND DIGITAL INDUSTRY  8:2 (2024) 266-276 

274 
 

As can be seen in Figure 6, the lowest CELoss 
value is obtained from the soft pooling function, 
while the highest CELoss value is obtained from 
the average pooling function. This also 
confirms the accuracy values. 
 
5. CONCLUSION 
In this study, a study-specific convolutional 
deep learning model with four different pooling 
layers is used. The main purpose of the designed 
model is to measure the performance of soft 
pooling, max pooling, spatial pyramid pooling, 
and average pooling functions which are widely 
used in the literature. For this purpose, the 
natural images dataset used as benchmarking in 
the literature is used. On this dataset, accuracy, 
F1 score, precision, recall and CELoss metrics 
commonly used in the literature were used. The 
dataset used in the study was divided into two 
groups as training and test according to the cross 
validation 5 value. 
 
In the light of the results obtained, the accuracy 
values of 0.9779 for soft pooling function, 
0.9250 for max pooling function, 0.9160 for 
spatial pyramid pooling and 0.8909 for average 
pooling were obtained on the same dataset and 
deep learning model. As it can be seen from 
these results, the soft pooling function gave very 
good performance results compared to the other 
pooling functions used in the study. The main 
objective of this study is to measure the 
performance of the pooling functions 
comparatively.  
 
It is seen that many CNN-based applications 
have been developed in autonomous systems 
and medical imaging systems, and the pooling 
methods tested in this study are also used in 
these applications [39-40]. It is seen that the 
performance results of the proposed method on 
the test set used in the study are quite good 
compared to other methods. In parallel with 
this, it is obvious that it will increase the 
success performance in CNN-based medical 
imaging and autonomous systems.  When the 
pooling methods tested comparatively on the 
model proposed in the study are analysed, it is 
found that the computational complexity of the 
soft pooling method is higher than the other 
methods. However, the computational 
performance is quite high. If there are no 
hardware constraints, it is obvious that the soft 

pooling method will improve the performance 
of the study. On the other hand, if there are any 
hardware constraints, max pooling or average 
pooling can be preferred, respectively. 
Although the complexity of SPM is higher 
than max pooling, its performance is lower 
than max pooling. In the presence of hardware 
constraints, it would not be a reasonable 
solution to choose SPM. It is recommended 
that future research should take this situation 
into consideration.  

At the same time, it is aimed to improve 
performance by developing different pooling 
functions with low computational cost with a 
new study on the dataset used in the study.  
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