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Abstract 

This paper presents a method of interphoneme 
processing at diphone recognition of Kazakh 
words. Authors made experiment to test how 
impact interphoneme processing to recognition 
accuracy. The experiment results show that 
recognizable word best differs from the other word 
on the DTW-Distance after interphoneme 
processing than without it. The results can be used 
in the construction of recognition system of single 
words. 

1 Introduction 
Automatic recognition of natural language 
verbal speech is one of important areas of 
development of artificial intelligence and 
computer science as a whole, as results in this 
area will allow to solve the problem of 
development of man’s efficient voice response 
means with the help of computer. A principal 
opportunity for transition from formal 
languages-mediators between man and machine 
to natural language in verbal form as universal 
means of expression of man’s ideas and wishes 
has appeared with development of modern 
voice technologies. Voice input has a number 
of advantages such as naturalness, promptness, 
input’s notional accuracy, user’s hands and 
vision freedom, possibility of control and 
processing in extreme conditions. 
Specialists from several scientific areas 
research the problem of speech recognition for 
more than 50 years. Methods and algorithms 

which are used are separated into four big 
classes:

Methods of discriminant analysis based on
Bayesian Discrimination [1];
Hidden Markov Model [2];
Artificial neural networks [3];
Dynamic programming - dynamic time

warping (DTW) [4];
It should be noted a number of benefits sought 
by the development of speech recognition 
systems:

Continuous speech - feature that allows
users to speak naturally (continuous), not
pausing between words (discrete speech
input).
Large dictionaries - the ability to process a
large Word Count general and special
categories of technical and subject areas of
knowledge to increase the capacity and
effectiveness of voice recognition systems.
Independence from the speaker - the
system's ability to recognize words without
personal computer settings by repeating
the same speech.

The most frequently and successfully for 
recognition of continuous speech using Hidden 
Markov Model (НММ) [5, 6] or Artificial 
Neural Networks [6, 7]. Different base units: 
phonemes, allophones, diphones and triphones, 
etc. selected for speech recognition. Dynamic 
time algorithms (DTW) still effective to
recognize single words [8]. We chose the word 
recognition technology based on the collected 
diphone database, because single words
recognize is more accurately [9]. The system 
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does not recognize the diphones separately, it 
synthesizes of these the words’ etalons, and 
then recognize whole words by the algorithm 
DTW. The advantage of the system is that to 
add a new word there is no need to train the 
system voicing the word, but rather enter a 
word in text form. Automatic generation of 
words’ etalons of diphones will make a step 
towards large dictionaries, and speaker-
independent systems can be achieved by 
averaging the etalons.

2 Materials and Methods 
According to [10], the authors have decided to 
formulate its present viewpoint in the following 
thesis: «One of the possible keys to speech 
recognition lies in interphoneme transitions.»
Analysis of the situation, we can start with the 
following simple experiment. Using any known 
program for working with sound, for example 
«Sound Forge», write any two words, and then 
cut out, fixed (middle) part of their component 
sounds. Reproducing the resulting audio 
signals, we can at the hearing to determine 
what the words sound. On the contrary, by 
cutting interphoneme transitions, and leaving 
the stationary part of the sound, we found it 
difficult to distinguish by ear, for example, 
words «шана» и «сана».
So, it was a program which allows using the 
diphone database, automatically generate 
etalons given dictionary of words and keep 
them DTW-recognition. we have described in 
detail the construction of such a system in [10].
Etalons of words recognized by the dictionary 
formed from the etalons of diphones, which 
database of approximately one and a half 
thousand created for each speaker in advance 
[9]. Creation of such a database in the future 
eliminates the need to create any etalons by 
voice. we mean that the corresponding diphone 
interphoneme transition within a word, the site 
in standard lengths: 3 windows in the 368 
samples to the left of the label between the 

sounds and 3 of the same window to the right 
of the same label. Etalon of diphone - set of 6 
appropriate vectors. In addition, we use a 
section of 3 windows at the beginning of words 
and site in 3 windows at the end of words,
conditionally call them respectively the initial 
and final middiphone speech (the transition 
from silence to speech and vice versa). All 
vectors in etalons diphones, play the role of the 
code vectors and form a codebook B. All 
etalons diphones are numbered, numbered and 
all the code vectors. Every word of the 
dictionary automatically transcribed, 
transcription construct string names diphones.
Each of them is replaced by the corresponding 
diphone’s etalon. The resulting string vectors 
forms a word’s etalons.
We apply for recognition has already become a 
classic algorithm T. Vintsyuk known as 
algorithm DTW. We use the feature vector 
related to the relative frequencies of the lengths 
of complete oscillations in the speech segments 
in 368 samples [9]. 
The recognition process is constructed as 
follows. Recognize words automatically 
segmented and then subjected to interphoneme 
processing: removed stationary components of 
the sounds and left only diphones around labels 
between sounds (interphoneme transitions).
And only then word gets recognition.
It is known that the DTW-word recognition 
with etalons built of diphones, perhaps as a 
signal in which the stationary part of the 
deleted sounds (interphoneme processing) and 
for the original signal.
In this regard, we decided to check how 
interphoneme processing affects to recognition 
accuracy.

3 Experiments 
We made experiment to test how impact 
interphoneme processing to recognition 
accuracy. We chose 100 of Kazakh word for 
recognition. Only one female speaker 
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participated in the experiment because our 
system recognizes a specific speaker.  First, we 
recognize the words in the mode "No 
interphoneme processing." After the same 
words were recognized in the mode "with 
interphoneme processing". The experiment was 
done in a regular university’s classroom 
without noise isolation. 

4 Results 
The results of the experiment are shown in the 
following table: 

Table - Result of recognition of the word 
"Қазақ" ("Kazakh")

The table shows the result of the recognition of 
the word "Kazakh". The second column shows 
DTW-distance of 5 words at the most 
immediate recognition in the "No 
interphoneme processing." In the third column 
shows DTW - distance of 5 words at the most 
immediate recognition in the "interphoneme 
with treatment."

As you can see, in the first case relation of two 
first distances in column is:

50,1
88,15
84,23

. 

In the second case it is equal to 

00,2
32,10
74,20

. 

Analogous result is visible in all our other 
experiments. 
Recognizable word best differs from the other 
word on the DTW-Distance after interphoneme 
processing than without it. Conclusion: the 
recorded speech signal is advisable to expose 
interphoneme at diphone recognition.
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