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Abstract 

Evaluation of the Gaussian theorem at the origin, and transforming it around the plane to verify the generality of 

its application as possible proof for its derivation and implication; along with the Gelfond’s constant. And 

therefore; including its covariance as a fundamental factor regarding the validation of its existence, and that of 

the complex plane itself. 

 

Introduction 

By inquiry, we apply reason so to ascertain the unknown. However, at certain intervals, and 

given possible conditions, conjectures and theorems do not hold. Not because the argument is 

false; but because there’s either insufficient detail in any of the proofs presented, or available 

in mathematical literature to validate them. Or rather, pertaining the subject. What follows is 

the foundation of Gauss’s understanding of the application of complex numbers as possible 

coordinates on the plane.  And through which, the Gelfond’s constant is retained, as 

reciprocals are an algebraic representation of its covariance, so that not only, are complex 

values proven to be cyclic; but also fundamental given their generality on the Cartesian 

coordinate system. Based on the context with which it applies, by contrary terms in which it 

is probable by the statement of the conjecture; then it can be justifiable in various ways, and 

the theorem truly, holds. For proof is the only remedy for all our woes in mathematics, and 

whether it is by contradiction, exhaustion, or infinite descent. The only thing that matters is 

that the result is justifiable. Thus, it is shown that it cannot be unjustifiable by rigorous proof 

that such is true, and if so, then how can it be stated otherwise, such that it does not exist at 

all- given the laws of nature? If logical; then it is consistent with the laws of nature (as they 

hold). Then for all possible values of m, it holds as follows: 𝒙𝒎 + 𝑨𝒙𝒎−𝟏 + 𝑩𝒙𝒎−𝟐 + ⋯such 

that 𝒙𝒎 + 𝑨𝒙𝒎−𝟏 + 𝑩𝒙𝒎−𝟐 = 𝟎 

                                        𝒙𝒎 = −𝑨𝒙𝒎−𝟏 − 𝑩𝒙𝒎−𝟐 

                                                 
𝒙𝒎

𝒙𝒎
=

−𝒙𝒎(𝑨𝒙−𝟏+ 𝑩𝒙−𝟐)

𝒙𝒎
 

                                           𝟏 =  −𝟏(𝑨𝒙−𝟏 + 𝑩𝒙−𝟐) 

          ∴ −𝟏(𝑨𝒙−𝟏 + 𝑩𝒙−𝟐) = 𝟏 

 

Or say; that then 
𝟏

𝑨𝒙−𝟏+ 𝑩𝒙−𝟐 = −𝟏 

               ∴ 𝑨−𝟏𝒙 + 𝑩−𝟏𝒙𝟐 = −𝟏 

 

Suddenly, the values are possibly real; yet since the plane is also complex- thus, any object 

has its complex representation. And if 𝒙𝒎 + 𝑨𝒙𝒎−𝟏 + 𝑩𝒙𝒎−𝟐 = 𝟎  

                                                                                           ∴ 𝒙𝒎 = −𝒙𝒎(𝑨𝒙−𝟏 + 𝑩𝒙−𝟐) 
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                                                                                       Or 

                                                                                           −𝑩𝒙𝒎−𝟐 = 𝒙𝒎 + 𝑨𝒙𝒎−𝟏 

                                                                                           −𝑩𝒙𝒎−𝟐 = −𝒙𝒎 − 𝑨𝒙𝒎−𝟏 

                                                                                           ∴ 𝑩𝒙𝒎−𝟐 = −𝟏(𝒙𝒎 + 𝑨𝒙𝒎−𝟏) 

                                                                          Or 

                                                                             −𝒙𝒎 − 𝑨𝒙𝒎−𝟏 = 𝑩𝒙𝒎−𝟐 

                                                                                       −𝑨𝒙𝒎−𝟏 = 𝒙𝒎 + 𝑩𝒙𝒎−𝟐 

                                                                                          𝑨𝒙𝒎−𝟏 = −𝟏(𝒙𝒎 + 𝑩𝒙𝒎−𝟐) 

                                                                                            𝒙𝒎−𝟏 =
−𝟏(𝒙𝒎+ 𝑩𝒙𝒎−𝟐)

𝑨
 

                                                                                        ∴ 𝒙𝒎−𝟏 = (−𝟏(𝒙𝒎 + 𝑩𝒙𝒎−𝟐)) 𝑨−𝟏 

 

Such that, we can further argue that 
𝑨𝒙𝒎−𝟏

𝒙𝒎+ 𝑩𝒙𝒎−𝟐 = −𝟏 

                         ∴ 𝑨𝒙𝒎−𝟏(𝒙−𝒎 + 𝑩−𝟏𝒙−𝒎+𝟐) = −𝟏 

 

Then the following holds: 𝑨𝒙(𝒎−𝟏)−𝒎 + 𝑨𝑩−𝟏𝒙(𝒎−𝟏)+(−𝒎+𝟐) = −𝟏 

                                                                          𝑨𝒙−𝟏 + 𝑨𝑩−𝟏𝒙 =  −𝟏 

                                                                                  
𝑨𝒙−𝟏+ 𝑨𝑩−𝟏𝒙

−𝟏
=

−𝟏

−𝟏
 

                                                             ∴ −𝟏(𝑨𝒙−𝟏 +  𝑨𝑩−𝟏𝒙) = 𝟏 

 

Such that it follows from there that 𝒙𝒎 = −𝒙𝒎(𝑨𝒙−𝟏 + 𝑩𝒙−𝟐) 

                                                            𝒙 =  √−𝒙𝒎(𝑨𝒙−𝟏 + 𝑩𝒙−𝟐)
𝒎

 

                                                            𝒙 = √−𝒙𝒎𝒎
( √𝑨𝒙−𝟏 + 𝑩𝒙−𝟐𝒎

) 

                                                            𝒙 =  −𝒙
𝒎

𝒎( √𝑨𝒙−𝟏 + 𝑩𝒙−𝟐𝒎
) 

                                                         ∴ 𝒙 =  −𝒙 √𝑨𝒙−𝟏 + 𝑩𝒙−𝟐𝒎
 

 

While it also holds as follows: such that  
𝒙

−𝒙
= √𝑨𝒙−𝟏 + 𝑩𝒙−𝟐𝒎

 

                                                          (−𝟏)𝒎 = 𝑨𝒙−𝟏 + 𝑩𝒙−𝟐 
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                                                                   𝑩 =  
(−𝟏)𝒎− 𝑨𝒙−𝟏

𝒙−𝟐
 

                                                                 𝑩 =  ((−𝟏)𝒎 − 𝑨𝒙−𝟏)𝒙𝟐 

                                                                 𝑩 =  (−𝟏)𝒎(𝒙𝟐) − 𝑨𝒙 

                                                              ∴ 𝑩 =  𝒙((−𝟏)𝒎𝒙 − 𝑨) 

 

Then for the fact that such is true; then 𝑩 + (−𝟏)𝒎𝒙𝟐 = 𝑨𝒙 

                                                                                    𝑨 =  
𝑩 + (−𝟏)𝒎(𝒙𝟐)

𝒙
 

                                                                                    𝑨 =  (𝑩 + (−𝟏)𝒎(𝒙𝟐)) 𝒙−𝟏 

                                                                                    𝑨 =  𝑩𝒙−𝟏 + (−𝟏)𝒎𝒙𝟐−𝟏 

                                                                                 ∴ 𝑨 =  𝑩𝒙−𝟏 + (−𝟏)𝒎𝒙 

 

So that if 
𝑨 − (−𝟏)𝒎𝒙  

𝒙−𝟏 =  𝑩 

                             𝑩 =  (𝑨 − (−𝟏)𝒎𝒙)𝒙 

                          ∴ 𝑩 =  𝑨𝒙 − (−𝟏)𝒎𝒙𝟐 

 

Now, it is clear that the Gaussian theorem is retained. And proven to exist as a generality that 

holds covariant, as any truth cannot hold false. Then as a result; 

                                                                                             𝒙𝒎 + 𝑨𝒙𝒎−𝟏 + 𝑩𝒙𝒎−𝟐 = 𝟎 

                                 𝒙𝟐 + (𝑩𝒙−𝟏 + (−𝟏)𝒎𝒙)(𝒙𝒎−𝟏) + (𝑨𝒙 − (−𝟏)𝒎𝒙𝟐)(𝒙𝒎−𝟐) = 𝟎 

                                            𝒙𝟐 + 𝑩𝒙𝒎−𝟐 + ((−𝟏)𝒎𝒙𝒎) + 𝑨𝒙𝒎−𝟏 − ((−𝟏)𝒎𝒙𝒎) = 𝟎 

                                                                                              𝒙𝟐 + 𝑩𝒙𝒎−𝟐 + 𝑨𝒙𝒎−𝟏 = 𝟎 

                                                                             𝒙𝟐 + 𝑩𝒙𝒎−𝟐 + (−𝒙𝒎 − 𝑩𝒙𝒎−𝟐) = 𝟎 

                                                                                                                    𝒙𝟐 − 𝒙𝒎 = 𝟎 

                                                                                                                              𝒙𝟐 =  𝒙𝒎 

                                                                                                                               
𝒙𝟐

𝒙𝟐 =
𝒙𝒎

𝒙𝟐  

                                                                                                                                𝟏 = 𝒙𝒎(𝒙−𝟐) 

                                                                                                                      ∴ 𝒙𝒎−𝟐 = 𝟏 
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                                                                                                                  Or 𝒙−𝒎+𝟐 =  𝟏 

 

Such that for all the above it then truly follows that: 𝒙𝒎−𝟐 = 𝒙−𝒎+𝟐 

                                                                                  𝒎 − 𝟐 =  −𝒎 + 𝟐 

                                                                                       𝟐𝒎 = 𝟒 

                                                                                         𝒎 =
𝟒

𝟐
 

                                                                                      ∴ 𝒎 = 𝟐 

 

Hence 𝒙𝒎 + 𝑨𝒙𝒎−𝟏 + 𝑩𝒙𝒎−𝟐 = 𝟎  

              𝒙𝟐 + 𝑨𝒙𝟐−𝟏 + 𝑩𝒙𝟐−𝟐 = 𝟎 

                        ∴ 𝒙𝟐 + 𝑨𝒙 + 𝑩 = 𝟎 

 

From then onwards- what follows holds: 𝒙𝒎 + 𝑨𝒙𝒎−𝟏 + 𝑩𝒙𝒎−𝟐 = 𝟎 

                                                                    𝒙𝟐 + 𝑨𝒙𝟐−𝟏 + 𝑩𝒙𝟐−𝟐 = 𝟎 

                                                                              𝒙𝟐 + 𝑨𝒙−𝟏 + 𝑩 = 𝟎 

                                                                                                   𝒙𝟐 = −𝑨𝒙−𝟏 − 𝑩 

                                                                                               ∴ 𝒙𝟐 = −𝟏(𝑨𝒙−𝟏 + 𝑩) 

 

Such that if 𝒙𝟐 = 𝒙𝒎 

                  𝒙𝒎 = −𝟏(𝑨𝒙−𝟏 + 𝑩) 

            
𝒙𝒎

𝑨𝒙−𝟏+ 𝑩
=

−𝟏(𝑨𝒙−𝟏+ 𝑩)

𝑨𝒙−𝟏+ 𝑩
 

         ∴
𝒙𝒎

𝑨𝒙−𝟏+ 𝑩
= −𝟏 

 

And if 𝒙𝒎 + 𝑨𝒙𝒎−𝟏 + 𝑩𝒙𝒎−𝟐 = 𝟎 

           𝒙𝒎(𝟏 + 𝑨𝒙−𝟏 + 𝑩𝒙−𝟐) = 𝟎 

                       𝒙𝒎 (𝟏 +
𝑨

𝒙
+

𝒃

𝒙𝟐
) = 𝟎 

                     𝒙𝒎 (𝟏 +
𝑨𝒙𝟐+ 𝑩𝒙

𝒙𝟑 ) = 𝟎 

                    𝒙𝒎 (𝟏 +
𝒙(𝑨𝒙 + 𝑩)

𝒙(𝒙𝟐)
) = 𝟎 
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                        𝒙𝒎 (𝟏 +
𝑨𝒙 + 𝑩

𝒙𝟐
) = 𝟎 

                                
𝒙𝒎(𝟏+

𝑨𝒙 + 𝑩

𝒙𝟐 )

𝒙𝒎 =  
𝟎

𝒙𝒎 

                                  𝟏 +
𝑨𝒙 + 𝑩

𝒙𝟐 = 𝟎 

                                         
𝑨𝒙 + 𝑩

𝒙𝟐 = −𝟏  

                         ∴ 𝒙𝟐 + 𝑨𝒙 + 𝑩 =  𝟎 

   

So that if 𝒙𝟐 = 𝒙𝒎 

                 
𝒙𝟐

𝒙𝟐 =
𝒙𝒎

𝒙𝟐  

                  𝟏 =
𝒙𝒎

−𝟏(𝑨𝒙−𝟏+ 𝑩)
 

                  𝟏 =  𝒙𝒎((−𝑨𝒙−𝟏 − 𝑩)−𝟏) 

 
𝟏

(−𝑨𝒙−𝟏− 𝑩)
−𝟏 =

𝒙𝒎(−𝑨𝒙−𝟏− 𝑩)
−𝟏

(−𝑨𝒙−𝟏− 𝑩)
−𝟏  

            ∴ 𝒙𝒎 =  −𝑨𝒙−𝟏 − 𝑩 

 

Or say then that if 𝟏 =
𝒙𝒎

−𝟏(𝑨𝒙−𝟏+ 𝑩)
 

                           𝒙𝒎 = (𝟏 (−𝟏(𝑨𝒙−𝟏 + 𝑩))) 

                        ∴ 𝒙𝒎 =  −𝑨𝒙−𝟏 − 𝑩 

 

Thus, it follows since it cannot be false that as a result, then: 𝒙𝒎 + 𝑨𝒙𝒎−𝟏 + 𝑩𝒙𝒎−𝟐 = 𝟎 

                                                                   (−𝑨𝒙−𝟏 − 𝑩) + (−𝒙𝒎 − 𝑩𝒙𝒎−𝟐) + 𝑩(𝟏) = 𝟎 

                                                      (−𝑨𝒙−𝟏 − 𝑩) + (−(−𝑨𝒙−𝟏 − 𝑩) − (𝑩(𝟏))) + 𝑩 = 𝟎 

                                                                                −𝑨𝒙−𝟏 − 𝑩 + 𝑨𝒙−𝟏 + 𝑩 − 𝑩 + 𝑩 = 𝟎 

                                                                                          −𝑨𝒙−𝟏 + 𝑨𝒙−𝟏 − 𝟐𝑩 + 𝟐𝑩 = 𝟎 

                                                                                                                 𝟎 − 𝟐𝑩 + 𝟐𝑩 = 𝟎 

                                                                                                                                  ∴ 𝟎 = 𝟎 

                                                                                            

On which since 𝒂 + 𝒃√−𝟏 = 𝟎   
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                                 𝒃√−𝟏 = −𝒂       

                                   √−𝟏 =
−𝒂

𝒃
 

                                  ∴ −𝟏 = (
−𝒂

𝒃
)

𝟐

As 𝒂 =  −𝒃√−𝟏 or 𝒃 =
−𝒂

√−𝟏
 

 

Then since −𝟏 = (
−𝒂

𝒃
)

𝟐

 

                  −𝟏 = (
−(−𝒃√−𝟏)

𝒃
)

𝟐

 

                  −𝟏 = (𝟏√−𝟏)
𝟐
 

                  −𝟏 = (𝒊)𝟐 

             𝟏 + 𝒊𝟐 = 𝟎 

              𝟏 − 𝟏 = 𝟎 

                  ∴ 𝟎 = 𝟎  

 

And where on the plane it is equal to negative one, then by substitution it can be argued and 

reasoned for, that algebra is not just a count of infinities, so as to adhere to real thought or 

confine the subject of quantities of both trivial, and non-trivial nature to empiricism. It seems, 

to obey the laws of nature as they are by the Universe. And it can be further declared and 

verified as it is rewritten and proven as follows: 

                                                     
𝟏

𝑨𝒙 +𝑩𝒙−𝟐 = −𝟏 

                                                    
𝟏

𝑨𝒙 + 𝑩𝒙−𝟐 = 𝒊𝟐 

                                                    
𝟏

𝑨𝒙 + 𝑩𝒙−𝟐 =  (
−𝒂

𝒃
)

𝟐

 

                                                  
√𝟏

√𝑨𝒙 + 𝑩𝒙−𝟐
=  

−𝒂

𝒃
 

                                                  
𝟏

√𝑨𝒙 + 𝑩𝒙−𝟐
=  

−𝒂

𝒃
 

                                                            ∴ 𝒃 = −𝒂√𝑨𝒙 + 𝑩𝒙−𝟐 and ∴ 𝒂 =  −
𝒃

√𝑨𝒙 + 𝑩𝒙−𝟐
 

 

From there it can be reasoned further that 𝒍𝒐𝒈
(

−𝒂

𝒃
)

𝟏

𝑨𝒙 + 𝑩𝒙−𝟐 = 𝟐, so that since from the ratio 

where it is one-to-one: then at that point it can be proven deductively that if 𝒍𝒐𝒈
(

𝒛−𝒙

𝒚
)

−𝟏 = 𝟐; 

hence it follows that 𝒍𝒐𝒈
(

−𝒂

𝒃
)

𝟏

𝑨𝒙 + 𝑩𝒙−𝟐
=  𝒍𝒐𝒈

(
𝒛−𝒙

𝒚
)

−𝟏.  
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So that given the Gelfond’s constant 𝒊
𝟐

𝒊 =  𝒆𝝅; then 𝒍𝒐𝒈𝒊 𝒆𝝅 =
𝟐

𝒊
 

                                                                             ∴ 𝒊 𝒍𝒐𝒈𝒊 𝒆𝝅 = 𝟐 

 

It then clearly, logically follows that at some point on the complex plane where the value is 

equal two, the logarithms for such variables in comparison are also equal to each other, and 

therefore: one-to-one. Then it also holds as follows: 𝒊 𝒍𝒐𝒈𝒊 𝒆𝝅 = 𝒍𝒐𝒈
(

−𝒂

𝒃
)

𝟏

𝑨𝒙 + 𝑩𝒙−𝟐
 

                                                                                      𝒍𝒐𝒈𝒊 𝒆𝝅 =  
𝒍𝒐𝒈

(
−𝒂
𝒃

)

𝟏

𝑨𝒙 + 𝑩𝒙−𝟐

𝒊
 

                                                                       ∴ 𝒊

𝒍𝒐𝒈
(

−𝒂
𝒃

)

𝟏

𝑨𝒙 + 𝑩𝒙−𝟐

𝒊
𝒊 =  𝒆𝝅 

 

 

Conclusion 

By logic- reason is a limit whose value cannot be false, as long as its validity can be proven 

and verified by a given context or relevance of argument. The result is arrived at when the 

decision is made upon in which style of reasoning is appropriate for a given context; so that it 

is either one of the three types of styles mentioned in the introduction. Or both, if not a 

combination. Yet if otherwise, then it is incoherent, and proving no value except that of the 

fallacy itself. But since the argument is deduced from the premises which holds that are- by 

the nature of the plane possible. Then, transformation generalises applicable forms to truth 

values whose uniformity on the given context cannot be subject to deformation even if 

corrupted by false values. Therefore, the Gelfond’s constant validates the existence of 

complex numbers which are algebraic derivations of the simple plane. For what algorithms 

proves is basically, the state of objects as they hold on the plane, and their behaviour as 

conditions change. And if there exists any limit in algebra. It is the fact that impossible 

objects can by far be only represented, as constructs of imagination. Hence, those objects 

whose structure are of a complex nature- are defined outside the bounds of general analysis; 

which is also applicable on real objects…But also, with regards to their derivation from the 

axioms themselves that verifies their existence. Therefore, it is proven that the Gaussian 

theorem holds, and therefore, its truth is confirmed by its existence as generalised by the 

structure and behaviour of complex numbers. 
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