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Abstract 

For the rapid and precise advancement of agriculture, artificial intelligence applications are of significant importance. 

Processes such as disease detection in the agricultural field, identification of soil types, and classification of plants and 

fruits are currently performed manually. Artificial intelligence enables the automation of these processes, leading to cost 

reduction and the minimization of human errors. In this study, a system for classifying the species of Guava fruit has been 

proposed. The proposed system is designed using four pre-trained convolutional neural networks. The convolutional 

neural networks used are GoogLeNet, Vgg19, ResNet50, and DenseNet201 architectures. The Guava fruit dataset was 

classified by both k-fold-stratified and an 80:20 split. All experimental studies were evaluated using six different 

performance metrics. The best result was achieved with the DenseNet201 architecture in the proposed method. The 
performance results for the DenseNet201 architecture in terms of accuracy, sensitivity, specificity, F1-score, MCC, and 

kappa are as follows: accuracy - 0.9658, sensitivity - 0.9677, specificity - 0.9954, F1-score - 0.9681, MCC - 0.9640, and 

Kappa - 0.8268. 
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Öz 

Tarımın hızlı ve hassas bir şekilde ilerlemesi için yapay zeka uygulamaları büyük önem taşımaktadır. Tarım alanında 

hastalık tespiti, toprak türlerinin belirlenmesi ve bitki ile meyvelerin sınıflandırılması gibi süreçler şu anda manuel olarak 

gerçekleştirilmektedir. Yapay zeka, bu süreçlerin otomasyonunu sağlayarak maliyetleri düşürmekte ve insan hatalarını 
en aza indirmektedir. Bu çalışmada, Guava meyvesinin türlerini sınıflandıran bir sistem önerilmiştir. Önerilen sistem, 

dört ön eğitimli evrişimli sinir ağı kullanılarak tasarlanmıştır. Kullanılan evrişimli sinir ağları GoogLeNet, Vgg19, 

ResNet50 ve DenseNet201 mimarileridir. Guava meyvesi veri seti, hem k-katmanlı stratifiye hem de 80:20 bölme ile 

sınıflandırılmıştır. Tüm deneysel çalışmalar altı farklı performans metriği kullanılarak değerlendirilmiştir. Önerilen 

yöntemle en iyi sonuç DenseNet201 mimarisi ile elde edilmiştir. DenseNet201 mimarisinin performans sonuçları şu 

şekildedir: doğruluk - 0.9658, hassasiyet - 0.9677, özgüllük - 0.9954, F1-puanı - 0.9681, MCC - 0.9640 ve Kappa - 

0.8268. 
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1. Introduction 

 
Agriculture is an important industry that faces challenges such as increasing food demand and decreasing 

agricultural labor. In this industry, data obtained through monitoring, measuring, and analyzing various 

physical variables and events must be evaluated constantly. Correct evaluations will ensure that precautions 
can be taken against possible difficulties. Thus, studies have begun on issues such as increasing the efficiency 

of agriculture, ensuring sustainability, increasing food security, and minimizing environmental impacts. 

However, it is difficult for studies to both protect the natural ecosystem and provide a sustainable food supply 

worldwide. Considering the increasing amount of data and the success of modern technology in different fields, 
deep learning technologies have become an important tool to ensure sustainability in other sectors and in the 

field of agriculture. 

 
Deep learning has various applications in the agriculture sector and is contributing to the transformation of 

agriculture through modern technology. Deep learning has proven itself in applications such as disease 

detection, crop counting, yield prediction, classification, and segmentation in the agricultural sector. The 

classification and identification of agricultural products is among the first and crucial steps in making 
agriculture more efficient. Particularly, classification applications are of great importance in identifying rare 

agricultural products and distinguishing between very similar agricultural products. There is a substantial body 

of literature on the classification of agricultural data.  
 

Kapila et al. (2021) conducted a study on classification and damage detection of apple fruit. In this study, they 

used the features taken from the last layer of weighted conventional convolutional neural networks. These 
features are given to classifiers such as support vector machines (SVM), linear regression, k-nearest neighbor 

and random forest. Ultimately, they achieved the highest classification success in the SVM classifier trained 

with features from the ResNet50 network (Kapila et al., 2021). Loddo et al. proposed a study that classifies 

plant seed data. In their study, they used a convolutional neural network called SeedNet. SeedNet is built as 
an architecture consisting of six layers, and a maxpooling layer is added before each layer. The overlearning 

issue has been managed by the usage of maxpooling. Two distinct seed data sets were used in the proposed 

method's trials, and a comparison of the SeedNet architecture with conventional convolutional networks was 
given (Loddo et al., 2021). Adige et al. have developed a method for classifying apple fruit. The method 

employs machine learning algorithms, specifically utilizing SVM and ResNet-50 architecture. The dataset in 

this method was tested at three different split ratios for training and testing purposes (Adige et al.,2023). Huang 
et al. (2022) used a deep learning-based approach to analyze soybeans. Their method made use of SNet 

architecture with Mask R-CNN. Deep Adjustable Convolution is a sophisticated convolution that was used in 

the construction of the SNet architecture. This design also included an MFR module, which is a particular 

module. Mixed Feature Recalibration Module is what MFR stands for (Huang et al., 2022) Conversely, 
(Türkoğlu et al., 2020) used convolutional neural networks (CNN) architecture to classify diseases in apricot 

fruit. A proposal was made for an eighteen-layer architecture to classify diseases. It was compared how well 

the suggested approach and conventional convolutional networks classified data. (Doğan et al., 2023) created 
a system that uses extreme learning machines (ELM) and transfer learning architecture to categorize dry beans. 

A pre-trained technique was presented by (Singh et al., 2022) for identifying distinct species of pistachios. 

AlexNet, VGG16, and VGG19 were used to distinguish between two different varieties of pistachios, "siirt" 

and "red," after the dataset was partitioned in an 80:20 ratio. A transfer learning-based approach was presented 
by Alsirhani et al. (2023) to categorize the date fruit dataset. In their proposed method, Vgg19, Vgg16, 

DenseNet121, Inception, ResNet152V2, InceptionResNetV2, DenseNet169, EfficientNetV2M and 

DenseNet201 architectures were used. The success of the transfer learning architectures is compared with 
traditional machine learning methods. Ultimately, the date fruit was divided into 27 classes (Alsirhani et al., 

2023). In addition to these studies, classification processes have been carried out in various agricultural 

domains, such as classifying plant diseases (Khan et al., 2022; Chen et al., 2020), classifying grapevine leaves 
(Koklu et al., 2022), and classifying coffee species (Pinto et al., 2017). 

 

In this article, the species classification of guava fruit harvested in the Larkana district of Pakistan is presented. 

Guava fruit is a tropical fruit that resembles pear fruit in appearance but tastes like a mixture of pineapple, 
pear, banana, and grapefruit. Moreover, this fruit contains a significant number of phytochemicals important 

for health. These compounds have a broad therapeutic spectrum, including the ability to regulate blood sugar 

and cholesterol levels, and possess antioxidant, antibacterial, anti-inflammatory, antitumor, and anticancer 
properties. (Jamieson et al.,) These characteristics highlight guava's role not only as a nutritious fruit but also 
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as a potential therapeutic agent. Guava fruit has species such as Local Sindhi, Thadhrami, and Riyali. Each 

species is divided into Green, Mature Green, and Ripe according to the level of ripeness. Traditional 
convolutional neural network architectures have been used to classify guava fruit species. A comparison of the 

traditional CNN architectures has been made and a system has been developed for the classification of guava 

fruit for industry.  The developed model has both commercial and agricultural potential. Commercially, it can 
create a model that determines the approximate prices of guava fruit. From an agricultural point of view, it can 

be used to classify guava fruit by informing farmers. 

 

The aim of this study is to classify guava fruit species quickly and efficiently. Within the scope of the study; 
• Classification of guava fruit species realized 

• In the classification phase, the most successful model was determined by using different CNN 

architectures with transfer learning. 
• A comprehensive analysis of CNN architectures in Classification with transfer learning was 

performed. 

• A preliminary preparation for future studies was created for the data set used. 

 
The rest of the organization of this paper is as follows: Section 2 is Materials and Methods, which describes 

the dataset used, the classification architectures used, and the proposed methodology. Section 3 is Experiments 

and Results, which describes the performance metrics used, the experimental work done, and the results of 
these studies. The last section is the Discussion and Conclusion section where conclusions and discussions are 

made 

 
2. Material and method  

 

2.1. Used dataset 

 

The dataset used is a publicly shared dataset from 2023 (Maitlo et al., 2023). The dataset includes three types 

of guava fruit (Local Sindhi, Thadhrami, and Riyali). Furthermore, each type is categorized into three types 

according to its ripeness level: Green, Mature Green, and Ripe.  In total, there are 2309 images. Figure 1 shows 
the distribution of the data in the dataset. In this study, three guava fruit species and three ripeness levels are 

considered for 9 different classes. 

 

 
 

Figure 1. Details of the used dataset 
 



Toptaş & Altun Güven, 2024 • Volume 14 • Issue 4 • Page 1247-1258 

1250 

The article provides a table, Table 1, that includes the labels for the 9 classes in order, along with their 

meanings. For example, the label "Ls_Green" is the name of the first class, representing the Local Sindhi type 
Green maturity level. 

 

Table 1. Types and class labels of guava fruits in the dataset 

 
Class Label name Types Maturity level 

1.class Ls_Green Local Sindhi Green 
2.class Ls_MatureGreen Local Sindhi Mature Green 
3.class Ls_Ripe Local Sindhi Ripe 
4.class R_Green Riyali Green 
5.class R_MatureGreen Riyali Mature Green 
6.class R_Ripe Riyali Ripe 
7.class T_Green Thadhrami Green 
8.class T_MatureGreen Thadhrami Mature Green 
9.class T_Ripe Thadhrami Ripe 

 
2.2. The general structure of convolutional neural networks 

 

Convolutional neural networks generally consist of a convolution layer, activation layer, pooling layer, flatten 

layer, and full-connected layer. The input image is first transmitted to the convolution layer. The convolution 
layer uses different convolution kernels to obtain different feature maps of the input images. Each kernel 

generates feature maps by convolving the input data in local regions. The output of this layer is a tensor of 

these feature maps. Furthermore, each convolution layer is followed by an activation function. These functions 
help the network to detect non-linear features. Rectified Linear Unit (ReLu), Hyperbolic Tangent Function 

(Tanh), Softmax and Sigmoid function are some of the commonly used activation functions. The pooling layer 

aims to achieve translation invariance by reducing the resolution of feature maps. It is usually placed between 
two convolution layers and summarizes the feature maps. Maximum pooling, average pooling, global average 

pooling, minimum pooling are some of the pooling layers used. Convolution and pooling layers can form deep 

architectures to incrementally extract higher level feature representations. This allows the network to extract 

more abstract and high-level information. With the flattening layer, all features obtained from the deep network 
architecture are flattened and given as input to the fully connected layer. Finally, one or more fully connected 

layers form the final results of the network. The last layer of the CNN is the output layer, which produces the 

final predictions for a specific task (Raiaan et al., 2024). The structure of a traditional convolutional network 
is visually represented in Figure 2.  

 

 
 

Figure 2. Traditional Convolutional Neural Networks 

 
2.3. Pre-trained convolutional neural networks models 

 

In the agricultural sector, creating images of data is often laborious. When the number of images is small, deep 

learning approaches cannot train the network sufficiently. To overcome this problem, pre-trained network 

architectures with different datasets are used. This method is known as transfer learning (TL). With transfer 
learning, the training time is reduced and features are not extracted repeatedly. In this paper, pre-trained 

network models are used using millions of images from the ImageNet dataset. These network models directly 

take input images of Guava fruit and perform classification by extracting high-level features. Here, the 1000 
class of the network in the ImageNet architecture is set to 9, considering the 9 species of the Guava fruit. 
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The pre-trained CNN models used in this study include GoogLeNet, Visual geometry group - 19 Layers 

(Vgg19), residual network - 50 Layers (ResNet50), and densely connected convolutional networks 
(DenseNet). GoogLeNet is a CNN architecture created by Google in 2014. This architecture used the 

"Inception" structure, which is different from the traditional CNN architecture. Inception extracts features from 

input with convolutional kernels of different sizes and combines these features to pass them to the next layer 
of the network. Thus, more features are extracted and higher accuracy is achieved. A total of 9 Inception 

modules are used in the network architecture. The input image size of the network is 224x224x3 pixels. 

GoogLeNet architecture has proven its success in different classification problems (Chen et al., 2023; Assari 

et al., 2022). The Vgg19 architecture is a traditional convolutional neural network model proposed in 2014 by 
(Simonyan et al., 2014). The architecture, which has 19 layers in total, uses the first 16 levels to extract features 

and the final three layers to do classification. A pooling layer is utilized after each of the five blocks made up 

of the sixteen layers used for feature extraction. The ImageNet dataset is used to pre-train the architecture. The 
size of the final layer is set to 1000 in order to categorize the samples in this dataset into 1000 distinct groups. 

224x224x3 pixels make up the input picture, and the kernel size is 3x3. A 50-layer design called the ResNet50 

architecture was suggested in 2016 (He et al., 2016) ResNet design offers an answer to the difficult task of 

training very deep networks, which gets more difficult with depth increases. The challenge of training very 
deep networks—which gets more difficult as depth increases and vanishing gradients arises—is addressed by 

the ResNet design. This design has a connection type known as a "skip connection," which combines the 

block's input and output at the conclusion of each convolutional block. The input image size for the network 
is 224x224x3 pixels. The DenseNet201 architecture is a CNN network first introduced in 2017 by (Huang et 

al., 2017).  The architecture consists of 5 layers and the layers contain Dense Block. These Dense Blocks serve 

the purpose of merging the feature maps of consecutive layers. As you progress between these blocks, the 
filters change. This increases the architecture of the deep learning network. The input image size of the 

DenseNet201 architecture is 224x224x3 pixels.  The general structure of these pre-trained CNN architectures 

is presented in Table 2. 

 
Table 2. Architectural Structure of the Used CNN Networks 

 
GoogLeNet Vgg19 ResNet50 DenseNet201 

Convolution Convolution Zero Padding Convolution 

Pooling Convolution Convolution Pooling 

Convolution Pooling Batch Normalization Dense Block1 

Pooling Convolution ReLU Convolution 

Inception (3a) Convolution Max pool Pooling 

Inception (3b) Pooling Conv Block Dense Block2 

Pooling Convolution ID Block x2 Convolution 

Inception (4a) Convolution Conv Block Pooling 

Inception (4b) Convolution ID Block x3 Dense Block3 

Inception (4c) Convolution Conv Block Convolution 

Inception (4d) Pooling ID Block x4 Pooling 

Inception (4e) Convolution Conv Block Dense Block4 

Pooling Convolution ID Block x5 Global Avg. Pool 

Inception (5a) Convolution ReLU Softmax 

Inception (5b) Convolution Avg. pool  

Avg. pool Pooling Flattening  

Dropout (40%) Convolution Fc  

Linear Convolution Softmax  

Softmax Convolution   

 Convolution   

 Pool   
 Fc6   

 ReLU   

 Fc7   

 ReLU   

 Fc8   

 
 
 

Softmax   
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2.4. Proposed methods 

 
In the last time, CNN architectures have achieved remarkable success both in agriculture and other fields. This 

has led to the organization of various object recognition, classification, and segmentation competitions and the 

creation of extensive datasets. In this paper, instead of training the model from scratch, it involves using pre-
trained weights of deep architectures in various competitions and extensive datasets. In the proposed method, 

a transfer learning approach is adopted for the classification of Guava fruit species. First, the dataset was 

trained on four different pre-trained architectures using k-fold-stratified. Then, the data set was split in a fixed 
ratio of 80:20 and the performance result of each model was compared. Figure 3 shows the flowchart of the 

proposed model. 

 

 
 

Figure 3. The proposed system's flowchart. 

 
3. Results  

 

This section is divided into three phases. First, the performance metrics used are introduced. Then, the 
application environment and the parameters used in the experiments are described. In the third phase, the 

experiments are described and the results are presented. 

 
3.1. Performance metrics 

 

One of the steps in creating a reliable and comparable classification is to evaluate the effectiveness of the 
proposed classification system. This requires the use of acceptable performance measures (Luque et al., 2019). 

Accuracy, sensitivity, specificity, F1-score, mcc and kappa measures were used in this study. Table 3 shows 

the performance metrics used and their mathematical equivalent. The mathematical expressions of the 

performance metrics are generated from the confusion matrix. A visualization of the confusion matrix is given 
in Figure 4. 
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Figure 4. Confusion matrix 

 

 

Table 3. Used performance metrics 

 
Metrics Definition 

Accuracy 𝐴𝑐𝑐 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁)
  

Sensitivity 𝑆𝑛 =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
  

Specificity 𝑆𝑝 =
𝑇𝑁

(𝑇𝑁+𝐹𝑃)
  

F1-score 𝐹1 − 𝑠𝑐𝑜𝑟𝑒 = 2. (
(𝑃𝑟×𝑆𝑛)

(𝑃𝑟+𝑆𝑛)
)  

 𝑃𝑟 =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
  

Matthews Correlation Coefficient 
(MCC) 

𝑀𝐶𝐶 =
(𝑇𝑁×𝑇𝑃)−(𝐹𝑁×𝐹𝑃)

√(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑁×𝐹𝑃)(𝑇𝑁×𝐹𝑁)
  

Kappa 𝐾 =
𝑃𝑎𝑔𝑟𝑒𝑒−𝑃𝑐ℎ𝑎𝑛𝑐𝑒

1−𝑃𝑐ℎ𝑎𝑛𝑐𝑒
  

 

𝑃𝑎𝑔𝑟𝑒𝑒 = Proportion of trial in which judges agree 

𝑃𝑐ℎ𝑎𝑛𝑐𝑒 = Proportion of trial in which agreement would be expected due 

to chance 

 

3.2. Application environment and experimental setup 

 

Experimental studies were conducted using the MATLAB environment. A computer with Windows 10 64-bit, 

powered by an AMD Ryzen 3 CPU (3.10 GHz) and equipped with 32 GB of RAM, was used for all 

applications. 
 

Table 4 shows the hyper-parameters of all CNN networks used in transfer learning. These parameters were 

applied throughout the experiment.  Furthermore, training and test data were determined using 5-fold- stratified 
cross validation. 

 

Table 4. Hyper-parameters of Pre-Trained Networks. 

 
Input size Optimization 

method 

Initial learning 

rate 

Max epochs Learning rate drop 

factor 

Mini batch 

size 

Shuffle 

224x224x3 SGDM 0.001 20 0.9 32 Every-epoch 

 

3.2. Experimental results 

 

The experimental studies were carried out on four different pre-trained convolutional networks. The 

convolutional networks used are GoogLeNet, Vgg19, ResNet50, and DenseNet201 architectures. First, Guava 

fruit data was trained and tested on these networks using 5-fold- stratified. The fastest running architecture 
was ResNet50 and the slowest running architecture was DenseNet201. The working speed of the architectures 

for each fold value is presented in Table 5. The confusion matrix obtained from each fold architecture is 

presented in Figure 5. When the dataset is divided using k-fold stratified, each fold value ensures that there is 
at least one sample representing each class. This approach helps prevent the issue of failure in imbalanced 
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classes, which can occur in the classical k-fold method. When interpreting the confusion matrix in multiple 

classes, each data is interpreted according to its predicted class (corresponding to these columns) and its actual 
class (corresponding to these rows). In such an interpretation, the diagonal values represent correctly classified 

data. Data outside the diagonal represents mislabeled data. The magnitude of the diagonal values is related to 

how successful the classifier is. For instance, in Figure 5, during the k-1-fold loop, the second class was 
correctly classified with 100% accuracy by ResNet50 and DenseNet201, while GoogLeNet assigned one label 

to class three and Vgg19 assigned two labels to class three. Upon detailed examination of Figure 5, it was 

observed that all models achieved the best performance for classes one and seven in every fold. 

 
The accuracy result of the architectures at each fold value is given in Figure 6. The performance results of the 

cross-validation are presented in Table 6. According to this table, DenseNet201 has the highest accuracy rate 

of 96.58%. The other models performed competitively. 
 

Table 5. In each fold, the training speed of the architectures 

 
 GoogLeNet Vgg19 ResNet50 DenseNet201 

K1 7 min. 2 sec. 6 min. 57 sec. 6 min. 56 sec. 80 min. 23 sec. 

K2 7 min. 14 sec. 7 min. 16 sec. 7 min. 17 sec. 86 min. 17 sec. 

K3 7 min. 13 sec. 7 min. 16 sec. 7 min. 19 sec. 71 min. 15 sec. 

K4 7 min. 14 sec. 17 min. 15 sec. 7 min. 17 sec. 66 min. 22 sec. 

K5 7 min. 14 sec. 17 min. 59 sec. 7 min. 20 sec. 65 min. 35 sec. 

 

 
 

Figure 5. A confusion matrix for each fold. Vertical column true class, horizontal column predicted (a) 
GoogLeNet (b) Vgg19 (c) ResNet50 and (d) DenseNet201 
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Figure 6. 5-fold results (a) GoogLeNet (b) Vgg19 (c) ResNet50 and (d) DenseNet201 

 
Table 6. 5-fold average results 

 
Pre-Trained CNN Accuracy Sensitivity Specificity F1-score MCC Kappa 

GoogLeNet 0.9623 0.9626 0.9950 0.9628 0.9582 0.8092 

Vgg19 0.9641 0.9652 0.9952 0.9646 0.9602 0.8180 

ResNet50 0.9641 0.9648 0.9951 0.9666 0.9621 0.8181 

DenseNet201 0.9658 0.9677 0.9954 0.9681 0.9640 0.8268 

 
Figure 7 shows the confusion matrix we obtained when we split the training data as 80% training and 20% 

testing instead of k-fold. Here we aimed to measure the response of each model on the same data. Therefore, 
we randomly split our training and test data into 80% training and 20% test. We then tested this data on each 

model without changing it at all. Looking at Figure 6, it's evident that the models produced different results 

when distinguishing classes 6, 8, and 9. In this experiment, the runtimes for the architectures are as follows, in 
order: GoogLeNet (7 min 19 sec), Vgg19 (8 min 30 sec), ResNet50 (7 min 5 sec), and DenseNet201 (143 min 

56 sec). Keeping all conditions including data sets equal, the fastest architecture was the ResNet50 architecture, 

while the slowest architecture was the DenseNet201 architecture. The speed difference here is related to the 

depth of the architectures. The ResNet50 architecture has 50 layers while the DenseNet201 architecture has 
201 layers. 
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Figure 7. Confusion matrix results in a fixed split dataset. Vertical column true class, 

horizontal column predicted (a) GoogLeNet (b) Vgg19 (c) ResNet50 and (d) DenseNet201 

 
Table 7. 80 training 20 test average results 
 

Pre-Trained CNN Accuracy Sensitivity Specificity F1-score MCC Kappa 

GoogLeNet 0.9567 0.9629 0.9941 0.9635 0.9578 0.781 

Vgg19 0.9653 0.9678 0.9953 0.9682 0.9638 0.825 

ResNet50 0.9588 0.9640 0.9944 0.9646 0.9593 0.792 

DenseNet201 0.9588 0.9639 0.9944 0.9646 0.9592 0.792 

 

4. Discussion and conclusions 

 

This study involves the classification of guava fruit species based on the transfer learning method. There are 
three different types of guava fruit and each type has three different maturity levels. The dataset of the study 

contains a total of 2309 data. Pre-trained CNN architectures were used in the classification process. These 

architectures are GoogLeNet, Vgg19, ResNet50 and DenseNet201. The preferred architectures are those that 
have proven successful in other classification studies (Islam et al., 2023; Şahin et al., 2023; Toğaçar et al., 

2020). The dataset was split by k-fold-stratified method to train and test the network. Here, the value of k is 

preferred to be 5. Finally, the results of the network architectures were evaluated with six different performance 
metrics (accuracy, sensitivity, specificity, F1-score MCC and kappa). The highest performance in all metrics 

was achieved with the DenseNet201 architecture. The performance results for the DenseNet201 architecture 

in terms of accuracy, sensitivity, specificity, F1-score, MCC, and kappa are as follows: accuracy - 0.9658, 

sensitivity - 0.9677, specificity - 0.9954, F1-score - 0.9681, MCC - 0.9640, and kappa - 0.8268. These results 
indicate that the model has a strong performance on the dataset. The MCC metric shows the overall quality of 

classification success. The obtained rate of - 0.9640 indicates that the model has strong and balanced 

classification performance. The kappa metric generally represents a measure of the model's consistency and 
reliability. The obtained rate of 0.8268 is evidence of the model's reliability. Although the GoogLeNet 

architecture had the lowest performance, it still competed well with the other architectures. 

 
The dataset has been re-split into 80% for training and 20% for testing, and training has been conducted on 

four models. Here, the dataset was kept constant to ensure fair evaluation of the models, meaning that both 

training and testing data, as well as training parameters, were the same across experiments. Additionally, all 

experiments were conducted under equal conditions on a device with the same performance capabilities. The 
highest accuracy rates, 95.88%, were achieved by the DenseNet201 and ResNet50 architectures. Although the 
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ResNet50 architecture reached the same level of performance accuracy as DenseNet201, it required less time 

to train. These results indicate that classification success is not always linearly proportional to the network's 
architecture.  As we delve deeper, more detailed insights are obtained, yet it becomes apparent that not all 

models consistently perform the same. Additionally, when evaluating the performance of deep learning 

models, not only the accuracy rate is important, but also factors such as the training duration and applicability 
of the model. 

 

Despite the strengths of the study, several limitations must be acknowledged. Firstly, the unique dataset used 

in this study has not been previously utilized by other researchers, which precluded a performance comparison 
with existing studies. This limitation might affect the generalizability of our findings across different datasets. 

However, this study's methodology and findings can serve as a benchmark for future research using this 

dataset. Secondly, while the study presents robust initial results, it did not fully address the issue of class 
imbalance within the dataset. To improve upon this, there are plans to develop an application that specifically 

targets this issue within the framework of the proposed method. This development will aim to enhance the 

performance of the classification system, making it more effective for researchers interested in classifying 

guava fruit types and potentially other similar applications. By acknowledging and addressing these 
limitations, we aim to refine our approach and provide a more reliable foundation for future research in this 

are. 
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