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Abstract: Classification of skin diseases is a important isssue for early diagnosis and treatment. 

The process of determining the disease by the specialist physician also delays the treatment 

process to be applied to the patient. Computer-aided diagnosis systems play an important role 

in early diagnosis and initiation of treatment by minimizing such processes.  In this study, high-

performance classification of skin lesions was performed by using Deep Learning models. 

Dataset was ISIC data set, dataset were expanded by using data augmentation techniques. In 

the images in this dataset, there are images of Actinic Keratosis, Dermatofibroma, Pigmented 

Benign Keratosis, Seborrheic Keratosis, Vascular Lesion skin diseases. The data set was 

classified by Deep Learning models by using the supervised learning method.. SequeezeNet, 

AlexNet, GoogleNet, Vgg-19, ResNet101, DenseNet201, ResNet-50, ResNet-18, Vgg-16 DL 

models were used for classification. To evaluate of classification success of Deep Learning 

models, confusion matrix and F1-score, precision, sensitivity and accuracy metrics obtained 

from the matrix were used. According to the F1-score, the most successful model is Vgg16 with 

97.41%, while the highest accuracy rate obtained by ResNet18 with 98.06%. High success rate 

shows that such systems can be used for diagnosis and treatment processes. 
 

 

Farklı Derin Öğrenme Modelleri ile Cilt Hastalıklarının Sınıflandırılması ve Modellerin 

Performanslarının Karşılaştırılması 
 

 

Anahtar 

Kelimeler 

Derin öğrenme,  

Cilt hastalıkları 

sınıflandırması,  

Hastalık tespiti,  

Dermatoloji,  

Yaşam kalitesi 

Öz: Deri hastalıklarının sınıflandırılması erken tanı ve tedavi açısından önemli bir konudur. 

Hastalığın uzman hekim tarafından tespit edilmesi süreci aynı zamanda hastaya uygulanacak 

tedavi sürecini de geciktirmektedir. Bilgisayar destekli teşhis sistemleri bu süreçleri en aza 

indirerek erken teşhis ve tedaviye başlanmasında önemli rol oynamaktadır. Bu çalışmada Derin 

Öğrenme modelleri kullanılarak cilt lezyonlarının yüksek performanslı sınıflandırması 

yapılmıştır. Veri seti ISIC veri seti olup, veri arttırma teknikleri kullanılarak veri seti 

genişletilmiştir. Bu veri setindeki görsellerde Aktinik Keratoz, Dermatofibroma, Pigmentli 

Benign Keratoz, Seboreik Keratoz, Vasküler Lezyon cilt hastalıklarına ait görseller 

bulunmaktadır. Veri seti denetimli öğrenme yöntemi kullanılarak Derin Öğrenme modelleri ile 

sınıflandırılmıştır. Sınıflandırma için SequeezeNet, AlexNet, GoogleNet, Vgg-19, ResNet101, 

DenseNet201, ResNet-50, ResNet-18, Vgg-16 DL modelleri kullanılmıştır. Derin Öğrenme 

modellerinin sınıflandırma başarısını değerlendirmek için karışıklık matrisi ve matristen elde 

edilen F1 skoru, kesinlik, duyarlılık ve doğruluk metrikleri kullanılmıştır. F1 skoruna göre en 

başarılı model %97,41 ile Vgg16 olurken, en yüksek doğruluk oranı %98,06 ile ResNet18 

tarafından elde edildi. Başarı oranının yüksek olması bu tür sistemlerin teşhis ve tedavi 

süreçlerinde kullanılabileceğini göstermektedir. 
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1. INTRODUCTION 

 

Skin diseases are one of the most common diseases in the 

world[1]. Diagnosis and treatment of skin diseases are 

quite difficult due to their complexity. In order to 

diagnose these diseases, comprehensive tests should be 

performed and examined[2]. The experience of the doctor 

and obtaining pathological results delay the diagnosis 

process of the patient considerably. Diagnosing and 

diagnosing the patient's condition is vital in some cases. 

Accelerating such processes is very important for medical 

processes [3]. Many known skin diseases are visually 

similar to each other. While some skin diseases are 

benign, some skin diseases can be malignant. In both 

cases, early diagnosis and treatment are valuable to 

improve the patient's quality of life. Skin lesions 

appearing in different parts of the body can have different 

meanings. The treatment processes of these skin lesions, 

which are very similar to each other, can be different from 

each other. When the specialist suspects the lesion, he 

performs a visual inspection. However, it is not possible 

to perform visual inspection for all lesions [4-7]. There is 

no accepted definitive diagnostic method for visual 

inspection. 

 

Image processing and it’s applications have become 

increasingly common with the increase in the high 

computational capacity of computer technologies,. It is 

used in many fields such as production, industry, defense 

and medicine[8, 9]. In recent years, computer-aided 

diagnosis systems related to medical diagnosis and 

treatment have become quite widespread. The systems 

with the highest rate in the performance of computer 

vision systems are artificial intelligence supported 

systems. Especially DL-based systems are used very 

popularly nowadays [10]. Deep Learning (DL) can be 

defined as a deep artificial intelligence system used 

especially on images. Thanks to its high depth artificial 

neural network layer structure, it gives quite successful 

results in image classification and detection processes 

[11]. The layers and classification process used in a DL 

architecture are shown in Figure 1. 

 

Figure 1. An example DL model and layers used in the model[12]. 

 

A dataset consisting of images of skin diseases, which is 

the input image in Figure 1, is put as input data to a sample 

DL model. Then, feature extraction is performed via 

convolutional layer. In the next layers, the image size used 

as input for the network is reduced by the polling process. 

Relu is used for activation function [13-15]. Probability 

of memorization of the network is reduced and some of 

the random weights in the network are discarded in the 

dropout layer,. The image data is standardized via 

normalization layer. Neurons in a fully connected layer 

are connected to neurons in the previous layer. This layer 

combines all the features (attributes) learned by previous 

layers in the image to identify larger patterns. The 

Softmax layer is the entropy layer and it makes 

probabilistic estimation and it is estimated which class the 

input image belongs to via the Classification layer 

[16,17]. 

 

9 DL models used for the classification of skin diseases. 

These models are SequeezeNet, AlexNet, GoogleNet, 

Vgg-19, ResNet101, DenseNet201, ResNet-50, ResNet-

18, Vgg-16 [18-23]. These were used in the study because 

they were the most commonly encountered deep learning 

models in the literature reviews . 

 

 

2. RELATED WORK 

 

Classification of skin diseases is important for early 

diagnosis and early intervention of the disease [24]. 

Studies on this subject will make the doctor's work easier. 

It will provide early diagnosis and early intervention. On 

the other hand, it will lead the patients to start the 

treatment due to early diagnosis. When the studies are 

examined, the classification process was carried out using 

different datasets. Images obtained from different datasets 

were tried to be classified with different algorithms. 

Classification studies of skin diseases basically consist of 

two main parts. The first is classification using traditional 

methods. The second is classification using DL 

architectures. In traditional methods, features of the 

disease are determined and feature extraction is 

performed. These features are searched on the image and 

results are produced accordingly. In DL models, the 

processes are carried out by the layers in the model and 

the results are produced [25-27]. 

 

In a study, the images of 8 classes in the ISIC 2019 dataset 

were classified using a DL model with transfer learning. 

In the study, results were obtained by using a model 

whose weights were determined with GoogleNet. The 

skin diseases included in the study were classified as 
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melanoma, melanocytic nevus, basal cell carcinoma, 

benign keratosis, actinic keratosis, dermatofibroma, 

vascular lesion, and squamous cell carcinoma. The 

percentages of accuracy, sensitivity, specificity and 

precision respectively were 94.92%, 79.8%, 97% and 

80.36% [28]. Another study sought to classify skin lesions 

as cancerous or non-cancerous images. In the study, the 

skin lesion was tried to be classified via AlexNet DL 

model. In a study using a two-stage method, an accuracy 

rate of 78% was achieved in cancerous and non-cancerous 

skin images [29]. In another study, skin diseases in the 

HAM10000 dataset were classified by using the 

DenseNet DL model [30]. AlexNet DL model was used in 

the study for the classification of skin diseases in the ISIC 

2018 dataset, which consists of seven classes. The dataset 

of melanoma, melanocytic nevus, basal cell carcinoma, 

actinic keratosis, benign keratosis, dermatofibroma, and 

vascular lesion images yielded 98.70% accuracy, 95.60% 

sensitivity, 99.27% specificity, and 95.06% accuracy 

[31]. 

 

3. MATERIAL AND METHOD 

 

In this study, images belonging to 5 classes in the ISIC 

dataset containing skin diseases were classified. These 

classes were determined as dermatofibroma, pigmented 

benign keratosis, actinic keratosis, vascular lesion, 

seborrheic keratosis. DL from multilayer neural networks, 

one of the artificial intelligence methods, was used for the 

classification of skin diseases. 9 different DL models were 

used for classification. 

 

 

 

 

 

 

 

 

 

 

     
a)Actinic Keratosis b)Dermatofibroma c)Pigmented Benign 

Keratosis 

d)Seborrheic Keratosis e)Vascular Lesion 

Figure 2. Example images used for classification 

 

As seen in Figure 2, the sample images in the dataset are 

difficult to distinguish, so the diagnosis must be made by 

a specialist physician and evaluated in the light of 

pathological findings The images in each class were 

augmented by quadrupling with image reproduction 

techniques. The number of images in each class is given 

in  

 
Table 1. Number of Image in the dataset used for classification 

 

 

Actinic 

Keratosis 

Dermatofibroma Pigmented Benign 

Keratosis 

Seborrheic 

Keratosis 

Vascular 

Lesion 

Number Of Original Images 114 95 462 77 139 

Number Of Augmented Images 456 380 1848 308 556 

Total number of Images for Training 3548 

Used  DL models and the detailed data of these models 

are given in Table 2. Table 1. It is known that training is 

better as the number of images increases in deep learning 

models. For this reason, the number of samples in the 

dataset was increased by 4 times. As data augmentation 

methods, images were applied as reflection, inversion, 90-

degree rotation, and 180-degree rotation. 

 
Table 2. Features of used DL models[12] 

Model Number of Layers Number of Connections Depth  Number Of Parameter Top-1 Error rate Top-5 Error rate 

AlexNet 25 - 8 61m 36.7 15.4 

VGG16 41 - 16 138m 25.6 8.1 

VGG19 47 - 19 144m 25.5 8 

GoogleNet 144 170 22 7m - 6.67 

ResNet18 72 79 18 11.7m 30.43 10.76 

ResNet50 177 192 50 25.6m 22.8 6.71 

ResNet101 347 379 101 44.6m 21.75 6.05 

SqueezeNet 68 75 18 1.2m 41.90 19.58 

DenseNet201 708 805 201 20m 21.46 5.54 
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The DL models in Table 2 are frequently encountered in 

the literature. Each model is at different depths and has 

different number of layers. The error rates of the models 

and the number of parameters are important. As the 

number of parameters increases, the area occupied by the 

memory increases. Although the structure of each model 

is different, they can have their own special layer blocks. 

The dataset used for the classification of skin lesions was 

carried out using supervised learning. The weights of the 

models were determined by training the images in each 

class in the network. Weights were optimized by using 

transfer learning and classification performances were 

revealed. 

 

The same hyperparameters were used for each of the deep 

learning models in Table 2. These hyperparameters are 

detailed in Table 3.  

 
Table 3. Hyperparameters used for training 

Hyperparamers Value 

MaxEpoch 50 

MiniBatchSize 32 

Solver SGDM 

InitialLearnRate 0.01 

ValidationFrequency 50 

Momentum 0.9 

LearnRateDropFactor 0.1 

LearnRateDropPeriod 10 

L2Regularization 0.0001 

80% of the image in each class is reserved for the training 

of the network, and 20% for the test. All images were 

randomly selected during the training. Each model was 

trained three times and tested after each training. Average 

of three training and  testing results were used for 

calculating final results. Accuracy, Sensitivity, Precision 

and F1-score metrics were used for evaluation result 

criteria. The equations for these metrics are Equation 1, 

Equation 2, Equation 3, Equation 4 below. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
(𝑇𝑃+𝑇𝑁)

(𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁)
  (1) 

 

𝑆𝑒𝑛𝑠𝑖𝑣𝑖𝑡𝑦(𝑅𝑒𝑐𝑎𝑙𝑙) =
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
  (2) 

 

Precision =
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
   (3) 

 

F − Score = 2 ∗
(Precision∗Recall)

(Precision+Recall)
  (4) 

 

3. RESULTS  

 

The detailed results obtained in the application for the 

classification of skin diseases are given in Table 4. In the 

table, the results of  the DL models used for calssification 

these 5 different type of skin diseases are compared in 

terms of accuracy, sensivity, precision and F1-scores 

metrics. The metrics results show that the performance of 

DL models is quite high. 2810 images were used for 

training and 710 images were used for testing. 

 

 
Table 4. Classification evaluation result table of DL models 

  Model Image Size Number of Classes Accuracy Sensitivity Precision F1 Score 

1 SequeezeNet 227*227 5 95.48 95.19 95.17 95.16 

2 AlexNet 227*227 5 94.84 95.48 95.8 95.5 

3 GoogleNet 224*224 5 95.00 95.8 95.97 95.74 

4 Vgg-19 224*224 5 97,1 96.77 96.82 96.69 

5 ResNet101 224*224 5 97.41 97.09 97.08 97.08 

6 DenseNet201 224*224 5 96,61 97.09 97.13 97.1 

7 ResNet-50 224*224 5 97.74 97.42 97.52 97.36 

8 ResNet-18 224*224 5 98.06 97.42 97.58 97.37 

9 Vgg-16 224*224 5 97.50 97.42 97.48 97.41 

SequeezeNet, AlexNet, GoogleNet, Vgg-19, ResNet101, 

DenseNet20, , ResNet-50, ResNet-18, Vgg-16 were 

trained with images of different input sizes. Detailed 

information in the training is given in Table 4. Accuracy, 

sensitivity, precision and f1 evaluation metrics were used 

for the obtained results. The results were presented 

according to these evaluation metrics. It is seen that the 

results obtained from deep learning models have 94.84% 

and 98.5% accuracy and f1 score between 95.16 and 

97.41. When the results are examined, the model with the 

highest F1 score among the given models is Vgg-16. It is 

seen that ResNet-18 has the highest result in the results 

obtained according to the accuracy rate. It was found that 

the results obtained from these two models are quite close 

to each other. 

 

Even though there are small performance differences 

between the models, it has been observed in the literature 

studies that the performances of different deep learning 

models vary depending on the dataset and the study area. 

It is known in the literature that the Resnet architecture is 

used more for the dataset and medical images used in the 

study. 
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a) ResNet50 b) ResNet18 

  
c) AlexNet d) ResNet101 

  
e) Vgg16 f) Vgg19 

  
g) SequezeeNet h) DenseNet201 
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i) GoogleNet  

Figure 3. Confusion Matrix from DL models 

 

In the figures shown in Figure 3, there are Confusion 

Matrices for each model. These matrices show the number 

of true and false classified images obtained in each model. 

According to the confusion matrix results, the highest 

results are obtained by Vgg-16 and ResNet18. 
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