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Rice production is critical for global food security, and accurate yield prediction empowers informed 

decision-making. This paper investigates machine learning (ML) techniques for rice yield prediction in 

Adamawa and Cross River states, with distinct agroclimatic conditions. Traditional yield prediction 

methods that are commonly used often have limitations such as less insights into the available data and 

reduced accuracy. Hence, this research explores the potential of machine learning for improved 

prediction accuracy. We leverage climatic data and historical rice yields to train and evaluate Decision 

Trees, Random Forest, Support Vector Regressor, Polynomial Regressor, Multiple Linear Regression 

and Long Short-Term Memory (LSTM) models. Performance is compared using Mean Squared Error, 

Root Mean Squared Error, Coefficient of Determination, Mean Absolute Error, and Mean Absolute 

Percentage Error. Feature selection identifies All-sky Photosynthetically Active Radiation (PAR) as the 

most influential factor. Linear Regression emerges as the superior model, achieving an R² of 0.90 

(Adamawa) and 0.91 (Cross River), demonstrating robust generalizability across regions. This research 

contributes to the development of ML-powered Agro-information systems for two Nigerian regions, 

enhancing agricultural practices and food security. 
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1. INTRODUCTION 

The role of agriculture and food production in achieving one of the major sustainable development goals of 

the United Nations (UN) has made it a major topic of discussion on a global scale with a focus on improving 

food security and decreasing hunger to a considerable extent by 2030 (Rosa, 2017). The startling surge in the 

number of people facing food crises and hunger is the basis for this goal. There were 691–783 million hungry 

people in the world in 2022 alone, which is approximately 122 million more than the figures in 2019 (FAO et 

al., 2023). This shows an obvious need for the production of more food, particularly the most important and 

widely eaten ones, to meet the global demand which is increasing at a rapid pace.  

Rice is a food crop that is consumed by a great number of people constituting over half of the world’s 

population (Gnanamanickam, 2009; Das et al., 2018) and it has been termed “the world’s most important food 

crop” (Zeigler & Barclay, 2008). To raise awareness of the role of rice in reducing poverty and malnutrition, 

the United Nations declared 2004 to be the "International Year of Rice". This further registered its importance 

as a food source and its widespread consumption globally (Gnanamanickam, 2009). In addition, rice is seen as 

a commodity that can boost a nation’s economic growth as it is a major export commodity for countries like 

China, India, The Philippines, etc. 
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In Nigeria, rice has emerged as a staple food over the past few decades, enjoyed in every part of the country 

(Gyimah-Brempong et al., 2016; Kamai et al., 2020). Rice production amounts to about 8.3 million metric 

tonnes of unmilled rice per year and about 5.4 million metric tonnes of milled rice per year which constitutes 

46% of the total rice produced in Africa (Sasu, 2023). Nevertheless, this rate of production is insufficient to 

meet the nation's rising rice demand, which has increased reliance on rice importation to satisfy the teeming 

population of rice eaters in the country. In 2014 half the quantity of rice consumed in Nigeria was imported 

(Gyimah-Brempong et al., 2016) and in 2018 over 7 trillion Naira was spent importing rice into Nigeria 

(Okonkwo et al., 2021). The surge in demand can be attributed to various factors, including shifts in consumer 

preferences, population growth, growing incomes and a swift urbanization process (Kamai et al., 2020). The 

rice being produced in Nigeria is cultivated in about 21 states in Nigeria with 8 states producing over 50% of 

the total amount of rice produced in Nigeria. Most of the states with the highest quantity of rice produced are 

in the Northern region of the country and they include Kebbi, Kaduna, Kano, and Borno while a few are in the 

Southern region, and they include Cross River, and Ebonyi. Cultivation of rice is usually done in rainfed 

lowland fields as well as rainfed highland fields during the raining season which typically spans between May 

and August. This, however, spells some challenges for rice farmers in northern Nigeria as about 1200mm to 

1600mm of rainfall is needed for optimum growth of rice and this volume of rainfall does not occur in the 

North. In addition, there is the challenge of pest infestation and poor soil fertility as a result of increased 

pressure on land resources due to population expansion (Kamai et al., 2020). Farmers in the southern region 

of Nigeria who cultivate rice also face some challenges despite the increased volume of rainfall in the region 

when compared to the north. This is because of the general inconsistency of rainfall as in times past hence 

there is a risk of planting and not having enough rain for proper growth of seeds. These challenges and trends 

in agriculture have been captured in comprehensive datasets that are available for the 36 states in Nigeria. 

The Agricultural data available can provide valuable insights on trends and patterns that can be used in analysis 

and prediction. Using data mining techniques is one way to accomplish this. Data mining is a process in which 

large datasets are searched through in an attempt to uncover new patterns and relationships (Geetha, 2015; 

Vanitha et al., 2019) with a goal to extract knowledge from the data and convert it to a human understandable 

format. This constitutes a major preliminary step towards the application of machine learning methods to 

forecast, or take action based on the knowledge found in the data. 

The predominant technique for predicting crop yield among farmers in Nigeria mostly employs a crude method 

of estimating the yield of a particular crop based on previous yield with very little consideration given to 

possible climatic and environmental factors that may have changed after the previous yield. Data mining and 

Machine learning techniques can help increase the prediction accuracy as those factors are taken into account 

when building machine learning models for crop prediction thereby increasing the predictability and accuracy 

of the predicted yield. 

The integration of machine learning into agriculture holds promise as it can bring advantages. One major 

benefit is the ability to make predictions, which helps reduce errors that occur when relying on manual 

forecasting, enabling informed decision-making processes, and promoting further growth in the agricultural 

sector. This technological advancement has the potential to address challenges previously mentioned, such as 

bridging the gap, between rice demand and production in Nigeria.  

This research aimed at comparing and evaluating the performance of different machine learning algorithms 

for rice yield prediction in two distinct geo-climatic regions of Nigeria (Adamawa and Cross River States). 

Our specific objectives were to: 

(i) identify key features and potential discrepancies in the rice yield and climate datasets from the two 

regions through exploratory data analysis. This helped in understanding the data's characteristics and 

any potential biases. 

(ii) build and compare the performance of six machine learning models namely: Decision Trees, Random 

Forest, Support Vector Regressor, Polynomial Regressor, Multiple Linear Regression and Long 

Short-Term Memory (LSTM) which were implemented in Python using a Jupyter notebook.  
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(iii) evaluate the performance of models implemented in (ii) using standard metrics like the Coefficient 

of Determination (R²), Root Mean Square Error (RMSE), and Mean Absolute Error (MAE). This 

allowed us to compare the effectiveness of these different algorithms in predicting rice yields.  

By achieving these objectives, this research contributed valuable insights into the feasibility and effectiveness 

of machine learning teachniques for rice yield prediction in Adamawa and Cross River States of Nigeria for 

the first time. Furthermore, this study's findings lays the groundwork for a crop yield prediction system 

utilizing the best-performing machine learning model, in our case Linear Regression. This system can 

empower farmers and decision-makers to optimize resource allocation and improve agricultural planning. As 

such, increasing rice production and enhancing food security across the nation. The rest of this paper is 

organized into these sections; Section two presents a Literature Review, Section three explains the 

methodology employed in the research, section four deals with the results and discussions, and section five 

presents the conclusion, implication and future direction. 

2. REVIEW OF RELATED STUDIES 

Agricultural processes have long been carried out manually and much of it is still done that way in most 

developing countries including Nigeria. In sub-Saharan Africa, up to 65% of farming is done manually, about 

25% is done using animal traction (donkeys, bulls’ carts etc.) and about 10% is mechanized (Onwude et al., 

2018). As a result, farming is seen to be a laborious task. This notion continued until the introduction of 

mechanized farming and a widespread introduction of tractors into land processing, facilitated by the shortage 

of food, workers, and draft animals caused by the World War (Karasev, 2023). With this new development 

came the advantages of large-scale farming and an increased efficiency in food production. However, the 

introduction of modern technologies for agricultural mechanization encountered some hindrances in many 

developing countries due to factors such as compatibility with the environment, availability of resources, cost, 

government policies, adequacy, and appropriateness. Consequently, farmers in these countries have 

inadequately used available resources, resulting in low productivity and high production costs (Onwude et al., 

2018). These hindrances are not the only factors responsible for the low agricultural productivity. Challenges 

such as climate changes, urban encroachment, and a lack of qualified farmers, have brought about new 

practices for sustainable agriculture and food supply (Elbeheiry & Balog, 2022). Precision agriculture, also 

referred to as smart farming, has arisen as a cutting-edge approach to tackle these existing challenges 

threatening the sustainability of agricultural practices (Sharma et al., 2021). Sometimes shortened to digital 

agriculture, it utilizes modern information technologies, software, and smart devices to enable data-driven, 

sustainable farm management. Essentially, it employs technology-enabled tools to assist decision-making in 

agricultural operations (Pierce & Nowak, 1999; Sharma et al., 2021). This is ultimately aimed at reducing the 

cost of food production and the environmental impact of agricultural practices while maintaining an optimum 

yield and profitability. 

Precision agriculture technologies (Figure 1) can be categorized into five groups according to Pierce and 

Nowak (1999) – Geographic Information Systems (GIS), Global Positioning Systems (GPS), sensors, 

computers, and application control tools.  

Yield Prediction appears to be one of the most challenging tasks in Precision Agriculture (van Klompenburg 

et al., 2020) because there are several parameters that contribute to the optimum yield of a particular crop 

specie and these parameters vary from one species to another. As a result, many models have been proposed 

so far. Conventional approaches to predicting rice yields prior to harvest have predominantly consisted of 

statistical regression models (Mariappan & Ben Das, 2017), process-based crop simulation models grounded 

in agronomic principles like the CERES model (Ritchie et al., 1998), and traditional farmer knowledge and 

observations. 

While valuable, these traditional statistical and simulation modelling techniques face several limitations in 

accurately capturing the multitude of complex, often non-linear interactions between the diverse factors that 

influence rice yield in the real world (Khaki & Wang, 2020). Crop models are data-hungry, requiring extensive 

inputs that may not be available, and make assumptions that restrict their generalizability (Wart et al., 2013).  
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Figure 1. Precision Agriculture source: (Sharma et al., 2021) 

Traditional farmer knowledge is grounded in local experience but can lack quantitative rigor and predictive 

precision (Van Asten et al., 2009). It may also fail to holistically integrate the array of biotic and abiotic stresses 

across the crop cycle that cumulatively shape final yields.  

These limitations have motivated increasing research into leveraging machine learning techniques as an 

alternative, data-driven approach for developing more accurate and robust yield prediction models. 

van Klompenburg et al. (2020) performed a detailed review of literature based on crop yield prediction using 

Machine learning and deep learning over the span of more than a decade and their findings revealed the most 

used machine learning algorithms, the most preferred features for crop yield prediction and which evaluation 

parameters occur in literature relating crop yield prediction. The research concluded that Deep learning 

algorithms such as Convolutional Neural Networks (CNN) was widely used followed by Linear regression 

which is commonly used as a benchmark but not necessarily the best performing algorithm. They identified 

the following as the most preferred features for crop yield prediction, Temperature, soil type, rainfall, and crop 

information. And the most used evaluation parameters include R² (Coefficient of Determination), Root Mean 

Squared Error (RMSE) and Mean Absolute Error (MAE). 

Another major contributor to this research domain is Paudel et al. (2021). In their research, they developed a 

machine learning workflow that can be used for large scale prediction of crop yield. Having identified that the 

methods and data used in predicting the yield of a particular crop may not be transferable to another crop or 

location, their workflow focuses on a modular application of machine learning that ensures correctness and 

reusability and can be applied in different countries with minimal configuration changes.  

Also notable is the work of Patrio et al. (2024) who compared the performance of Random Forest Regression, 

Gradient Boosting, SVR, K-Nearest Neighbours, Regression and Decision Tree Regression in predicting rice 

yield using climatic and yield data from the Sumatra island. Their study identified Linear regression as the best 

performing model with an R2-score of 85.53%. 

In Nigeria, Iorliam et al. (2021) utilised machine learning techniques like Logistic Regression, Support Vector 

Machine, K-Nearest Neighbour, Naïve Bayes, and Decision Tree, for Okra shelf life prediction and observed 

that Support Vector Machine, Naïve Bayes, and Decision Tree excellently predicted the shelf life of Okra 

better as compared to the other machine learning techniques they used. 

Jiya et al. (2023) performed a study in Nigeria using rice yield and climatic data from Katsina state between 

1970 and 2017 in which they employed various models such as Random Forest, Artificial Neural Network, 

Random Trees, Logistic Regression, and Naïve Bayes in predicting rice yield in Katsina State and compared 
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the performance of each machine learning technique. Their result showed that, Random Forest and Random 

Trees demonstrated better performance in predicting rice yields, offering a tool for proactive measures to 

ensure food security in the region. Even though this research is closely related to ours, it focused on a different 

location (Katsina State) and most of the machine learning algorithms we utilised were different from Jiya et 

al. (2023). This research is therefore motivated by Iorliam et al. (2021) and Jiya et al. (2023) with a focus on 

predicting rice yield in Adamawa State and Cross River State of Nigeria using machine learning techniques 

(Decision Trees, Random Forest, Support Vector Regressor, Polynomial Regressor, Multiple Linear 

Regression and LSTM). 

3. METHODOLOGY 

Our methodology consists of six phases and is described below and summarized in Figure 2:  

i. Data Collection – Secondary data from NASA POWER and the National Bureau of Statistics 

database (NBS) was utilised in this study. 

ii. Data Exploration phase – This stage involved visualizing the data using charts to comprehend the 

data.  

iii. Data Preprocessing phase – This phase involved data cleaning (removing missing values/outliers) 

and getting the right features for our proposed models. 

iv. Model Development phase - The Decision Trees, Random Forest, Support Vector Regressor, 

Polynomial Regressor, Multiple Linear Regression and LSTM were implemented using appropriate 

libraries and tools in python. 

v. Model Evaluation phase – Systematically evaluating model performance using metrics like RMSE, 

MAE, R-squared based on train/test splits. 

vi. Model Optimization phase – In this phase hyperparameters were tuned to achieve the best performing 

model for rice prediction. 

This multi-phase methodology provides a rigorous framework for testing the machine learning algorithm 

models based on their ability to accurately predict rice yield from the available dataset features. 

3.1. Study Area and Data Collection 

Adamawa State is located in northeastern Nigeria within the savannah vegetation zone. It has an area of about 

36,917 km2 and an estimated population of 4.9 million (NBS, 2020; ADSPC, 2022). The tropical climate in 

the state experiences wet and dry seasons with an average annual rainfall ranging from 75 -103 mm, 

concentrated in the wet season months of May to September. Mean annual temperatures vary from 22°C to 

31°C (Adebayo, 1999; ADSPC, 2022). The vegetative landscape consists primarily of short grasses, scattered 

trees, and shrubs. Major cash crops grown in the state include maize, rice, cotton, sorghum, and sugarcane. 

Cross River State is located in the southern coastal region of Nigeria within the tropical rainforest vegetation 

zone. It covers an area of 20,156 km2 and has a population of approximately 4.2 million (NBS, 2020). The 

state has abundant rainfall exceeding 3036 mm annually, along with high relative humidity. Temperatures 

remain relatively constant throughout the year, averaging between 15°C to 30°C. The natural vegetation is 

dense rainforest rich in timber resources. Major crops grown include rice, cassava, oil palm, cocoa, rubber, 

and plantains. The Cross River basin provides favourable conditions for wetland rice cultivation. 

3.1.1. Justification for Study Area Selection 

Adamawa and Cross River states were strategically selected for this paper due to their importance for rice 

production in Nigeria combined with their distinct geo-climatic characteristics. Both states contribute a 

substantial amount to the total quantity of rice produced in Nigeria. Comparing model performance between 

these two Agro-ecological zones with different climates, soil conditions, and farming practices provides 

https://doi.org/10.54287/gujsa.1503494
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insights into the transferability of the machine learning algorithms. Any model that consistently performs well 

in both locations is likely to generalize effectively to other rice-growing regions of Nigeria. The multi-year 

timeseries data from the two states also enables training sophisticated machine learning models for yield 

forecasting particularly the deep-learning model. This paper provides a template for expanding prediction 

efforts to more rice-producing states in the future. 

 

Figure 2. Proposed Methodology workflow. 

3.1.2. Data Collection 

Annual rice yield data (tons/hectare) for the period 1997 to 2020 was collected for each state from the National 

Bureau of Statistics database. The NBS data is compiled from state-level agricultural production surveys and 

provides authoritative aggregated statistics on crop yields. 

Corresponding climatic data was obtained from the National Aeronautics and Space Agency(NASA)’s 

POWER (Prediction of Worldwide Energy Resource) project, which provides global meteorological data 

derived from satellite observations and numerical weather prediction models. Specific location coordinates 

within each state were used to retrieve POWER API data: Long. 11.41° (+2.02°), Lat. 8.02° (+2.72°) for 

Adamawa and Long. 8.39° (+0.51°), Lat. 4.99° (+1.77°) for Cross River. 
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The NASA POWER data parameters include: 

• Precipitation - Total monthly rainfall (mm) 

• Minimum temperature - Monthly minimum temps (°C) 

• Maximum temperature - Monthly maximum temps (°C) 

• Specific humidity - Monthly average specific humidity (kg/kg) 

• Photosynthetically active radiation - Monthly average downward surface shortwave flux (W/m^2) 

• Wind speed – the average wind at 2 metres above the ground (m/s) 

• Average Temperature – Monthly average temperature 

• Relative Humidity – Monthly average relative Humidity 

The NBS yield data was combined with the 18-year POWER climatic data for each state to compile the input 

dataset that was used in training machine learning models and also used in the testing too. The dataset was 

screened for any missing values and outliers. Rows with missing values were removed. 

3.2. Machine Learning Algorithms Utilised 

3.2.1. Decision Trees (Regression trees) 

A decision tree is a binary tree that separates data into pure leaf nodes, or data that belong to a single class 

(homogeneous class), repeatedly. The decision node (parent) and the leaf node(child) are the main components 

in a decision tree. Leaf nodes determine the class of a new data point, while decision nodes carry a condition 

to split data into them. For regression analysis, this process continues until each class has just one leaf. The 

information gain of a node is measured by the Variance Reduction, and the trees use this information to 

determine which decision node to select (Chauhan, 2022). We adapt the Regression decision trees approach 

presented by Veenadhari et al. (2014) for rice yield dataset as follows: 

1. For all rice datapoints, examine potential base cases. 

• Case 1: If all rice data points have the same value for the target variable, Return a leaf node with the 

predicted value as the average of the target attribute in the data. 

• Case 2: If no attributes remain, return a leaf node with the predicted value as the average of the 

target attribute in the data 

2. For each attribute a, 

• Calculate the normalized information gain for splitting the data based on a. 

3. Choose the attribute best_a with the highest normalized information gain.  

4. Create a decision node that splits the data based on the value of best_a. 

5. For each possible value v of a_best: 

• Create a child node by recursively calling BuildRegressionTree on the subset of data where best_a 

has the value v. 

• Set the child node as a branch of the current decision node. 

6. Return the root node 

3.2.2. Support Vector Regressor (SVR) 

SVR is a machine learning algorithm applied in regression analysis in a similar manner to how Support Vector 

Machines are used in Classification tasks. SVR has the capacity to carry out nonlinear multivariate regression 

with remarkable robustness and efficiency. (Cortes & Vapnik, 1995). The fundamental idea is that a linear 

relationship in a higher dimensional space can describe a complex nonlinear relationship between some 

variables. This is possible through the application of linear optimization techniques to the projection of 
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variables of interest into a high-dimensional space. The regression function evaluated, is then applied back to 

the low-dimensional phase space of the variables that were first observed (Oguntunde et al., 2018). The support 

vector regressor (Drucker et al., 1996) is given by. 

 
 

(1) 

The function 𝑓(𝑥) is estimated by: 

 
 

(2) 

where K (xi, xj) = kernel function, 

𝛼𝑖 = vector of weight of ith point (Lagrange Multiplier) 

b = constant scalar, and ϵ = error term. 

3.2.3. Polynomial Regression 

This is performed by regressing the dependent variable on the powers of the independent variable (Ostertagová, 

2012). 

 
 

(3) 

the polynomial’s degree is denoted by k and it is the order of the model. This is basically the same as having 

multiple linear regression models with X1 = X, X2 = X2 , X3 = X3 , etc 

3.2.4. Random Forest 

Random Forest Regressor is an algorithm used for regression machine learning tasks. It belongs to the 

ensemble learning family, specifically based on the Random Forest algorithm. It is constructed using multiple 

decision trees on different subsets of a given dataset, averaging their outcomes to raise the dataset's estimated 

accuracy (Mwiti, 2022). Mwiti (2022) explained that: 

• A distinct sample of rows is used to create each tree, and another sample of features is chosen for 

splitting at each node.  

• Every single tree makes a unique prediction. 

To arrive at a single result, these predictions are then averaged. 

3.2.5. Multiple Linear Regression 

Multiple Linear Regression, also known as Multilinear Regression, is a machine learning algorithm that utilizes 

statistical regression analysis in predicting the value of an output variable based on a set of input variables. It 

is an extension of Linear Regression, which is a multivariate technique. Regression analysis aims to construct 

mathematical models that describe or explain the relationships that may exist between variables (Seber & Lee, 

2003). The simplest case is Simple Linear Regression, where there is only one dependent variable and one 

independent variable. In contrast, Multiple Linear Regression involves more than one independent variable to 

predict one or more dependent variables. Machine Learning algorithms based on regression analysis are 

commonly applied in forecasting and, in some cases, to determine the causal relationship between the 

dependent and independent variables (Maulud & Abdulazeez, 2020). Forecasting in regression analysis occurs 

when an equation of the form: 

 𝑦 =  𝛽0 + 𝛽1𝑋1 + 𝛽2𝑋2 + ⋯ + 𝛽𝑝𝑋𝑝 + 𝜀 =  𝛽0 + ∑ 𝑋𝑖

𝑝

𝑖=1

. 𝛽𝑖 + 𝜀 (4) 
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Where 𝑋1, 𝑋2, 𝑋3, … , 𝑋𝑝 are the independent variables or features used to predict the dependent variables or 

target variable: 𝑦 is evaluated, where 𝜀 is an random variable that cannot be observed, and is also referred to 

as the error component, with mean 0 and variance 𝜎2 .  

The relationship described by (4) is known as a multiple linear regression model, 

𝛽0 is the intercept,  𝛽1 … 𝛽𝑝 are the slope coefficents for each independent variable and 𝜎2 > 0 is an 

unknown error variance (Pečkov, 2012). 

3.2.6. Long short-term Memory (LSTM) 

LSTM is a deep learning algorithm that is ideally used in regression analysis and works well with time series 

data. It is a variant of recurrent neural network (RNN) that has the ability to learn long-term dependencies in 

time series or sequence data and is mostly used for forecasting (Arras et al., 2019; Özdoğan-Sarıkoç et al., 

2023). This is because standard RNNs have limited memory capacity and struggle to learn dependencies 

between sequence elements that are separated by long gaps. To address this limitation, the long short-term 

memory (LSTM) network was developed as an extension of RNNs, constructed from specialized memory 

blocks or cells. These LSTM cells act as memory units, with the specific purpose of retaining information over 

extended periods. By maintaining an internal cell state, LSTMs can preserve knowledge of past context to 

better link widely spaced events and make predictions informed by long-range sequential correlations. The 

explicit memory of LSTM cells provides the ability to learn temporal dependencies that conventional RNNs 

lack (Imani, 2019). 

4. RESULTS AND DISCUSSION 

The results derived from applying the phased methodology described in the previous section on the datasets 

gotten from Adamawa and Cross river states respectively are presented in this section. 

4.1. EDA and Pre-processing 

During the Exploratory Data Analysis phase, the datasets from both states were visualized to view its properties 

and distribution. Several missing values were observed in the Cross-river dataset. These missing values were 

removed, by removing the rows containing them. 

4.1.1. Correlation Matrix between Variables 

To better understand the relationship between the features and the variable in terms of correlation and which 

features are most important for prediction, a correlation matrix for each of the states was generated as shown 

in Figure 3 and 4. 

Figure 3 shows a positive correlation between specific humidity (sp_humidity) and precipitation 

(precipitation). The coefficient of correlation between these variables is 0.72 suggesting an increase in 

sp_humidity whenever precipitation increases. 

A strong positive correlation also exists between re_humidity and sp_humidity (0.90) and with precipitation 

(0.84) suggesting multicollinearity among these variables. This means that these variables contain redundant 

information. The model might struggle to distinguish the independent effect of each on yield, leading to 

inaccurate coefficient estimates and increased variance. Hence such variables are not ideal choices as 

predictors. 

The negative correlation between temperature and yield can be helpful as it clarifies the relationship between 

temperature and yield (indirectly through precipitation). 

From Figure 4, some variables are observed to have relatively high correlations with each other, indicating 

potential multicollinearity issues. For instance, "t_max" (maximum temperature) and "av_temp" with a 

correlation of 0.72. The variables "cl_sky_par" (clear sky radiation) and all_sky_par (all sky radiation) have a 

correlation of 0.31. Other variables like "t_min" (minimum temperature), sp_humidity (specific humidity), 
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all_sky_par (all sky radiation) have low or near-zero correlations with the "yield" variable, suggesting they 

may have little predictive power for the yield. Features with high multicollinearity were omitted from the 

training and testing set during feature selection. 

 

Figure 3. Correlation Matrix for Adamawa State Data 
 

 

Figure 4. Correlation Matrix for Cross River State Data 

4.1.2. Feature Selection 

A Recursive feature elimination process was carried out to select the most relevant features that will best 

predict the target variable and the features selected were; s_pressure, t_max, av_temp, w_speed, all_sky_par, 

t_min. A similar set of features were selected when a different feature selection (F-regression) technique was 

used. The F-regression selection technique reduces the dimensionality of data by selecting a subset containing 

the most relevant features for our regression models based on their F-value scores or scores from analysis of 
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variance. The following features were selected: s_pressure, re_humidity, sp_humidity, av_temp, w_speed, 

precipitation, cl_sky_par, t_min. 

However, several iterations of the training and testing of the selected algorithms did not yield a good 

performance using the features listed above. Hence, the number of features to select was reduced to 5 (for 

RFE: n_features_to_select= 5, and k = 5 F-regression). Both feature selection techniques presented the 

following features as the most relevant: all_sky_par, re_humidity, t_max, w_speed, s_pressure. Therefore, 

these features where used in the building the models for rice yield prediction. 

4.2. Model Evaluation  

The following performance metrics were applied in evaluating the performance of the Models built using the 

machine learning algorithms mentioned in previous sections. Below is a brief description of each metric and 

its significance. 

• MSE: This stands for Mean Squared Error. It is a measure of the average squared difference between 

the predicted rice yields and the actual yields. Lower MSE indicates a better fit between predictions 

and actual values. 

• R2_Score: This is R-squared also referred to as the coefficient of determination. It is the variance 

(squared correlation) in the dependent variable (rice yield) that can be explained by the independent 

variables (features used in the model). Values closer to 1 generally indicate a better fit. 

• MAE: This stands for Mean Absolute Error. It represents the average absolute difference between 

predicted and actual rice yields. Lower MAE indicates better model performance. 

• RMSE: This stands for Root Mean Squared Error. It's the square root of the MSE and represents the 

standard deviation of the prediction errors. Lower RMSE indicates better performance. 

• MAPE: This stands for Mean Absolute Percentage Error. It represents the average absolute percentage 

difference between predicted and actual rice yields. Lower MAPE indicates better performance. 

The metrics mentioned above were used to measure the accuracy of each model’s performance in predicting 

the yield for both states and the following section contains an analysis of the results. 

4.3. Analysis of Evaluation Results 

Table 1 and 2 contains a concise summary of the values for each model’s performance capture using the metrics 

mention in the previous section. Providing insights on the accuracy of each model built during this study. 

Table 1. Results from Cross River Dataset 

 

Based on the results displayed in Table 1, Multiple Linear Regression outperforms the other models in 

predicting the yield using the Cross River state dataset, with an MSE value of 4.72e+07 which appears to be 

the lowest among the listed models. It also has a relatively high R2_Score (0.91), indicating a good fit between 

predictions and actual yields. Additionally, Multiple Linear Regression has a lower MAE (5,693.18) and 

RMSE (6,869.59) compared to other models, suggesting a good balance between underestimation and 

overestimation of rice yields. The MAPE value for Multiple Linear Regression is also relatively low (2.49%) 

showing a low average percentage deviation between the predicted and actual values. Its performance is closely 
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followed by that that of Random Forest which demonstrated a moderately high predictive accuracy with and 

MSE value of 1.274E+8, an R2-score of 0.77 and relatively low values for MAE, RMSE and MAPE. 

Table 2. Results from Adamawa Dataset 

 

From the results in Table 2 Multiple Linear Regression also demonstrated the best performance on the 

Adamawa dataset when compared with the other algorithms. It has the lowest MSE (5.78e+07), and a relatively 

high R2_Score (0.903), indicating a very good fit between predictions and actual yields. Additionally, Multiple 

Linear Regression has a lower RMSE (7,673) compared to other models, suggesting a good balance between 

underestimation and overestimation of rice yields.  

However, the MAPE and MAE value for Multiple Linear Regression seems to be slightly higher than that of 

Random Forest which has the lowest values of 5461.87 for MAE and 2.35% for MAPE, showing a low average 

percentage deviation between the predicted and actual values. Multiple Linear regression achieved the best 

performance in 3 out of the five metrics hence it is considered the best performing algorithm on the Adamawa 

dataset closely followed by Random Forest algorithm. 

5. CONCLUSION, IMPLICATION AND FUTURE DIRECTION 

This paper aimed at comparing the performance of five different machine learning algorithms in predicting 

rice yield in two distinct geo-climatic regions in Nigeria. The machine learning algorithms include Decision 

Trees, Random Forests, Multiple Linear Regression, Polynomial Regression, Support Vector Regression and 

Long Short-Term Memory (LSTM) neural networks. 

 Extensive data on rice yields, and weather pattern, were obtained. These datasets underwent preprocessing, 

cleaning, and separation into training as well as testing sets. In each of the five machine learning models, data 

for each region was trained and tested. To evaluate their predictive accuracy a complete range of model 

evaluation metrics like mean squared error, R-squared and mean absolute errors were computed. Multiple 

Linear Regression turned out to be superior to all other algorithms across both geographic regions when it 

came to yield prediction precision. It has an advantage over the other algorithms since it can capture long-

range dependencies in time-series data. The results also showed that Random forests displayed a relatively 

high predictive capacity while the remaining Models exhibited poor performances due to their inability to 

handle non-linear relationships between features and the target variable. 

As climate change continues to impact agricultural systems globally, the application of machine learning 

algorithms offers valuable insights and tools to address challenges in food production. Rice, a staple crop 

worldwide and in Nigeria, is a crucial component in tackling food insecurity and hunger crises. Timely and 

accurate prediction of rice yields across different regions of Nigeria can provide invaluable information to 

improve overall rice production and ensure food security in the country. 

This study contributes significantly to the field of agricultural machine learning by providing a comprehensive 

comparison of multiple algorithms for rice yield prediction across diverse geo-climatic regions in Nigeria. Our 

findings, particularly the superior performance of Multiple Linear Regression, offer valuable insights for 

researchers developing crop yield prediction models in similar contexts as there is still limited work in this 
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domain within nigeria. This work also underscores the importance of considering regional variations in climate 

and agricultural practices when developing predictive models. 

In terms of practical implications for rice farming in Nigeria, this work presents the following: 1. Improved 

yield forecasting: Farmers and agricultural planners can use our model to make more accurate predictions of 

rice yields, enabling better resource allocation and planning. 2. Climate adaptation: The insights into the 

relationship between climatic variables and rice yields can help farmers adapt their practices to changing 

climate conditions in their respective regions. 3. Policy support: Government agencies can use these models 

to inform agricultural policies and support programs tailored to different regions. 

In the future, we propose the development of a Rice Yield Prediction Support System (RYPSS) based on our 

best-performing Multiple Linear Regression model as its backend. This system could include: 1. A user-

friendly mobile application that allows farmers to input local weather data and receive yield predictions. 2. 

Integration with weather APIs to automatically fetch relevant climatic data for the farmer's location. 3. 

Customizable features that allow farmers to adjust inputs based on their specific farming practices. 4. Regular 

updates to the underlying model as more data becomes available, ensuring continued accuracy. 5. An interface 

that allows farmers to enter current yield data that will be stored in a database that is accessible by government 

parastatals like the Ministry of Agriculture which will in turn facilitate informed decision-making at the 

government level.  

Furthermore, we propose the following directions for future work: 1. Expand the study to include more regions 

in Nigeria, capturing a wider range of geo-climatic conditions. 2. Incorporate additional variables such as soil 

quality, fertilizer use, and pest incidence to enhance model accuracy. 3. Explore the integration of remote 

sensing data to improve yield predictions over larger areas. 4. Investigate other advanced machine learning 

techniques, such as ensemble methods or deep learning models, to further improve the predictive accuracy. 5. 

Establish robust and comprehensive agricultural databases to enable more advanced analyses and facilitating 

the development of even more sophisticated predictive models. 

Sustained efforts in data gathering, coupled with ongoing research in machine learning techniques tailored for 

agricultural applications, will not only enhance our understanding of the complex interplay between various 

factors influencing crop yields but also empower stakeholders with actionable insights to make informed 

decisions and implement effective strategies for sustainable and resilient food production systems.  
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