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Abstract 

 

Alzheimer's Disease (AD) is a cognitive disease. In individuals with disease, increased brain cell loss is 

observed over time. This situation leads to deficiencies in memory and thinking ability over time. As a 

result, significant impairments occur in individuals ability to perform primary function. According to 

research results, the rate of thos disease doubles every five years among people aged between 65 and 85. 

The causes of AD are unknown and nowadays not definite cure. Early diagnosis of the disease in clinical 

cure as it has the potential to slow or stop progression. This study aimed to make a prediction based on 

Magnetic Resonance (MR) images. Images in the standard Alzheimer dataset obtained from the open access 

database Kaagle were enhanced by applying Gaussian and Median filters. Siamese Neural Network (SNN) 

categorizes disease stages by learning the similarity between these images.  Two categories of images were 

used from the dataset: Very Mild Dementia (VMD) and Non-Dementia (ND).  According yok this proposed 

study, the training accuracy was %99.62 and the validation accuracy %97.67. 

 

Keywords: Siamese Neural Network, Machine Learning, Alzheimer Disease, Magnetic Resonance 

Imaging 

 

 

1. Introduction 

  

Alzheimer's disease is a neurodegenerative cognitive 

disorder [1]. Among people with AD, the continuous 

death of brain cells causes damage to memory and 

thinking functions, leaving the person unable to carry out 

even daily activities [2]. AD has a prevalence of 3-11% 

in people over the age of 65 and 20-47% over the age of 

85. Studies in different regions of the world have shown 

that the incidence of people with AD doubles every five 

years [3]. 

 

Alzheimer's is generally divided four parts. These are 

Mild Cognitive Impairment (MCI), Mild Dementia, 

Moderate Dementia and Severe Dementia. MCI, as in 

this stage many people may experience memory loss due 

to age. This does not mean that every older person has 

MCI, but it can lead to dementia in others. Mild dementia 

(MID) is a condition seen in people who have cognitive 

impairments during the day, sometimes affecting their 

daily lives. In this phase of the disease,  

 

loss of memory, people' s personal behaivor status 

disorder manifests itself as the inability continue daily 

life or difficulty in doing so. In moderate dementia, it 

becomes noticeably more complex for people to carry out 

daily activities. The symptoms are mild but equivalent to 

high-level dementia. Individuals may become suspicious 

or angry for irrational reasons. Sleep problems are also 

likely to occur. In the severe phase of dementia, 

symptoms can be worse. Individuals may lose their 

ability to communicate and need care. People in this stage 

may have loss of control on bladder and unable to 

perform simple activities such as holding their own head 

in a normal posture or sitting in a chair [4]. 

 

Clinically, the cause of AD remains unclear and there is 

currently no treatment for the disease [5]. Diagnosing AD 

at an early state may provide an opportunity to slow or 

halt progression. Early prediction and diagnosis of AD is 

therefore significant in clinical treatment [6]. Research 

has revealed that there are different biomarkers in 

patients' brains that help early diagnosis of AD [7]. These 

changes in the brain are used to diagnose AD in clinical 
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settings by magnetic resonance imaging (MRI) and 

positron emission tomography (PET)[8].   

 

With MR imaging, structural and functional information 

of the brain can be obtained by utilising the tissue 

contrast of the images. PET imaging can provide 

metabolic and molecular information of the brain [9]. 

Additionally, with these methods, AD is diagnosed 

qualitatively, but also the sensitivity of the threshold can 

be measured, which can be identified at different stages 

of the disease [10]. 

 

Machine learning and deep learning methods serve as 

robust instruments for creating predictive models based 

on MRI [11]. There are similar works in the literature for 

the predictive diagnosis and diagnostic problem. Lu and 

others [12] suggested new multimodal deep neural 

network. The model achieved 82.4% accuracy in 

predicting MCI and detected that these patients 

developed Alzheimer's in the following three years. 

Gupta et al [13] suggested a diagnostic model for AD 

classification based on the Alzheimer's Disease 

Neuroimaging Initiative (ADNI) and National 

Questionnaire Scale dataset. By combining features from 

various parts of the brain in MRI data, this method 

classified people with AD with a success rate of 96.42% 

compared to Healthy Control (HC). Ahmed and others 

[14] suggested an ensemble Convolutional Neural 

Network (CNN) model. The study was designed to 

automate AD classification using sMRI. It adopted a 

patch-based approach specifically targeting the left and 

right hippocampus areas. In experiments on ADNI 

and  the National Research Center for Dementia (NRCD) 

databases, accuracy rates of 85.55% and 90.05% were 

obtained, respectively. Nawaz et al [15] proposed the use 

of a trained AlexNet model for Alzheimer's detection. 

The model leveraging deep features attained a 

classification with a success rate of 99.21%. Shi and 

others [16] suggested deep polynomial network. This 

study achieved 55.34% success for AD. Liu and others 

[17] suggested deep SNNs to detect brain asymmetries 

related to AD and MCI. The dataset obtained from the 

ADNI database was used. In this study, the accuracy rate 

for MCI and AD classification is 92.72%. %. Xiaowang 

Bi and others [18] proposed deep metric learning and 

CNN for Alzheimer's disease-healthy control (AD-HC), 

healty control- Mild Cognitive Impairment (HC-MCI) 

binary classification. They used MRI in the ADNI 

database and obtained 65% accuracy for MCI-HC 

classification and 83% accuracy for AD-HC 

classification. 

 

This paper proposes SNNs, a machine learning method 

for identification of early stage AD utilizing MR images. 

This study, a binary classification was made between 

people with very mild dementia, an early stage of AD, 

and people without dementia. Segmented 2-dimensional 

(2D) MRI were used and Median and Gaussian filters 

were applied. Multilayer CNN was built to augment the 

SNN. The results were evaluated with Accuracy (Acc), 

Sensitivity (Sens), and Specificity (Spec) success 

evaluation metrics and the results are explained in 

Section 4. 

 

2. Materials and Methods 

 

This part explains the material and methodology used to 

process and classify MRI datasets. Figure 1 represent 

processing steps of the proposed model. In this model, 

the dataset is acquired and preprocessed. Gaussian and 

Median filters are used in the preprocessing step. Then 

the dataset is trained and classified with SNNs. 

 

 
Figure 1. Stages of the study. 

 

2.1. MRI Alzheimer’s Dataset 

 

The AD dataset was acquired by Kaggle. The dataset 

contains a total of 6400 MR images belonging to four 

classes: MID, Moderate Dementia (MOD), ND and  

VMD. The original size of the images in the dataset is 

176 × 208. 

 

In this study, 700 VMD samples and 700 ND samples 

were randomly selected and used. Figure 2 below shows 

some images resized to 176 x 176. 

 

 
 

Figure 2. (a) Mild Demented, (b) Moderate Demented, 

(c) Non Demented, (d) Very Mild Demented 

 

2.2. Data Preprocessing 

 

In this study, Gaussian and Median filters were used to 

enhance MR images. 

 

2.2.1. Gaussian Filter   

 

Gaussian filter was applied to the images. This linear 

filter assigns weighted values to each element, 

determined by the Gaussian function's shape. The filter is 

usually very effective in eliminating leakage noise [19]. 

Using Equation (1), the value of each member of the 
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Gaussian filter can be calculated or determined. In this 

equation, 𝜎 represents the standard deviation of the 

Gaussian Kernel and c represents the normalization 

constant. 

ℎ(𝑥, 𝑦) =
1

𝑐
𝑒

𝑥2+𝑦2

2𝜎2                                                        (1) 

 

2.2.1. Median Filter 

 

Median filtering is an image processing method used to 

enhance images. This nonlinear method preserves helpful 

information in the image [20]. The preservation of 

helpful information is achieved by converting the 

original pixel gray value of an image into the average 

gray value of the pixels in a given neighbourhood. The 

numerical formula for the median filtered K(u,v) image 

for the J(x,y) image is shown in Equation (2),    

 

𝐽(𝑥, 𝑦) =  {𝐾(𝑢, 𝑣)}(𝑢,𝑣∈𝑅𝑥𝑦)
𝑚𝑒𝑑𝑖𝑎𝑛                                        (2) 

 

2.3. Siamese Neural Network 

 

Siamese Neural Network was proposed to solution 

signature authentication challenge [21]. The objective is 

verifying that the signatures belong to the person 

concerned. SNN is trained based on similarity 

discrimination between two input images. Figure 3 

expresses the way this model works. The similarity of the 

images is determined by associating input images based 

on weight parameters shared across the neural networks. 

In cases where the weight parameters extracted on two 

images give approximately analogous results, the images 

are decided to be identical.  

 

Figure 3. Working principle of SNN. 

 

In the SNN model, a threshold value is utilised for this 

purpose and the gap between the output produced by the 

two neural networks is calculated. If this diff is less than 

the threshold, the output indicates that the images are 

analogous or identical; otherwise, the model produces an 

output indicating that the results are different [22]. 

 

Each pixel in the image has a numerical value. The 

distance between the pixels is usually calculated using 

the Euclidean distance given in Equation (3). Here, the 

variable 𝑈 symbolises the interval, and the variables 𝑥 

and 𝑦 symbolise the two vectors generated within the 

neural networks. 

 

𝑈 =  √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1

2
                                                (3) 

 

 
Figure 4. CNN architecture. 

 

2.3.1. Contrastive Loss Function 

 

The comparative loss function computes the loss for 

every pair of placements, aiming for reduced distances 

between similar pairs and increased distances between 

dissimilar pairs. The comparative loss is calculated by the 

formula given by Equation (4), 

 

𝐿 = (1 − 𝑦) ∗ 𝐷2 + 𝑦 ∗ max (0, 𝑚 − 𝐷)2                  (4) 

 

where: 

L: Comparative loss for the pair. 

D: Distance or difference between embeddings. 

y: Label indicating whether the pair is similar or 

dissimilar (0 for similar, 1 for dissimilar). 

m: Margin parameter defining the dissimilarity threshold. 

 

2.4. Evaluation Index 

 

The study's performance was assessed using the Acc, 

Sens, and Spec metrics. 

 

In the equations below, letters are given according to the 

situations of the people. A refers to patients with a correct 

diagnosis. B, C and D refer to healthy individuals who 

have been correctly diagnosed; healthy individuals who 

were misdiagnosed; sick individuals who have been 

misdiagnosed, respectively. 

 

Acc is calculated by Equation (5) and expresses the ratio 

of the number of people that can be properly predicted 

and categorized. 

 

𝐴𝑐𝑐 =  
𝐴+𝐵

𝐴+𝐵+𝐶+𝐷
                                                          (5) 

 

The term Sens denotes the proportion of correctly 

identified patients in the overall number of patients and 

is calculated by Equation (6). 

 

𝑆𝑒𝑛𝑠 =
𝐴

𝐴+𝐷
                                                                  (6) 

The term Spec denotes the proportion of correctly 

identified healthy individuals relative to the total number 

of individuals without any health issues, computed as 

outlined in Equation (7). 
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𝑆𝑝𝑒𝑐 =
𝐵

𝐵+𝐶
                                                                 (7) 

 

Precision, recall and F1-score are the criteria that analyse 

the performance of the classification models. These 

measures are formulated with reference to the confusion 

matrix in Table 1. 

Table 1. Cofusion matrix 

 

 PREDICTED 

A
C

T
U

A
L

 

True Posivites (TP) False Negatives 

(FN) 

False Posivites (FP) True Negatives 

(TN) 

 

The areas where the model makes correct predictions are 

expressed as True Positive and True Negative, while the 

areas where the model makes incorrect predictions are 

False Positive and False Negative. 

 

Precision indicates the accuracy of Positive class 

predictions, calculated as the ratio of True Positives to all 

Positive predictions. 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                      (8) 

 

Recall (Rec) is a metric that shows how much of what is 

expected to be positively predicted is positively 

predicted. 

 

𝑅𝑒𝑐 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                (9) 

 

The F1 Score represents the harmonic mean of Precision 

and Recall. 

 

𝐹1 = 2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛∗𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
                                             (10) 

 

3. Training and Evaluation 

 

In this study, Very Mild Demented and Non Demented 

MR images were taken as two different inputs and used 

for comparison. The images were preprocessed before 

being trained with the neural network. The images were 

resized as 176 x 176. Then Gaussian and Median filters 

were applied to improve the images. 

 

To obtain a successful model in machine learning, the 

parameters must be estimated correctly. In order to 

accomplish this, the dataset is segmented into a training 

set and a validation set. Training set is the set in which 

the model is taught what is desired to be taught, while the 

validation set is the set utilized to measure how well the 

model has learned what has been taught [22]. Here the 

dataset is divided 80% training data and 20% validation 

data. 

 

Within framework of the SNN used in differentiating the 

stages of AD, positive and negative image pairs were 

generated for similarity learning. For this pair generation 

step, two different images are selected; if the images 

belong to the same class, they are considered as positive 

pairs, and if they belong to different classes, they are 

considered as negative pairs. The features of the images 

are then extracted with CNN. The evaluation of the 

similarity relationship among images is conducted 

through the utilization of the Euclidean distance metric. 

Error estimation of the relationship is calculated with 

Contrastive loss function. 

 

The structure of the CNN model consists of 8 

convolution layers, 5 pooling layers, 3 fully dependent 

layers, 1 dropout layer and 2 normalization layers. 

Rectified Linear Unit (ReLU) is used as the activation 

function. In the CNN model of this study, average 

pooling was used as the pooling layer. 

 

4. Results  

 

Python programming language was utilized to create the 

model. The experiments were conducted using 

TensorFlow and Keras libraries in Google Colab Pro 

(Google) environment, a cloud service for deep learning 

research. The proposed model was tested using 32GB 

RAM and Tensor Processing Unit (TPU) speed. 

 

The model was trained with 50 epoch parameters, 16 

batch sizes and a learning rate of 0.0001. Training was 

performed on 700 very mild dementia samples and 700 

non-dementia samples randomly selected from the 

dataset. Adaptive moment (Adam) was used as the 

optimization method.  

 

Figure 5 shows the values obtained during the training 

for the model. Figure 5 (a) graphs the values obtained 

from training and validation data. Figure 5 (b) shows the 

accuracy and 5 (c) shows the sensitivity/specificity 

graphs. When the accuracy graph is analyzed; the fact 

that the performances of the training and validation sets 

have similar increases shows that the model does not face 

the issue of overlearning. The training accuracy of the 

model was 99.62% and the validation accuracy was 

97.67%. Table 2 indicate other outcome of the model. 

 

 

 

 

 

 

 

 

 

           (1) 
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        (2) 

 
 

(3) 

 
Figure 5. Training process (a) loss, (b) accuracy, (c) 

sensitivity/specificity of SNN model. 

 

Table 2. AD diagnosis results 

 

In order to compare the outputs of the study, a confusion 

matrix was created, shown in Figure 6. The performance 

of the model on the dataset is depicted by the confusion 

matrix. This matrix was created based on test data of two 

different categories. When the confusion matrix is 

analyzed, 554 data belonging to the Very Mild Demented 

class were true classified, while 6 data were mistake 

predicted. In addition, while 540 images in the Non 

Demented class were correctly predicted, 20 images were 

incorrectly predicted. 

 

 

 
Figure 6. Confusion matrix of the model. 

 

Table 3 shows the model's precision results, recall values 

and F1 score values calculated according to the confusion 

matrix. 

 

Table 3. Performance indices of individual class. 

 

 

5. Discussion 

 

In the Discussion section, we evaluate different 

classification methods used for the early diagnosis of 

AD. As mentioned in the introduction, there are many 

studies in the literature that perform MRI classification 

for AD using different methods.  Table 4 presents the 

classification studies in the literature for AD diagnosis 

together with the corresponding Acc scores obtained 

from the datasets, facilitating direct comparison. 

 

 

 

Metrics 
Acc 

(%) 

Loss 

(%) 

Sens 

(%) 

Spec 

(%) 

Train Data 99.62 0.89 99.61 99.8 

Validation 

Data 
97.67 0.23 96.42 98.92 

Diseases Precision Recall F1- score 

Very Mild 

Demented 
0.97 0.99 0.98 

Non-Demented 0.99 0.96 0.98 
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Table 4. The performance of this study and other 

studies in the literature for the diagnosis of the disease 

Ref Dataset Modality Acc(%) 

Binary 

Classification 

of 

Alzheimer's 

Disease Using 

Siamese 

Network for 

Early Stage 

Diagnosis 

(this study) 

Kaggle 

(2 class / 

VMD-ND) 

MRI 97.67 

Ahmed and 

others [14] 

ADNI and 

GARD 

(2 class / 

AD-HC) 

sMRI 94.03 

Liu and others 

[17] 

ADNI 

(2 class / 

MCI-AD) 

MRI 92.72 

Bi and others 

[18] 

ADNI 

(2 class / 

MCI-HC) 

MRI 65 

*Acc: Accuracy, AD: Alzheimer's Disease, ADNI: Alzheimer's Disease 

Neuroimaging Initiative HC: Health Care, GARD: Gwangju 

Alzheimer’s and Related Dementia , MCI: Mild Cognitive Impairment, 

MRI: Magnetic Resonance Imaging, ND: Non Dementia sMRI: 
Structural Magnetic Resonance  VMD:Very Mild Dementia 

 

The ensemble-based classifier method [14] trained the 

model on the ADNI dataset and performed validation on 

the GARD dataset. The method achieved 94.03% 

accuracy in AD-HC classification. The Siamese network 

method [17] used the ADNI dataset and obtained 92.72% 

accuracy on MCI-AD and MRI images. The deep metric 

learning method [18] provided 65% accuracy on MCI-

HC MR images in the ADNI dataset. This study achieved 

97.67% accuracy when run on the Kaggle dataset. In line 

with these results, it is proved that the proposed work 

gives better results. 

 

6. Conclusion 

 

Alzheimer is an irremediable disease that impact the aged 

individuals and profoundly impacts their lives. It's 

important to diagnose the disease early to effectively 

control it. Machine learning enables the creation of 

models to predict disease with MR images. Promising 

results are obtained for use in clinical treatment. 

 

In this study, SNN is proposed for early detection of AD. 

In the literature, SNN model has been used for AD 

classification, for example, in Siamese network [17] and 

Deep Metric Learning [18], the features of images were 

extracted using CNN and the similarity between the 

images was evaluated by Euclidean distance. The 

proposed work differs in terms of the complexity of the 

data set and the CNN model. At the same time, the MR 

images used in this study are 2D segmented images 

enhanced by image processing. Compared to the other 

studies in the literature, the proposed work has proven to 

provide better results. 

 

The model proposed in this study and tested using Kaggle 

data for the sorting of disease phases achieved an 

accuracy of 97.67%. According to the obtained results, 

the suggested model was found to be suitable for the 

binary classification problem. 

 

In the future, it is believed that the success of the study 

can be increased if the dataset is enlarged, image 

processing algorithms are developed and hybrid with 

specialized CNN models are used. 
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