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Oz

Giintimiizde enerji kullaniminda verimlilik hem maliyetlerin yiikselmesi hem de gevresel kirliligin 6nlenmesi agisindan
¢ok dnemli bir konumda bulunmaktadir. Enerji kullaniminin 6nemli bir kismu binalarda gergeklestigi i¢in binalarda enerji
verimliligi ayrica bir ¢aligma konusu olmus, yesil bina gibi kavramlarla birlikte binalar i¢in enerji siniflart
olusturulmustur. Bu enerji siniflart olusturulurken dikkate alinan enerji tiikketim tiirlerinden iki ¢esidi; 1sitma yiikii ve
sogutma yiikiidiir. Binalarda aydinlanma ve havalandirma amagli enerji tiiketimine kiyasla, 1sitma ve sogutma yiikleri
enerji tiiketimi acisindan daha fazla goze carpmaktadir. Bu caligmada 1sitma ve sogutma yiikleri iizerinden binalarda
enerji kullanim tahminleri makine 6grenmesi yontemleriyle gergeklestirilmis, 6ncesinde yapilan kiimeleme analizi ile
tahminleme performansinin iyilestirilmesi saglanmaya calisilmistir. Analizler sirasinda SPSS programi ve Python
programlama dili kullanilmistir.

Anahtar Kelimeler: Kiimeleme, Tahminleme, Enerji verimliligi, Makine 6grenmesi.

A Machine Learning Based Hybrid Clustering and Prediction Approach to
Energy Efficiency in Buildings

Abstract

Efficiency in energy usage has become increasingly important in today's World due to the rising costs and the need to
prevent environmental pollution. As buildings are responsible for a major portion of energy consumption, energy
efficiency in buildings has gained significant attention, which has led to the creation of energy classifications, including
the concepts as green buildings. These classifications are based on two types of energy consumptions: heating load and
cooling load, which are more significant than lighting and ventilation. This study utilized machine learning methods to
predict energy usage in buildings by analyzing heating and cooling loads. Prior cluster analysis was performed to enhance
the prediction performance. The study employed SPSS and Python programs for the analysis.

Keywords: Clustering, Prediction, Energy efficiency, Machine learning.
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1. Giris

Gliniimiiz diinyasinda tiiketilen enerjinin biiyiik bir bolimii hala fosil yakitlardan elde
edilmektedir. Bu durumun sebep oldugu ¢evresel kirlilik sebebiyle ve kaynaklarin etkin kullanimi
geregince gliniimiizde enerji verimliligi kavrami hem ulusal hem de uluslararasi mecralarda iizerinde
oldukea calisilan bir konu haline gelmistir.

Ulkemizde Enerji ve Tabii Kaynaklar Bakanliginin yaptig1 tanima gére enerji verimliligi,
binalarda yasam standardi ve hizmet kalitesinin, endiistriyel isletmelerde ise liretim kalitesi ve
miktarmin diisiisiine yol agmadan, birim veya iiriin miktar1 bagina enerji tilketiminin azaltilmasi
olarak tanimlanmistir (Enerji Verimliligi - T.C. Enerji ve Tabii Kaynaklar Bakanligy, t.y.). Calisma
ve Sosyal Giivenlik bakanliginin 2019 yilina kadar paylastig1 elektrik enerjisinin sektdrlere gore
kullanim verileri sekil 1’de goriilmektedir. Bu verilere gore 2019 yilinda Tiirkiye’de, elektrik enerjisi
tiikketiminde en fazla pay1 sanayi sektorii (45%) ve hizmet sektorii (29%) almis, bunlar1 meskenler
(22%) ile tarim ve diger sektdrler (4%) takip etmistir T.C. Cevre, Sehircilik ve Iklim Degisikligi
Bakanligy, t.y.).

Sektorel Bazda Elektrik Tuketimi

= Sanayi Sektorii = Hizmet Sektori Meskenler Tarim vd.

Sekil 1. Sektorel Bazda Elektrik Tiiketimi Dagilim Grafigi

Bu kapsamda binalarda enerji verimliligi, yesil binalar ve ¢evre dostu binalar kavramlari giin
gectikce literatiirde daha genis yer bulmaya baglamistir (Dogan & Se¢me, 2018; Erdede vd., 2014;
Giizelkokar, 2019). Bu kavramlarin bulustugu ortak nokta enerjinin yapilarda etkin kullanimi yani
verimlilik odakli olmasidir. Cevre ve Sehircilik Bakanliginin hazirlamis oldugu Binalarda Enerji
Performans Yonetmeligi (BEP)’ne gore ¢evreyi koruma ve etkin enerji kullanimi hedefleri

dogrultusunda, bina enerji performansini iyilestirmeye yonelik mimari tasarimlar, 1s1 yalitim esaslar1
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ve sizdirmazlik, havalandirma ve iklimlendirmenin tasarimlar1 gibi konularin yaninda i1sitma ve
sogutma sistemleri tasarimi1 ve uygulama esaslar1 konusunda birgok noktaya deginilmis ve
yonlendirmeler yapilmistir(Binalarda Enerji Performans1 Y onetmeligi, t.y.).

“5627 Sayili Enerji Verimliligi Kanunu” ve bu kanun dogrultusunda cikartilan BEP
Yonetmeligi’ne gore, enerji kaynaklarinin verimli kullanilmasini, enerji israfinin dnlenmesini ve
cevrenin korunmasini saglamak i¢in, asgari olarak binanin enerji ihtiyact ve enerji tiikketim
smiflandirmasi, yalitim 6zellikleri ve 1sitma ve/veya sogutma sistemlerinin verimi ile ilgili bilgileri

iceren belge, enerji kimlik belgesidir (Binalarda Enerji Performansi1 Y 6netmeligi, t.y.).

Sekil 2. Enerji Kimlik Belgesi(Stikiir, t.y.)

Sekil 2’de goriilen enerji kimlik belgesine goére her enerji tiiketim performansi ayri
smiflandirilir. Yani bir binanin 1sitma yiikii ve sogutma yiikii enerji smiflar1 birbirinden farkl
olabilmektedir. Isitma enerji yiikii performansi A smifi olan bir binanin sogutma enerji yiikii veya
aydinlatma enerji ylikli performansi B sinifi olabilir.

Sertifikalandirma 6ncesinde ve genel anlamda enerji planlamasi yapilabilmesi i¢in binalarda
enerji tiikketimlerinin Onceden goriilebilmesi oldukca &nemlidir. Ozellikle binalarin tasarim
asamasinda fiziksel 6zelliklerinin enerji verimliligine uygun olarak tasarlanmasi, sonradan yapilacak
caligmalara oranla daha etkili olmaktadir. Bu anlamda enerji performans tahmini ve enerji tiiketim
tahmini ¢alismalar1 oldukca 6nemli olup literatiirde sik¢a karsimiza ¢ikmaktadir (Abbasimehr vd.,
2023; Khan & Osinska, 2023; Tsanas & Xifara, 2012). Bu ¢aligmada binalarda enerji performansi
Olclimii i¢in binalarin 1sitma ve sogutma yiikleri ele alinmistir. Binalarin fiziksel 6zellikleri giris verisi
olarak kullanilip 1sitma ve sogutma yikleri iizerinden enerji performansi tahminlenmistir.
Tahminleme asamasinda birbirinden farkli modeller kullanilarak tahmin performansi en iyilenmeye

calisilmis, tahminleme Oncesi ise kiimeleme analizine yer verilmistir. Kiimeleme islemi sirasinda 3
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farkli algoritma kullanilmis ve en iyi performansi gosteren algoritmanin kiimeleme sonuglariyla
analizlere devam edilmistir.

Kullanilan kiimeleme yontemleri literatiirde siklikla kullanilan ve karsilastirilan K-ortalamalar,
hiyerarsik kiimeleme(aglomeratif) ve Giiriiltii Iceren Uygulamalar igin Yogunluk Tabanli Mekansal
Kiimeleme (DBSCAN) algoritmalaridir.(L. K. Cheng vd., 2019; Dong vd., 2019; Garikapati vd.,
2021; Guo vd., 2024; Jahan & Sanam, 2024; Zurini, 2013)

Veriler hem kiimelenerek hem de kiimeleme yapilmadan tahminleme islemine tabi tutularak
kiimeleme analizinin verilerde olusturdugu homojenligin tahmin performansina etkisi analiz edilmis,
ayni zamanda birbirinden farkli 7 makine Ogrenmesi algoritmasmin performansi birbiriyle
kiyaslanmistir. Analizler sayisal veriler lizerinden gerceklestirilmis olup, elde edilen sonuglar

degerlendirilmistir.

2. Tlgili Cahsmalar

Literatiirde binalarda enerji tilketim performansi tahminleri, regresyon modelleri ve enerji
siniflarinin tahminlenmesi seklinde ele alinmistir. Bu konuda yapilan ¢alismalarin 6zeti bu boliimde
sunulacaktir.

Ekici ve Aksoy, binalarda 1sitma ve sogutma yiiklerinin tahmininde uyarlamali ag tabanh
bulanik ¢ikarim sistemi (ANFIS) yontemini uygulamis ve tahmin performansinin yiiksekligini
belirterek yontemi alternatif tahmin yontemi olarak onermislerdir (Bektas Ekici & Aksoy, 2011).
Tsanas ve Xifara binalarda 1sitma ve sogutma yiiklerinin tahminini lineer regresyon(LR) ve rastgele
orman(RO) yontemleriyle gerceklestirmis, istatistiksel olarak da yorumlamiglardir (Tsanas & Xifara,
2012). Aqglan vd. binalarda enerji verimliligini etkileyen faktorlere dikkat ¢ekmek istemis, yontem
olarak yapay sinir aglar1 (YSA) ve K-ortalamalar algoritmalarini kullanmislardi(Aqlan vd., 2014).
Cheng ve Cao binalarin enerji performansini tahmin etmek i¢in evrimsel ¢ok degiskenli uyarlamali
regresyon egrilerinin kullanilmasini 6nermislerdir (M.-Y. Cheng & Cao, 2014). Chou ve Bui
binalarda enerji verimliligi verileri lizerinden destek vektor regresyonu (DVR), YSA, siniflandirma
ve regresyon agaci, ki-kare otomatik etkilesim detektorii, genel dogrusal regresyon ve topluluk
c¢ikarim modeli dahil olmak {izere cesitli veri madenciligi teknikleri kullanarak tahmin
performanslarini kiyaslamiglardir (Chou & Bui, 2014). Sonmez vd. yapay ar1 kolonisi tabanli k-en
yakin komsu(KEK), genetik algoritma tabanli KEK, uyarlanabilir yapay genetik algoritma ve
uyarlanabilir YSA iceren yapay ari kolonisi algoritmasi kullanmis ve klasik YSA ve KEK
algoritmalarima gore daha iyi sonuglar elde etmislerdir (Sonmez vd., 2015). Duarte vd. karar
agaci(KA), ¢ok katmanl algilayicilar (CKA), RO, DVR yontemleriyle binalarda enerji tiiketimi

tahminlemesi yapmislardir (Duarte vd., t.y.)Naji vd. 2016 binalarin enerji tiikketimini tahminlemek
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icin ekstrem 6grenme makinesi metodunu kullanmiglardir, sonuglar1 genetik algoritma ve yapay sinir
aglarina gore daha iyi bulmuslardir(Naji, Keivani, vd., 2016). Naji vd. binalarda enerji verimliligi
Olctimii icin ANFIS kullanmiglardir (Naji, Shamshirband, vd., 2016). Yang vd. genetik algoritma ve
YSA metotlarin1 hibrit olarak kullanmis ve sadece YSA algoritmasinin kullanildigi ¢alismanin
sonuglaria gore daha diisiik hata orani elde etmislerdir(Yang vd., 2016). Sholahudin vd. binalarda
1s1tma ve sogutma yiikleri iizerinden YSA ile tahmin islemi yapmis ve elde edilen degerleri etkileyen
degiskenleri irdelemislerdir (Sholahudin vd., 2016). Nilashi vd. kiimeleme ve temel bilesenler
analiziyle birlikte ANFIS kullanarak binalarda enerji performans tahmini yapmis, sonuglarin etkili
oldugunu belirtmislerdir (Nilashi vd., 2017). Al-Rakhami vd. 1sitma ve sogutma yiikii tahmini igin
extra gradyan artirma (XGA) algoritmasi ile topluluk 6grenmesi yontemini kullanmislardir (Al-
Rakhami vd., 2019). Peker vd. binalarda 1sitma ve sogutma ytiklerinin tahmininde KEK, RO, LR ve
DVR algoritmalarmi kullanmistir. Bu algoritmalardan RO algoritmasiyla en iyi sonucu elde etmistir
(Peker vd., 2017). Yiicel ve Namli ¢aligmalarinda 127 binaya ait verilerle iki model olusturmus,
1sitma smifi modelinde ¢ok katmanli YSA, Bayes simiflandirici, KEK smiflandiricist ve C4.5
algoritmasi kullanmis; sogutma sinifinda ise yalnizca YSA modeli enerji siniflandirmasi yapmislardir
(Namli & Yiicel, 2018). Kavaklioglu konutlarin 1sitma ve sogutma yiiklerini modellemek i¢in en
kiigiik kareler yontemi ve kismi en kiiciik kareler yontemini kullanmistir (Kavaklioglu, 2018). Roy
vd. ¢cok degiskenli uyarlanabilir regresyon, ekstrem 6 §renme makinesi ve iki yontemin hibrit modelini
kullanarak performanslarini klasik yontemlerle kiyaslamislardir (Sekhar Roy vd., 2018). Kumar vd.
ekstrem Ogrenme makinesinin varyantlarin1 igeren bir topluluk modeliyle binalarda enerji
performansi tahmini yapmuglardir ve tatmin edici sonuglar elde etmislerdir (Kumar vd., 2018). Susac
vd. tarafindan 3659 bina iizerinden 6nce ki-kare testi ile enerji verimliligi acisindan en 6nemli ii¢
ozellik ¢ikarilmis ve sonrasinda bu 6zellikler iizerinden kiimeleme yapilmistir. Ardindan YSA ile
hem kiime bazinda hem total veride enerji performanslar1 tahminlenmis ve kiimeleme analizinin
tahmin performansina etkisi incelenmistir (Zeki¢-Susac vd., 2018). Giimiis¢li vd. ¢aligmalarinda
binalarda 1sitma ve sogutma yiikleri esik degerler belirlenerek siniflara atanmis ve KEK, DVR ve KA
algoritmalar1 kullanarak bu algoritmalarin performanslari kiyaslamistir(Glimiisgii vd., 2018). Khalil
vd. binalarin 1sitma ve sogutma ylkleri ilizerinden YSA yoOntemiyle bir tahmin g¢aligmasi
gerceklestirmis ve tahmin performansint %99,6 olarak 6lemiistiir (Khalil vd., 2019). Roy vd.
binalarda 1sitma ve sogutma yiikii tahmini i¢in derin sinir aglarin1 kullanmislar, sonuglar1 gradyan
artirma(GA) ile karsilastirmiglardir (Roy vd., 2020). Seyedzadeh makalesinde binalarda enerji
yiiklerini DVM, YSA, RO, gradyan artirilmis regresyon agaclari, XGA ve Gauss siiregleri
algoritmalarmi1 kullanarak tahminlemis ve sonuglarmi kiyaslamistir (Seyedzadeh vd., 2019).
Moradzadeh vd. binalarda 1sitma ve sogutma enerji yliklerinin tahmin edilmesi i¢in YSA ve DVM

yontemlerini uygulamis ve bu yontemlerin etkinligini géstermislerdir (Moradzadeh vd., 2020). Dilber
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ve Ozdemir binalarda 1sitma ve sogutma yiikleri tahmini i¢in dogrusal regresyon, KEK, DVR, KA,
RO, ug gradyan artirma (UGA) ve YSA algoritmalarimi kiyaslamis ve UGA algoritmasini en basarilt
algoritma olarak bulmuslardir (DiLber & OzdemiR, 2022). Olu-Ajayi vd. ¢alismalarinda binalarda
enerji smiflariin tahmin edilmesi icin RO, GA, Ekstra Agaclar (EA), KA, KEK, DVR, GP, CKA ve
Ada artirma algoritmalarini kullanmis olup, GA algoritmas1 tahmin performansit en iyi algoritma
olarak sec¢ilmistir (Olu-Ajayi vd., 2022). Yildiz vd. ¢aligmalarinda binalarda 1sitma ve sogutma enerji
yiiklerinin tahminlemesinde YSA ydntemini kullanmiglardir (Yildiz vd., 2021). Sajjad vd. 1sitma ve
sogutma yliklerini ayn1 anda tahmin edebilmek icin kapili tekrarlayan iinite seklinde ifade edilen
GRU’ya dayal1 bir tahmin modeli sunmus ve yiiksek dogruluk oranlari elde etmislerdir (Sajjad vd.,
2020). Canbay ve Tas LR, SVR, RF, DT, KNN makine 6grenmesi yontemlerinin tek ¢iktili ve ¢cok
¢iktili regresyon analizinde kullandigi ¢caligmalarinda probleme uygun parametreler ve katmanlar ile
tasarlanan bir derin sinir ag1 ile hem tek ¢iktili hem ¢ok ¢iktili regresyon analizinde yiiksek basari
elde edilmistir (Canbay & Tas, 2022). Lu vd. binalarda 1sitma ve sogutma ytikii tahmini i¢in makine
O0grenmesi modellerini bir arada kullanabilen AutoML tabanli bir model 6nermislerdir (Lu vd., 2023).
Yu vd. 1sitma, sogutma ve elektrik yiiklerinin tahminlemesinde uzun kisa siireli bellek (LSTM), XGA
ve GRU yontemlerini kullanmiglardir (Yu vd., 2023).

Genel olarak ¢aligmalarda birden fazla makine 6grenmesi algoritmasi kullanilarak karsilagtirma
yapilmis olup, kullanilan veri setlerinin farkliligina gore farkli algoritmalarin en iyi tahmin
performansi sergiledigi goriilmiistiir. Makine 6grenmesi algoritmalar istatistiksel analizlerle de
desteklenmistir. Bu caligmada p testi ve korelasyon analizi gibi istatistiksel analizler yapilmus,
kiimeleme analizi tahminleme islevini destekleyici analiz olarak kullanilmistir. Optimum kiime sayist

iki farkli yontemle elde edilmis ve sonuclar1 karsilastirilmstir.

3. Materyal ve Metot

Makine 6grenmesi, yapay zekanin bir alt dali olarak literatiirde karsimiza ¢ikmaktadir. Makine
O0grenmesi modelleri, ii¢ tiire ayrilabilir: i) denetimli tabanli makine 6grenmesi modelleri; ii)
denetimsiz tabanli makine 6grenmesi modelleri; iii) topluluk 6grenimine dayali makine 6grenmesi
modelleri. Denetimli tabanli makine 6grenmesi modelleri, regresyon, KA, parametrik olmayan ve
parametrik siniflandirma ve destek vektor makinesi (DVM) gibi modelleri ifade eder (Ahmad vd.,
2018). Denetimsiz tabanli 6grenme modelleri ise kiimeleme analizlerini icerir. Bu g¢aligmada
denetimli ve denetimsiz makine 6grenmesi algoritmalart kullanilmistir.

Binalarda enerji verimliligi ol¢limleri i¢in 1sitma ve sogutma yiiklerinin ayr1 ayri tahmin
edilmesi amaciyla 768 adet binaya ait veriler kullanilmistir. Bu veriler dnce homojenligi saglamak ve

homojenligin tahmin performansina olan etkisini incelemek i¢in kiimeleme analizine tabi tutulmus,
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sonrasinda ise kiime bazinda makine 6grenmesi algoritmalariyla tahmin islemi gergeklestirilmistir.
Kiimeleme islemi swrasinda 3 farkli kiimeleme algoritmasi kullanilmistir. Tahmin islemi ayni
zamanda kiimelenmemis veriye de uygulanmis ve tahmin performanslari birbiriyle karsilastirilmistir.
Tahminleme islemi icin de ayrica birden fazla algoritma kullanilarak performanslar1 kiyaslanmistir.

Calismanin akis semasi sekil 3’te sunulmaktadir.

Veri Setinin Olugturulmasi

Y

Veri Analizi

Dirsek ydntemi ve
- Silhoutte
Kayip Veri Analizi Korelasyon Analizi Regresyon Ar_mahzl Defgerleriyle Kime
ve P-testi
Sayisinin
Belirlenmesi

v '

_ Kumelenmemig Veride Makine
Ogrenmesi Algoritmalanyla Tahmin
Yofunluk Tabanh K-Ortalamalar H!j_n.rerarslk Iglemi Yapilmasi

Kimeleme

Kiimeleme isleminin Gergeklestirilmesi

Kiimeleme

k 4

_ Olugan Kimeler Bazinda Makine
Ogrenmesi Metodlanyla Tahmin Iglemi
Yapimasi

Kullanilan Makine Ofrenmesi
Algoritmalarinin Performanslannin
Kiyaslanmasi

Y
Y

Sonuglann Yorumlanmasi

e y

Sekil 3. Onerilen metodoloji akis semast

3.1. Veri Analizi

Oznitelik se¢imi (feature selection), bir veri setinde bulunan n adet 6zellik arasindan o veri
setini en 1yi temsil edecek k adet 6zelligin se¢ilmesidir (Forman, 2003). Veri analizi islemlerinde,
once kayip veri analizi yapilmis sonrasinda 6znitelik se¢imi i¢in korelasyon analizi yapilmistir.
Korelasyon analizi iki degisken arasindaki pozitif ya da negatif yonlii iliskiyi ifade eder. Korelasyon

degerleri “1” degerine ne kadar yakinsa degiskenler arasindaki iligki o derece kuvvetli, “0” degerine
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ne kadar yakinsa degiskenler arasi iligski o derece zayiftir. Degerin negatif olmasi sadece iliskinin ters
yonlii oldugunu ifade eder. Spearman sira korelasyon katsayisi iki degisken arasindaki giicilin 6l¢timii
olarak Pearson korelasyon katsayisina alternatif parametrik olmayan bir sira istatistigidir. Calismada
korelasyon iliskisi incelenirken Spearman korelasyon katsayist kullanilmigtir.

Degiskenler arasindaki iliskiyi aciklamak i¢in kullanilan matematiksel model regresyon modeli
olarak adlandirilir (Birkes & Dodge, 2011). Sonraki adimda 8 adet girdi degiskeni ve 2 adet ¢ikt1

degiskeni arasindaki iliskiyi irdelemek i¢in regresyon modeli (1) denklemine gore kurulmustur;

Yi=PBo+B1Xi+ & i=1,2,...n (1)

Model iizerinden p degerleri hesaplanmis ve degiskenlerin modeldeki anlamliligi
yorumlanmistir. Onemli olan bu degerlerin 0,05 (anlamlilik diizeyi kabulii) degerinden kiiciik olmasi

(ve ne derecede kiiclik oldugu) ile ilgili yapilan yorumdur (Mehmet; Subasi, 2005).

3.2. Kiimeleme Analizi

Kiimeleme islemi, verilerin homojen olarak dagilmasini saglamak amaciyla yapilmaktadir.
Kiimeleme analizi i¢in kullanilan 3 algoritmanin 6zellikleri bu kisimda anlatilacaktir.

K-Means algoritmasi, enerji literatiiriinde yaygin olarak kullanilan ve yiiksek basari orani rapor
edilen bir yontem oldugundan bu g¢aligmada tercih edilmistir (Miraftabzadeh vd., 2023). Ayrica
karsilastirmal1 bir analiz gergeklestirebilmek amaciyla, yine literatiirde etkinligi siklikla vurgulanan
DBSCAN (Aurangzeb, 2024; Economopoulou vd., 2024; Wang vd., t.y.) ve aglomeratif kiimeleme
algoritmalar1 da degerlendirmeye alinmistir (AlMahamid & Grolinger, 2022; Khadka vd., 2024).

3.2.1. Giiriiltii iceren Uygulamalar icin Yogunluk Tabanh Mekansal Kiimeleme

Literatiirde siklikla DBSCAN olarak gegen algoritma, yogunluk tabanli bir kiimeleme
algoritmasidir ve Ozellikle farkli sekillerdeki kiimeleri belirlemek ve giiriiltiiyli ayirt etmek icin
tasarlanmigtir. Algoritma, her veri noktasinin belirlenen bir yarigap (Eps) i¢indeki komsularinin
sayisini (MinPts) kontrol eder ve belirli bir yogunluk esigini gecen noktalar1 kiimelere dahil eder.

Caligma prensibi olarak ise; her nokta i¢in belirli bir Eps yaricap1 i¢cinde ka¢ komsusu olduguna
bakilir. Eger bir noktanin komsu sayis1 MinPts degerinden biiyiikse, bu nokta ¢ekirdek nokta olarak
kabul edilir. Bir ¢ekirdek noktadan baslayarak, ona komsu noktalar bulunur ve bu noktalar da kiimeye

eklenir. Eger bir nokta bir kiime i¢indeki ¢ekirdek noktaya dogrudan veya dolayli olarak bagli ise
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kiimeye dabhil edilir. Giiriiltii noktalar1 (yogunlugu diisiik olanlar) kiimelere dahil edilmez ve giirtiltii

olarak isaretlenir (Sander vd., 1998).

3.2.2. Hiyerarsik Kiimeleme (Aglomeratif Algoritma)

Aglomeratif hiyerarsik kiimeleme, her bir veri noktasini baglangigta ayri bir kiime olarak ele
alan ve ardindan benzer kiimeleri iteratif olarak birlestirerek hiyerarsik bir yapi olusturan bir
kiimeleme yontemidir. Bu siireg, biitiin veri noktalar tek bir kiimede birlesene veya belirlenen bir
durma kriterine ulasana kadar devam eder. Hangi seviyede birlestirmelerin duracagina kullanici karar
verir. Sonuglar, dendrogram adi verilen aga¢ yapilariyla gorsellestirilir. Bu yontemin klasik
uygulamalarinda, iki kiimenin benzerligi kiime i¢i mesafeler veya baglant1 6lgiitleri ile belirlenir. Tek
baglanti, tam baglanti, ortalama baglanti1 ve Ward yontemi gibi farkli benzerlik 6lgiitleri, birlesme

kararlarini etkiler. (Bakkelund, 2022; Fernandez & Gomez, 2008)

3.2.3. K-Ortalamalar ile Kiimeleme

Kiimeleme analizinde kullanilan hiyerarsik olmayan algoritmalar igerisinde en sik kullanilan
algoritmalardan biri K-ortalamalar algoritmasidir.

K-ortalamalar algoritmasi, kiimeleme hatasina gore en uygun c¢oziimleri bulur. Bir¢ok
kiimeleme uygulamasinda kullanilmis olan hizli yinelemeli bir algoritmadir. Kiimeleme hatasini en
aza indirmek i¢in kiime merkezlerinin baslangicta rasgele konumlara yerlestirilmesiyle baslayan ve
kiime merkezlerinin her adimda hareket ettirilmesiyle ilerleyen nokta tabanli bir kiimeleme
yontemidir (Likas vd., 2003).

K-ortalamalar algoritmasinin uygulanabilmesi i¢in bir kiime sayis1 belirtilmelidir. Bunun icin
kullanilan gesitli yontemler mevcut olmakla birlikte, dirsek (elbow) yontemi 6ne ¢ikmaktadir. Bu
yontemde kiime i¢i kareler toplami (KIKT) degeri hesaplanir. Bu deger, her bir verinin kiime
merkezine olan uzakliginm karelerinin toplami alinarak hesaplanir. KIKT’deki degisim miktarmin
azaldig1 nokta dirsek noktasi olarak adlandirilir ve optimum £ degeri olarak kullanilir (Coskun vd.,
2021).

Baska bir optimum kiime sayis1 belirleme yontemi olarak silhoutte skoru kullanilir. Silhouette
skoru, kiimeleme gegerliligini degerlendirmek icin kullanilan bir aragtir. A¢ikca birbirinde ayrilmis
kiimeler i¢in uygun bir oran dlgegi verisi kullanarak en uygun kiime sayisini se¢gmek icin olusturulan

bir degerdir (Rousseeuw, 1987).
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3.3. Tahminleme

Tahminleme islemi mevcut veri setindeki giris ve hedef degerlerine bagli olarak gelecekteki bir
olayin veya durumun sonug¢ degerini tahmin etmeyi amaglar. Bir makine 6grenmesi algoritmasinda
tahminleme modeli ise egitim verileri kullanarak Oriintiileri yakalar ve bu oriintiilere dayanarak
gelecekteki gozlemleri tahmin eder.

Kullanilan algoritmalar konuyla ilgili literatiirde sik¢a kullanilan ve basar1 oranlar yiiksek olan
LR, KEK, KA, RO, GA, XGA algoritmalaridir (Bektas Ekici & Aksoy, 2011; DiLber & OzdemiR,
2022; Duarte vd., t.y.; Glimiis¢ii vd., 2018; Olu-Ajayi vd., 2022; Peker vd., 2017; Sonmez vd., 2015;
Tsanas & Xifara, 2012; Yu vd., 2023). Bu algoritmalara ek olarak basarisinin denenmesi ve asiri
O0grenmeye karsi olan basarisit sebebiyle CatBoost (CB) algoritmasi karsilastirma algoritmalari
arasina eklenmistir.(Zhang vd., 2021)

Bu calismada kullanilan algoritmalarin agiklamalar1 asagidaki gibidir:

LR: LR bir veya birden fazla (bagimsiz) degisken ile bir (bagimli) degisken arasindaki
baglantiy1 modellemek i¢in kullanilan istatistiksel bir yontemdir (Cook, 2015).

GA: GA algoritmasinda temel mantik su sekildedir; gelismis tahmin dogruluguna sahip "gti¢lii
bir 6grenen" model i¢in "zayif 6grenenler” birkag basit modeli yinelemeli olarak bir araya getirir. GA
yontemi 6zet olarak kayip fonksiyonunu en aza indiren ek bir model bulmay1 amaglayan sayisal bir
optimizasyon algoritmasi olarak tanimlanabilir (Yiice & Kabak, 2021).

XGA: XGA, GA algoritmasi iizerinden gelistirilmis bir makine 6grenmesi modelidir (Chen &
Guestrin, 2016). GA yonteminin sinirlamalarini ortadan kaldirmak i¢in olusturulan XGA yonteminin
getirdigi yenilik model karmasikligini1 kontrol eden bir amag fonksiyonu icermesidir. Bu fonksiyon,
paralel hesaplamalar1 ve optimum hesaplama hizinin korunmasinit miimkiin kilar (Ercan, 2022).

CB: CB algoritmas1 egitim sirasinda siniflandirma o6zellikleriyle basa c¢ikabilen giiclii bir
makine 0grenmesi algoritmasidir. CB, mevcut agag i¢in yeni ayirma noktalari olustururken dogrulugu
tyilestirmek i¢in kombinasyonlar1 dikkate almak {izere agg6zlii (greedy) stratejiler kullanir. Ek olarak,
algoritma gradyan yanliliginin {istesinden gelebilir ve asir1 6grenmeyi etkili bir sekilde dnleyebilir
(Zhang vd., 2021).

KEK: KEK yéntemi en yakin & adet komsunun ortalamasini temel alan bir algoritmadir. Oriintii
tanimlamada bu yontem parametrik olmayan, siniflandirma ya da regresyon analizleri i¢in kullanilir.
Bu yontemde egitim kiimesindeki verilere gére Oklid uzakligi ya da segilebilecek bagka bir uzaklik
hesaplama yontemi ile biitlin elemanlar arasindaki uzaklik hesaplanir (Altman,1992).

KA: KA algoritmasi veri yapilarindaki agac¢ yapist ile benzerlik gostermektedir. KA, diigiim ve

dallardan olusan anlagilmasi kolay, her bir dalin bir olasilik durumunu temsil ettigi ve prensip olarak
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veriyi 0zyineleyerek alt gruplara dallanma yaparak bdlen bir algoritmadir (Albayrak & Yilmaz,
2009).

RO: RO algoritmasi, temeli KA algoritmasina dayanan bir ¢esit topluluk 6grenme algoritmasidir.
Birden fazla karar agaci ile karar ormani olusturur. RO algoritmasinda her diigiim, o diigtimde

rastgele secilen bir tahmin alt kiimesi arasindan en 1yisini segerek boliiniir (Breiman, 2001).

4. Uygulama

Bu ¢alismada 768 binaya ait veri seti daha dnce benzer ¢aligmalarda kullanilmis ve acik erisime
sunulmus bir veri setidir(Tsanas & Xifara, 2012). 768 satir veri iceren bu veri seti 8 bagimsiz degisken
(X1....X8) ve 2 bagimli degiskenden (Y1, Y2) olusmaktadir. Bu veriler 12 adet binanin farkl
simiilasyonlarindan elde edilmistir. Her bir gozlem ayr1 bir bina i¢indir. Veri setindeki degiskenler ve

tanimlar1 sirastyla tablo 1°de listelenmistir.

Tablo 1: Degisken Agiklamalar

Degisken Degisken Aciklama

X1 Nispi Yogunluk

X2 Yiizey Alani

X3 Duvar Alani

X4 Cat1 Alani

X5 Toplam Yiikseklik
X6 Yonlendirme

X7 Cam Alani

X8 Cam Alan1 Dagilimi
Y1 Isitma Yiki

Y2 Sogutma Yiikii

Veri setinin anlagilmasi amactyla 6rnek olarak 4 adet binaya ait veriler tablo 2°de

goriilmektedir.

Tablo 2: Veri seti 6rnegi

X1 X2 X3 X4 X5 X6 X7 X8 Y1 Y1

0,79 637 343 147 7 2 0 0 28,52 37,73
0,76 661,5 416,5 122,5 7 2 0,1 2 33,16 33,91
0,69 735 294 220,5 3,5 4 0,25 1 12,73 15,48
0,9 563,5 3185 122,5 7 2 0,4 1 36,47 39,28
0,66 759,5 318,5 220,5 3,5 3 0,4 1 15,23 18,03
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Veri setindeki 768 bina verisi 0nce kayip veri analizine tabi tutulmustur. Veri setinde kayip veri
olmadig1 goriildiikten sonra veriler 6znitelik secimi ile irdelenmis ve ilgili istatistiksel analizler

yapilmistir.

4.1. Veri Analizi islemleri

Modeli daha anlaml1 kilmak i¢in yapilan istatistiksel analizlerden biri korelasyon analizidir. Bu
calismada korelasyon analizini gergeklestirmek i¢in Spearman korelasyon analizi, SPSS programi

kullanilarak yapilmis ve tablo 3’teki sonuglar elde edilmistir.

Tablo 3: Korelasyon Degerleri

GIRIS DEGISKENLERI Y1 Y2
X1 0,622 0,651
X2 -0,622 -0,651
X3 0,471 0,416
X4 -0,804 -0,803
X5 0,861 0,865
X6 -0,004 0,018
X7 0,323 0,289
X8 0,068 0,046

Tablo 3’ten goriildiigli gibi X6 ve X8 degiskenlerinin korelasyon degerleri diger degiskenlere
oranla 6nemli derecede diisiik kalmaktadir. Korelasyon analizi sonrasinda p testi degerlerine
bakilarak korelasyon degerlerinin yan1 sira anlamlilik degerleri de degerlendirilmis, sonuglara gore
model icerisinde anlamsiz goziiken ve ¢ikis degerleriyle iliski seviyeleri diisiik olan degiskenler veri
setinden ¢ikarilmustir.

Sekiz girdi degiskeni ve iki ¢ikti degiskeniyle olusturulan regresyon modeli lizerinden yapilan

p-testi sonuglar tablo 4’te goriilmektedir.

Tablo 4: P degerleri

GIiRIiS DEGISKENLERI Y1 Y2

X1 0,000 0,000
X2 0,000 0,000
X3 0,000 0,000
X4 0,000 0,000
X5 0,000 0,000
X6 0,805 0,240
X7 0,000 0,000

X8 0,040 0,594
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Tablo 4’te goriilen “0,000” degerleri binde birlik sayiya yuvarlandigi i¢in “0” olarak
gozliikmektedir. P degeri 0,05’ten ne kadar diisiikse, degisken model icerisinde o derece anlamlidir.
Iki analiz iizerinden yorumlama yapilacak olursa, X6 ve X8 degiskenleri hem ¢ikis degiskenleriyle
olan diisiik korelasyonlar1 hem de p testi sonucu elde edilen anlamlilik degerleri ortak paydada goz
oniine alindiginda, modelden ¢ikarilacak degiskenler olarak goze carpmaktadir. Calismaya 6 giris

degiskeni ile devam edilmistir.

4.2. Kiimeleme Analizi ve Tahminleme

Kiimeleme analizi icin DBSCAN, hiyerarsik kiimeleme ve K-ortalamalar algoritmalar1 olmak
tizere 3 farkl algoritma kullanilmigtir. DBSCAN algoritmas1 optimum kiime sayisin1 kendi belirler.
Bu kiimeleme metodunda kiime sayisinin manuel belirlenmemesi sebebiyle kiime sayilari
degistirilerek silhoutte degerlerine bakilmamigtir. Algoritma en dogru kiime sayisini kendi
belirlemektedir. DBSCAN algoritmasiyla yapilan kiimeleme sonucu elde edilen kiimeleme diyagrami
sekil 4’te gosterilmistir. Algoritma veriyi 12 kiimeye ayirmis ve bu kiimelemeyi farkli renklerle
grafikte gosterilmistir. Algoritmanin degiskenleri olan Eps degerleri, eps_value = 0.2 + (n_clusters *
0.1) formiiliiyle dinamik olarak kullanilmistir.

MinPts degeri ise literatiirde ¢ok yiiksek olmayan boyutlu verilerde genelde 4 veya 5 se¢ildigi
icin 5 olarak alinmistir. (Ankerst vd., 1999)

DBSCAN Kumeleme Sonucu
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Sekil.4 DBSCAN Algoritmasi Kiimeleme Diagrami
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Hiyerarsik kiimeleme metodu olarak ise Aglomeratif metod kullanilmistir. Kiimeleme sonucu

olusan dendogram sekil 5’te goriilmektedir. Dendogram 12 kiimeye ayrilincaya kadar ilerlemistir.

Hiyerarsik Kimeleme Dendrogrami

3500 4
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2500 4

2000 1

Uzaklik
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1000 A

500 -

Sekil.5 Almertif Kiielem iagrl

Aglomeratif metodda kiime sayis1 2-15 arasinda degisen sayilar denenmis ve elde edilen

silhoutte skorlarina gore sekil 6’daki grafik elde edilmistir.

Silhouette Skorlari (Hiyerarsik Kimeleme)
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Sekil.6 Aglomeratif Kiimeleme Silhoutte Degerleri

Hiyerarsik kiimelemede olugu gibi K-ortalamalar metodunda da kiime sayilar1 2 ile 15 arasinda

secilerek yapilan kiimeleme analizinde silhoutte skorlar1 elde edilmis, bu degerler iizerinden uygun k
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degeri secilmistir. Ayrica dirsek metoduyla da optimum k sayis1 belirlenmis ve elde edilen bu 2 farkli

k degeri kiimeleme analizinde kullanilmistir.

Silhouette Score

8
Kime Sayisi

10

12 "

Sekil 7: Kiime Sayisina Gore Silhoutte Skor Degerleri

Sekil 6 ve sekil 7°den anlasildig iizere silhoutte skoru k=12’de en yiiksek degere ulasmis

sonrasinda diisiise gegmistir. Silhoutte skorlar1 dikkate alindiginda kiimeleme isleminde kiime sayis1

12 olarak secilir ve kiimeleme islemi bu deger lizerinden gerceklestirilir. Kiime sayis1 12 olarak

secildiginde tablo 5°te 6rnek olarak hangi binalarin hangi kiimelere atandig1 goriilebilmektedir.

Tablo 5: Silhoutte Skorlarina Gére Ornek Kiimeleme Tablosu

X1 X2 X3 X4 X5 X7 Kiime
No

0,62 808,5 367,5 220,5 3,5 0 8

0,71 710,5 269,5 220,5 3,5 0,1 11

0,98 514,5 294 110,25 7 0,1 5

0,86 588 294 147 7 0,1 7

0,9 563,5 318,5 122,5 7 0 1

Kiimeleme analizi sonucunda veriler her bir kiimede 64 bina verisi barindiracak sekilde 12

kiimeye ayrilmistir. Ardindan, 12 kiime icerisinde ayr1 ayr1 LR, GA, XGA, CB, KNN, KA ve RO

algoritmalar1 kullanilarak kiime bazinda binalarin 1sitma ve sogutma yiikleri tahmin edilmistir.

Sonuglarin performansimi kiyaslamak amaciyla agiklayicilik katsayis1 R? ve ortalama kare hatasi

MSE (mean squared error) dlgiitleri kullanilmistir.

Tablo 6’da 12 kiimenin her birinde yapilan tahminleme islemlerinde makine &grenmesi

algoritmalarinin performans degerleri goriilebilmektedir. R* degeri 1’e ne kadar yakinsa tahmin

performansi o derece basarili, 0 degerine yaklastikca ve negatif degerler aldik¢a o derece basarisiz
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olmaktadir. MSE degerleri ise 0’a ne kadar yakinsa hata degeri o kadar diisiik olur. Ornegin; 0 no’lu
kiimede en iyi tahmin performansi gosteren algoritmalar 1sitma yiikiinde 0,993 R? ve 0,028 MSE
degerleriyle GA ve KA ve CB algoritmalari; sogutma yiikiinde ise 0,913 R? ve 0,17 MSE degeriyle
GA, KA ve CB algoritmalaridir.



Tablo 6: 12 Kiime Bazinda Makine Ogrenmesi Algoritmalarinin Tahmin Performansi Degerleri
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Algo- Enerji 0 1 2 3 4 5 10 11
ritma Yiikii
R? MSE R? MSE R? MSE R? MSE R? MSE R? MSE R? MSE R? MSE R? MSE R? MSE R? MSE R? MSE
LR Isitma 0,861 0,613 0,839 2,806 0,914 1,743 0,874 0,651 0,788 2,810 0,912 0,097 0,910 0,500 0,858 1,765 0,822 0,861 0,863 1,560 0,893 0,536 0,831 0,811
;{ggkttltma 0,836 0,322 0,584 5,030 0,934 0,609 0,729 0,613 0,221 13,991 0,973 0,393 0,922 0,233 0,524 6,125 0,909 0,197 0,676 2,441 0,933 0,233 0,729 0,683
GA Eﬁlr:; 0,993 0,028 0,963 0,644 0,984 0,311 0,979 0,109 0,960 0,520 0,997 0,054 0,993 0,035 0,975 0,305 0,924 0,365 0,967 0,374 0,996 0,017 0,953 0,222
;{:gk&ltma 0913 0,170 0,528 5,720 0,970 0,270 0,801 0,450 0,053 17,013 0,991 0,121 0,965 0,105 0,370 8,103 0,956 0,095 0,652 2,625 0,935 0,224 0,807 0,486
XGA Eﬁlr:; 0,942 0,252 0,875 2,179 0,897 2,088 0,899 0,522 0,804 2,593 0,952 1,137 0,960 0,220 0,873 1,572 0,934 0316 0,879 1,369 0,948 0,260 0916 0,403
;{ggkttltma 0,877 0,240 0,552 5,426 0,781 2,022 0,664 0,759 0,099 16,182 0,936 0,926 0,895 0,316 0,370 8,099 0,742 0,562 0,630 2,791 0,878 0,424 0,756 0,616
CB Eﬁlr:la 0,993 0,028 0,963 0,644 0,984 0,311 0,979 0,109 0,960 0,520 0,997 0,054 0,993 0,035 0,975 0,305 0,924 0,365 0,967 0,374 0,996 0,017 0,953 0,222
;{ggkttltma 0913 0,170 0,528 5,720 0,970 0,270 0,801 0,450 0,053 17,013 0,991 0,121 0,965 0,105 0,370 8,103 0,956 0,095 0,652 2,625 0,935 0,224 0,807 0,486
KNN Eﬁlr;ua 0,941 0,259 0,924 1,319 0,952 0,964 0,939 0,314 0,879 1,605 0,958 1,001 0,954 0,255 0,940 0,743 0,869 0,630 0,921 0,895 0,952 0,242 0,901 0,475
;{ggk:ltma 0,816 0,361 0,533 5,655 0,944 0,515 0,750 0,566 0,010 18,147 0,970 0,429 0,925 0,224 0,320 8,749 0,909 0,196 0,645 2,680 0,925 0,259 0,714 0,720
KA Eﬁlr?a 0,993 0,028 0,963 0,644 0,984 0,311 0,979 0,109 0,960 0,520 0,997 0,054 0,993 0,035 0,975 0,305 0,924 0,365 0,967 0,374 0,996 0,017 0,953 0,222
gggkttltma 0913 0,170 0,528 5,720 0,970 0,270 0,801 0,450 0,053 17,013 0,991 0,121 0,965 0,105 0,370 8,103 0,956 0,095 0,652 2,625 0,935 0,224 0,807 0,486
RO Eﬁlr;la 0,991 0,039 0,963 0,645 0,985 0,301 0,979 0,104 0,955 0,586 0,996 0,075 0,993 0,036 0,975 0,301 0,926 0,357 0,967 0,368 0,996 0,016 0,952 0,227
gglgk:ltma 0910 0,177 0,539 5,582 0,971 0,267 0,801 0,450 0,070 16,651 0,991 0,123 0,963 0,111 0,372 8,080 0,954 0,099 0,659 2,576 0,936 0,220 0,805 0,491

Yiikii
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En uygun k degeriyle kiimeleme yapabilmek i¢in silhoutte skorlar1 ve dirsek metodu olmak
tizere iki farkli yontem kullanilmaktadir. Bu iki yontemin uygulanmasi sonucunda 2 farkli k degeriyle
kiimeler olusturulup, bu kiimelerde gerceklestirilen tahminleme performanslart sonucu
kiyaslanabilecektir. Sekil 8’deki grafige bakildiginda dirsek yontemi kullanildiginda 5 kiime sayist
(grafigin kirilim noktasi) en uygun k& degeri olarak goriilmektedir. DBSCAN algoritmasi kiime
sayisint kendi belirledigi i¢in elbow metodunda ¢ikan deger hiyerarsik kiimeleme metodu ve K-
ortalamalar metoduyla denenmistir. Bu denemeler sonucunda k= 5 degeri kullanilarak DBSCAN
algoritmasiyla kiimeleme yapildiginda elde edilen silhoutte skoru 0,655 iken K-ortalamalar ile
kiimelendiginde 0,667 degeri elde edilmistir. Degerler birbirine yakin olsa da K-ortalamalar daha iyi

sonug verdigi i¢in kiimeleme islemi K-ortalamalar ile yapilmistir.

1e6 Distortion Score Elbow for KMeans Clustering

=== glbowat k=5, score=595462.251

20

score

=
o

distortion

Sekil 8: Dirsek yontemi Grafigi

Bu agamadan sonra kiimeleme analizi islemine gegilmistir. K=5 kiime sayis1 ve K-ortalamalar

yontemi ile yapilan kiimeleme sonucunda olusan kiimelerdeki bina sayilari tablo 7°de goriilmektedir.

Tablo 7:5 Kiimeye Ait Bina Sayilari

Kiime No Bina Sayis1
0 192

1 128

2 192

3 192

4 64
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Kiimeleme yapilan binalara ait 6 degiskenle birlikte binalarin ait olduklar1 kiimelere ait veriler

ornek olarak 5 bina i¢in tablo 8’de gosterilmektedir.

Tablo 8: Dirsek Yontemine Gore Ornek Kiimeleme Tablosu

X1 X2 X3 X4 X5 X7 Kiime
No

0,98 514,5 294 110,25 7 0 1

0,69 735 294 220,5 3,5 0,1 3

0,82 612,5 318,5 147 7 0,25 2

0,71 710,5 269,5 220,5 3,5 0,25 3

0,76 661,5 416,5 122,5 7 0,4 4

Bu asamadan sonra bes kiimenin her birinde ayr1 ayri regresyon tabanli makine 6grenmesi
algoritmalartyla binalarin Y1 ve Y2 1sitma ve sogutma yiikleri, sirastyla ¢ikis degerleri olarak alinarak
tahmin islemleri yapilmis, kullanilan algoritmalarin performanslart karsilastirilmistir. Tablo 9’dan
goriilecegi lizere olusan 5 kiime icin de ayr1 ayr1 LR, GA, XGA, CB, KNN, KA ve RO
algoritmalarinin tahmin performanslar1 R? ve MSE degerleri iizerinden karsilastirilmistir. Ornek
vermek gerekirse 1 no’lu kiimede 1sitma yiikiinde 0,993 R? ve 0,117 MSE degerleriyle en iyi
performans gdsteren algoritmalar GA, KA ve CB algoritmalaridir. Sogutma yiikiinde ise 0,868 R? ve
1,888 MSE degerleriyle LR algoritmasidir.
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Tablo 9: 5 Kiime Bazinda Makine Ogrenmesi Algoritmalarinin Tahmin Performans1 Degerleri

Algoritmalar Enerji Yiikii 0 1 2 3 4
R? MSE R? MSE R? MSE R? MSE R? MSE
LR Isitma Yikii 0,358 3,398 0,924 1,324 0,978 1,123 0,813 0,783 0,914 1,743
Sogutma -0,170 6,425 0,868 1,888 0,790 8,856 0,911 0,199 0,934 0,609
Yiki
GA Isitma Yikii 0,976 0,122 0,993 0,117 0,990 0,486 0,939 0,255 0,984 0,311
Sogutma 0,972 0,149 0,845 2,213 0,795 8,623 0,948 0,116 0,970 0,270
Yiki
XGA Isitma Yiki 0,909 0,478 0,934 1,158 0,949 2,610 0,872 0,534 0,897 2,088
Sogutma 0,895 0,574 0,824 2,517 0,818 7,645 0,788 0,479 0,781 2,022
Yk
CB Isitma Yikii 0,977 0,116 0,993 0,117 0,990 0,490 0,939 0,255 0,984 0,311
Sogutma 0,973 0,147 0,845 2,213 0,795 8,624 0,948 0,116 0,970 0,270
Yiki
KNN Isitma Yikii 0,936 0,334 0,972 0,483 0,983 0,876 0,901 0,413 0,952 0,964
Sogutma 0,967 0,176 0,834 2,378 0,748 10,637 0,926 0,165 0,944 0,515
Yiki
KA Isitma Yikii 0,977 0,116 0,993 0,117 0,990 0,493 0,939 0,255 0,984 0,311
Sogutma 0,973 0,147 0,845 2,213 0,795 8,624 0,948 0,116 0,970 0,270

Yiiki
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Silhoutte skorlar1 ve dirsek yontemine gore kiimelenen bina verilerinden elde edilen 1sitma ve
sogutma yiiklerinin tahmin edilmesinin yani sira kiimelenmemis veride ayni algoritmalarla ayni

islemler tekrarlanmistir. Algoritmalardan elde edilen R? ve MSE degerleri tablo 10°da goriilmektedir.

Tablo 10: Kiimelenmemis Veride Makine Ogrenmesi Algoritmalarinin Tahmin Performans Degerleri

Algoritma Enerji Yiikleri R? MSE
LR Isitma Yikii 0,911 9,221
Sogutma Yiikii 0,892 9,931
GA Isitma Yiki 0,997 0,270
Sogutma Yiikii 0,967 3,044
XGA Isitma Yiikii 0,990 0,951
Sogutma Yiiki 0,956 4,001
CB Isitma Yiiki 0,997 0,251
Sogutma Yiiki 0,967 3,055
KNN Isitma Yiiki 0,992 0,826
Sogutma Yiikii 0,951 4,474
KA Isitma Yk 0,997 0,251
Sogutma Yiikii 0,967 3,055
RO Isitma Yikii 0,997 0,252
Sogutma Yiikii 0,967 3,056

Tablo 10’da sunulan sonuglara gore algoritmalarin R? degerlerinin 1°e oldukca yakin olduklar
yani oldukg¢a iyi bir performans gosterdikleri goriilmektedir. Isitma yiikii tahmininde en iyi
performans gosteren algoritmalar 0,997 R? ve 0,251 MSE degerleriyle CB ve KA algoritmalaridir.
Sogutma yiikii tahmininde ise 0,967 R? ve 3,044 MSE degerleriyle GA algoritmasidir. Tiim makine
ogrenmesi algoritmalarinin R? degerleri 0,85 ve iizeri oldugu géz dniine alindiginda iyi performans

gosterdikleri goriilebilir.

5. Bulgular ve Tartisma

Calismada yapilan kiimeleme analizinde, kiime sayis1 olarak hem dirsek yontemine gore segilen
optimum kiime sayis1 hem de silhoutte skorlarina gore secilen optimum kiime sayis1 kullanilarak
kiimeleme yapilmistir. Makine 6grenmesi algoritmalarinin kiimelenmemis veride ve kiimelenen
verilerde gergeklestirdigi tahmin performanslari sekil 6’da diyagram olarak sunulmustur. CB, GA ve
KA algoritmalarinin en basarili ¢iktig1 analizlerde RO algoritmasi binde birlik derecesindeki farklar
ile daha diisiik bir basar1 yakalamistir, yani tahmin performanst CB, GA ve KA algoritmalari ile

hemen hemen aynidir.
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-6 kiimede CB, GA ve KA
ISITMA YUKLERI -5 kiimede RO
-1 kiimede XGA
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Sekil 6.En iyi performans sergileyen algoritmalar

Dirsek yontemine gore yapilan kiimeleme analizi sonucunda elde edilen kiimelerde
gerceklestirilen tahminleme sonuglarinin R? ve MSE degerleri, silhoutte skorlarina gére elde edilen
kiimelerde yapilan tahminleme sonuglarinin R? ve MSE degerlerinden daha iyi elde edilmistir. Bunun
yaninda kiimelenen verilerde tiim algoritmalar igin elde edilen R? ve MSE degerlerinin
kiimelenmemis veride elde edilen R? ve MSE degerlerinden daha iyi oldugunu sdylemek miimkiin
degildir. Hatta kiimelenmemis verideki R* ve MSE degerleri tablo 6, tablo 9 ve tablo 10
karsilastirmas1 yapildiginda kiimelenmis verilerden elde edilenlere gére daha yiiksek R? ve daha
diisiik MSE degerleri elde edilmistir.

Calismada tahminleme Oncesi kiimeleme yapilmasiin sebebi kiimelemenin olusturdugu
homojen yapilar sebebiyle tahmin performansinmn artmasimin beklentisidir. Ornek olarak incelersek
LR algoritmasinin kiimelenmemis veride uygulanmasiyla isitma ve sogutma yiikleri tahmininde elde
edilen R? ve MSE degerleri sirastyla 0,911, 9,221 ve 0,892 , 9,931°dir. Veriler k=5 degeriyle
kiimelendiginde 4 no’lu kiimedeki 1s1tma ve sogutma yiiklerinin tahmin sonuglarna ait R? ve MSE
degerleri sirasiyla 0,914 , 1,743 ve 0,934 , 0,609’dur. Veriler k=12 ile kiimelendiginde ise 5 no’lu
kiimede 1s1tma ve sogutma yiiklerinin tahmin sonuglarma ait R? ve MSE degerleri sirasiyla 0,912 ,
0,097 ve 0,973 , 0,393’tiir. Bu algoritma i¢in bazi kiimelenmis verilerden elde edilen tahmin

performansinin kiimelenmemis verilerden daha iyi oldugu goriilebilmektedir. Tiim algoritmalar1 goz
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oniinde bulundurdugumuzda ise, kiimelemenin tahmin performansia belirgin bir olumlu katkisi
oldugu konusunda genelleme yapmak miimkiin olmamaktadir. Bunun sebebi veri setinin kiigiilmesi
sebebiyle algoritmalarin 6grenmelerinin zorlagsmasi olabilir. Tahminleme 6ncesi kiimeleme, modelin
karmasikliginin azaltilmasi ve 6grenme hizinin artirilmasi i¢in ¢ok daha biiyiik bir veri setinde

gergeklestirildigi takdirde daha olumlu sonuglar alinabilecegi beklenebilir.

6. Sonuclar ve Oneriler

Enerji verimliligi glinlimiiz diinyasinda tiiketimin de artmasiyla ¢ok 6nemli bir noktaya gelmis,
enerji verimliligi ile ilgili alinan Onlemler enerji tiikketiminin azaltilmasina, kaynaklarin verimli
kullanilmasina ve buna bagli olarak karbon emisyonlarinin diisiiriilmesine olanak saglamistir. Enerji
tikketim ve enerji performans tahmini ¢alismalar1 da bu 6nlemler kapsaminda yapilan caligmalara
Ongorii saglayan ve yonlendiren ¢aligmalar olarak karsimiza ¢ikmaktadir. Bu makalede binalarin
enerji performansi lizerinden bu ¢alismalar ilerletilmis olup ayni1 zamanda enerji tiikketim degerlerine
hangi girdi degerlerinin (binalarin fiziksel 6zellikleri) daha cok etki ettigi de arastirilmistir. Boylece
bir binanin tasarim agamasinda enerji performansi dnceden goriilerek buna gore yapilacak tasarimlar
yonlendirilebilecektir. Bu durum enerji kimlik belgesinin edinilebilmesi asamasinda da oldukca
kolaylik saglayacaktir. Yontem olarak ¢aligmanin getirdigi yenilik ise kiimeleme analizinin, makine
O0grenmesi algoritmalarmin enerji yiikleri tahmin performansina etkisinin arastirilmasi ve tahminin
tek algoritma ile degil, yedi adet makine 6grenmesi algoritmasi kiyaslanarak elde edilmis olmasidir.
Kiimeleme igslemi yapilirken ii¢ farkli kiimele metodunun kullanilmasinin yaninda iki farkli optimum
k sayis1 dikkate alinmasi da yontemin literatiirden farkini ortaya koymaktadir. Gelecege yonelik
calismalarda enerji verimliligi tahmininde derin 6grenme algoritmalar1 kullanilabilir. Eger konuyla
ilgili bir zaman serisi verisi elde edilebilirse zaman bagimliliklarin1 yakalamada basarili oldugu icin
Uzun Kisa Siireli Bellek algoritmasi derin 6§renme algoritmasi olarak kullanilabilir. Eger termal
goriintliler veya bina cephe analizleri gibi gorsel veriler elde edilebilirse Konvoliisyonel Sinir Aglari
algoritmasi kullanilabilir. Ayrica ayni1 verilerle regresyon tabanli modeller yerine siniflandirma islemi
yapilabilir ve siniflandirma islemi yapilmadan Once verilerin kiimelenmesinin, simniflandirma
performansina etkisi arastirilabilir. Bir binanin enerji kimlik belgesinde belirtilen siniflardan
hangisine ait oldugu bilgisi elde edilir ve ilgili veri seti olusturulabilirse 6nceden bu siiflar

ongoriilebilir.
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