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Oz

Diyabetik Retinopati (DR), diyabet hastaliginin retina damarlarin1 etkileyen ciddi ve yaygin bir komplikasyondur.
Hastaligin ilerlemesiyle retina dokusunda mikro anevrizmalar, kanamalar ve 6dem gelismekte; tedavi edilmedigi takdirde
ileri evrelerde gorme kaybi ve korliige yol acabilmektedir. Bu nedenle DR ’nin erken evrede tespiti ve teshisi klinik agcidan
biliyilk 6nem tasimaktadir. Bu calismada, Kaggle APTOS 2019 Korliik Tespiti yarismasindan elde edilen retina
goriintiileri kullanilarak farkli Evrigimli Sinir Ag1 (ESA) ve Transformer (Doniisiim) tabanli derin 6grenme mimarilerinin
kargilagtirmali olarak performansi degerlendirilmistir. Modellerin performanslari, uygulanan gelismis 6n igleme ve veri
artirma stratejilerinin etkileri baglaminda detayli olarak incelenmistir. Deneylerde ResNet18, EfficientNetB4, VGG16 ve
DenseNet121 gibi ESA tabanli mimariler ile Swin Transformer gibi Transformer tabanli modeller kullanilmistir. Tiim
modeller, 5-katli ¢apraz dogrulama yontemi ile egitilmis ve performanslari karsilastirilmistir. Elde edilen bulgular, veri
artirma tekniklerinin DR siniflandirma basarisini istatistiksel olarak anlamli diizeyde artirdigini ortaya koymustur. Ayrica,
Swin Transformer modeli %85.00 dogruluk ve %91.37 QWK (Quadratic Weighted Kappa) ile en yiiksek performansi
sergilemis ve Transformer tabanli modellerin geleneksel ESA tabanli modellere kiyasla DR siniflandirmasinda daha iyi
performans sergiledigini gostermistir.

Anahtar Kelimeler: Derin 6grenme, Diyabetik retinopati, Evrigimli sinir aglari, Goriintii isleme, Transformer tabanl
mimariler, Veri artirma.

Utilization of Deep Learning Technologies in The Detection and Grading of
Diabetic Retinopathy

Abstract

Diabetic Retinopathy (DR) is a serious and common complication of diabetes affecting the retinal vessels. As the disease
progresses, microaneurysms, hemorrhages, and edema develop in the retinal tissue. If left untreated, it can lead to vision
loss and blindness in advanced stages. Therefore, early detection and diagnosis of DR is of great clinical importance. In
this study, we evaluated the comparative performance of different Convolutional Neural Network (CCN) and
Transformer-based deep learning architectures using retinal images obtained from the Kaggle APTOS 2019 Blindness
Detection Competition. The performance of the models is examined in detail in the context of the effects of the applied
advanced preprocessing and data augmentation strategies. ESA-based architectures such as ResNet18, EfficientNetB4,
VGG16, and DenseNet121, and Transformer-based models such as Swin Transformer were used in the experiments. All
models were trained using 5-fold cross-validation, and their performances were compared. The findings revealed that data
augmentation techniques significantly increased the accuracy of DR classification. Furthermore, the Swin Transformer
model exhibited the highest performance with 85.00% accuracy and 91.37% QWK (Quadratic Weighted Kappa), and
Transformer-based models performed better in DR classification compared to traditional ESA-based models.

Keywords: Convolutional neural networks, Data augmentation, Deep learning, Diabetic retinopathy, Image processing,
Transformer architectures.
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1. Giris

Halk arasinda seker hastalig1 olarak bilinen Diabetes Mellitus (DM), insulin hormonunun
yoklugu, yetersizligi veya metabolizmasinda ger¢eklesen bozulmalar sonucunda olugmaktadir.
Uluslararas1 Diyabet Federasyonu’nun (International Diabetes Federation, IDF) 2021 yili raporuna
gore diinya capinda 537 milyon kisi diyabet hastasidir ve bu saymin 2045 yilina kadar 783 milyona
ulasmas1 beklenmektedir (IDF 2021; Sun vd., 2022). DM, ¢ok sayida komplikasyonu da beraberinde
getiren bir rahatsizliktir. Bu komplikasyonlar arasinda kardiyovaskiiler hastaliklar, bobrek
yetmezIligi, sinir hasar1 ve goz hastaliklar1 6nemli bir yer tutmaktadir (Zhang vd. 2010). DM’nin
neden oldugu goz hastaliklarindan biri gérme kaybina neden olabilen DR olarak bilinmektedir. Uzun
stireli yiiksek kan sekeri seviyeleri retina damarlarinda gecirgenlik artis1 ve yapisal bozulmalara yol
acarak DR gelisimine sebep olur (Zhang vd., 2010; Antonetti vd., 2012). Bu durum retina iizerinde
kanamalar, eksiida birikimi, mikro anevrizmalar ve ilerleyen durumlarda retina dekolmanina sebep
olmaktadir. Diinya Saglik Orgiitii 2023 raporuna gore DR, diinya genelinde dnlenebilir kérliigiin dnde
gelen nedenlerinden biridir (World Health Organization, WHO. 2023).

DR genellikle erken evrelerde belirgin bir semptom gdstermediginden hastalarin ¢ogu ileri
evrelere ulasana kadar hastalig1 fark etmemektedir. Bu durum, tedaviye ge¢ baslanmasina ve kalici
gorme kaybi riskinin artmasina neden olmaktadir (Yau vd., 2012). Bu gecikme tedavi siireglerinin de
daha karmagik hale gelmesine neden olmaktadir. Geleneksel tan1 yontemleri uzmanlarin manuel
degerlendirmelerine dayanmakta ve bu durum siireci hem zaman alic1 hem de is giicline bagimli hale
getirmektedir. Ancak artan hasta sayisi ile saglik uzmanlarinin sinirl oldugu ve kaynaklarin yetersiz
oldugu bolgelerde bu yontem yetersiz kalmaktadir. Ozellikle diisiik ve orta gelirli iilkelerde diizenli
g0z taramalarina erisimin sinirli olmasi DR’nin geg¢ teshis edilmesine ve kalic1 gérme kaybina yol
a¢gmasina neden olabilmektedir (WHO, 2020). Bu baglamda, derin 6grenme temelli otomatik tarama
sistemlerinin 6nemi giderek artmaktadir. (Gulshan vd., 2016) tarafindan gelistirilen bir yapay zeka
sistemi retina goriintiilerinden otomatik DR tespiti yaparak uzman eksikliginin oldugu bdolgelerde
tarama hizmetlerini daha erisilebilir hale getirme potansiyelini ortaya koymustur.

Gilinlimiizde yapay zeka ve ozellikle derin 6grenme teknolojileri tibbi goriintilleme ve tani
sistemlerinde 6nemli yenilikler sunmaktadir. Derin 6grenme, biiyiik veri kiimelerinden karmasik
desenleri ve iligkileri 6grenerek yiiksek dogruluk oranlari saglayan bir yapay zeka yaklagimidir
(LeCun vd., 2015). Ozellikle tibbi goriintiilerde kullanilan ESA'lar, DR gibi goz hastaliklarmnin
fundus goriintiilerinden lezyonlar1 otomatik olarak tanima yetenegi sayesinde hastalik teshisinde
onemli basarilar elde etmistir (Gulshan vd., 2016).

Bununla birlikte son yillarda bilgisayarla gorii alaninda geleneksel ESA mimarilerine alternatif

olarak Transformer tabanli modeller 6ne ¢ikmaktadir. Transformer mimarisi ilk olarak (Vaswani vd.,
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2017) tarafindan dogal dil isleme (natural language processing - NLP) alaninda gelistirilmis ve dil
cevirisi, soru-cevap gibi gorevlerde biiylik basarilar elde etmistir. Bu mimari, veriler arasindaki uzun
mesafeli iligkileri modellemedeki basaris1 sayesinde arastirmacilar tarafindan goriintii verilerine
uygulanabilirligi aragtirilmaya baslanmigtir. Goriintii verilerine ilk uygulamalardan biri olan Vision
Transformer (Gorsel Doniisiim - ViT), goriintiileri sabit boyutlu yamalara (patch) bolerek bu yamalari
kelime ornekleri gibi islemis ve 6z dikkat (self-attention) mekanizmalari ile tlim goriintii alanindaki
kiiresel iliskileri dogrudan modellemistir (Dosovitskiy vd., 2020). Bu yontem, goriintiilerdeki kiiresel
baglami etkili bicimde modelleyebilmekte ancak yiiksek miktarda veri gereksinimi nedeniyle verinin
siirli oldugu durumlarda yetersiz kalabilmektedir.

Bu nedenle Transformer mimarisinin goriintii isleme gorevlerine daha verimli sekilde
uyarlanmasin1 hedefleyen Swin Transformer, dikkat hesaplamalarini yerel pencereler iginde
gergeklestirerek islem verimliligini artirmis ve hiyerarsik yapisiyla ¢ok olgekli 6zellik 6grenimini
miimkiin kilmistir (Liu vd., 2021). Bdylece ilk etapta dil tanima problemleri i¢in tasarlanmis olan
Transformer mimarisi fundus goriintiilerinin smiflandirilmasi gibi yiiksek ¢oziiniirliiklii ve detay
odakli tibbi goriintiileme gorevlerinde ESA’larla karsilastirilabilir bir alternatif haline gelmistir. Tiim
bu gelismeler yapay zeka temelli modellerin tibbi karar destek sistemlerinde etkin bigimde
kullanilabilecegini gostermektedir.

Bu calisma, fundus goriintiileri tizerinde hem DR tespiti hem de derecelendirilme gorevlerini
gerceklestiren derin 0grenme tabanli bir sistem Onermektedir. Modelin basaris1 farklt ESA ve
Transformer mimarileri kullanilarak test edilmis ve goriintiiler izerinde gelismis 6n isleme teknikleri
uygulanarak siniflandirma performansi artirilmaya g¢alisilmistir. Calismanin devaminda sirasiyla
giincel literatlir ¢caligmalar1, kullanilan veri seti ve mimariler, gerceklestirilen deneysel analizler ve

sonuclar detayli olarak sunulacak ve tartisilacaktir.

1.1. Literatiir Arastirmasi

Yi ve ark. (2021) DR tespiti i¢in RA-EfficientNet adin1 verdikleri bir model gelistirmislerdir.
Bu model, EfficientNet mimarisine artik dikkat (Residual Attention - RA) blogu ekleyerek DR
simiflandirmasinda iyilesme saglamistir. Model, APTOS 2019 veri setinde test etmis ve g¢oklu
simiflandirmada %93.55 dogruluk orani elde etmislerdir (Yi vd., 2021). Rao ve ark. (2020) DR tespiti
icin ImageNet iizerinde Onceden egitilmis ResNet50 tabanli bir derin 6grenme modeli
kullanmiglardir. Calismada APTOS 2019 veri seti kullanarak modelin ikili smiflandirma
performansin1 degerlendirmislerdir. Yapilan deney sonucunda %96.59 dogruluk orani1 elde
etmislerdir (Rao vd., 2020). Bodapati ve ark. (2021), DR evrelerini siniflandirmak i¢in Xception ve

VGG16 aglarini kapili dikkat (gated attention) mekanizmasiyla birlestirerek bir derin 6grenme modeli
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gelistirmiglerdir. Calismada, Xception ve VGG16 aglarmin 6zelliklerini birlestirerek DR'nin ¢esitli
evrelerini smiflandirmada  %382.5 dogruluk orani elde etmislerdir (Bodapati vd., 2021). Patel ve
Chaware (2020), MobileNetV?2 tabanli bir model gelistirmis ve modeli transfer 6grenme yontemiyle
DR tespiti i¢in ince ayarlamiglardir. Caligmada APTOS 2019 veri seti lizerinde veri artirma teknikleri
ve farkli dontigiimler (donme, yakinlastirma vs.) uygulayarak modelin dogruluk oranini %81 olarak
bildirmiglerdir (Patel vd., 2020). Minarno ve Bagaskara (2025), APTOS 2019 veri setinde
InceptionV3 modeliyle yaptiklart denemede veri artirma uygulanmadiginda modelde hizlica asiri
uyum gozlendigini uygun artirma teknikleriyle egitim yapildiginda test dogrulugunun %82.7’ye
ulastigini raporlamislardir. Caligmada veri artirmanin yoklugunda egitim ve test basarimi arasindaki
farkin acildig1 yani modelin genelleme kabiliyetinin ciddi sekilde azaldig1 gosterilmistir (Minarno
vd.,2025). Thota ve Reddy (2020), DR nin siddetini siniflandirmak i¢in transfer 6grenme yontemini
kullanmiglardir. Calismada Onceden egitilmis bir VGG16 modeline ince ayar yapmislardir.
Caligmada yliksek dogruluk seviyelerine ulagmak i¢in veri artirma, toplu normallestirme ve 0grenme
oranmin ayarlanmasi gibi ¢esitli teknikler kullanmiglardir. Calismada APTOS 2019 veri seti
kullanilarak modelin performansi test edilmis ve %74 dogruluk, %80 duyarlilik, %65 6zgiillik ve
%80 AUC elde etmislerdir (Thota vd., 2020). Nguyen ve ark. (2020), derin 6grenme tekniklerini
kullanarak DR tespitine yonelik ¢ok sinifli bir model gelistirmislerdir. Calismada, ESA, VGG-16 ve
VGG-19 gibi derin 6grenme modelleri kullanarak DR tespiti yapmislardir. Caligsmada veri setini
artirmak amaciyla yansitma ve dondiirme uygulamislardir. Model EyePacs veri seti iizerinde test
edilmis ve %80 duyarlilik, %82 dogruluk, %82 6zgiilliikk ve %90 AUC elde etmislerdir (Nguyen vd.,
2020). Lavanya ve ark. (2020), DR tespiti ve siniflandirilmasi i¢in Raspberry Pi kullanan bir sistem
gelistirmiglerdir. Caligmada DR tespiti i¢in diisiik maliyetli bir ¢6ziim Onerisi sunmayi
amaclamiglardir. Raspberry Pi cihazina entegre edilen ESA tabanli derin 6grenme modeli ile retina
goriintiileri analiz edilmis ve %90 smiflandirma dogrulugu ve %63 test dogrulugu elde etmislerdir
(Lavanya vd., 2020). Elzennary ve ark. (2020), DR'nin siddetini belirlemek i¢in transfer 6grenme ile
DenseNet-121 sinir agi mimarisini kullanmislardir. Calismada APTOS 2019 veri setine Gauss
bulaniklastirma, kontrast artirma ve gesitli goriintii isleme teknikleri uygulamislardir. Calismada
doktorlarin DR'yi tespit etmek i¢in kullanabilecegi arayiiz olusturmak icin Flask adli Python
cergevesinden yararlanmislardir. Yapilan testler sonucunda %95.64 dogruluk orani elde etmislerdir
(Elzennary vd., 2020) . Pamadi ve ark. (2022), MobileNetV2'yi kullanarak DR tespiti ve
derecelendirilmesi i¢in ikili ve ¢oklu smiflandirma yapan bir model gelistirdiler. APTOS 2019 veri
setine gauss bulaniklastirma gibi goriintii isleme ve geometrik dondiirme gibi veri artima tekniklerini
uygulamiglardir. Calismada ikili siniflandirma i¢in %97, ¢oklu siniflandirma i¢in %78 dogruluk orani
elde etmiglerdir (Pamadi vd., 2022). Saranya ve ark. (2022), DR tespiti i¢in DenseNet tabanli bir derin

o0grenme modeli Onermislerdir. APTOS 2019 veri seti kullanilarak modeli egitmis ve retina
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goriintiilerinde DR’nin tespitine yonelik ikili smiflandirma yapmislardir. Calismada, egitime

baslamadan Once goriintii isleme ve veri dengeleme adimlarimi uygulayarak %83 dogruluk elde

etmislerdir (Saranya vd., 2022).

Tablo 1. DR gériintiilerinin siniflandirilmasi tizerine farkh ¢aligmalarin 6zeti.

Calisma Veri Seti Yéntem Ikili Coklu
Siniflandirma Siniflandirma
Rao ve ark. (2020) Aptos-19 ResNet50 (transfer 6grenme)  %96.59 Dogruluk -
Patel ve Chaware Aptos-19 Ince ayarlanmis MobileNetV2 - %81 Dogruluk
(2020)
Nguyen ve ark. Aptos-15 VGG16 - %82 Dogruluk
(2020)
Lavanya ve ark. EyePacs ESA, Raspberry Pi arayiizii - %63 Dogruluk
(2020)
Thota ve Reddy EyePacs VGG-16, Veri artirma - %74 Dogruluk,
(2020) %80 Hassasiyet,
%65 Ozgiilliik
Elzennary ve ark. Aptos-19 Gauss, kontrast artirma, - %95.64 Dogruluk
(2020) Transfer 6grenme, DenseNet-
121, Flask Arayiizii
Taufiqurrahman ve Aptos-19 MobileNetV2 + SVM(10-kat - %85
ark. (2021) dogrulama),Veri artirma Dogruluk,%92.5
Kappa
Bodapati ve ark. Aptos-19 Xception & VGGI16 hibrit+ - %82.5 Dogruluk,
(2021) Kapil1 Dikkat %79.0 Kappa
Yi ve ark. (2021) Aptos-19 RA-EfficientNet-B4 %98.36 Dogruluk  %93.55 Dogruluk,
& EyePacs %89.20 Dogruluk
(EyePacs)
Majumder ve Aptos-19 SE-DenseNet201, Veri - %88 Dogruluk
Kehtarnavaz (2021) & EyePacs  artirma (EyePacs), %90
Kappa (Aptos-19)
Pamadi ve ark. (2022)  Aptos-19 Gauss, MobileNetV2 %97 Dogruluk %78 Dogruluk
Saranya ve ark. Aptos-19 DenseNet-121, Veri - %83 Dogruluk
(2022) dengeleme
Batool ve ark. (2023)  EyePacs&  EfficientNet-B0-B6 modelleri - EyePACS- %84
DeepDRiD  (6n egitimli), Gauss + veri F1; DeepDRiD-
artirma ile iyilestirme %87 F1
Incir ve Bozkurt EyePacs Yedi farkli 6nceden egitilmis - %97.65 Dogruluk,
(2024) ESA mimarisinin %92.8 Kesinlik,
karsilagtirilmast; en iyi 9%92.6 Hassasiyet,
performans EfficientNetV2-M %92.4 F1
(afine doniisiimlerle veri 6n
isleme ve artirma)
Arora ve ark. (2024) EyePacs EfficientNet-B0 tabanl - %86.53 Dogruluk
ensemble model
Yang ve ark. (2024) EyePacs Maskeli Oto kodlayici ile 6n-  %93.42 Dogruluk -
egitimli ViT
Minarno ve Aptos-19 Inception-V3, Veri artirma - %82.7 Dogruluk
Bagaskara (2025)
Akhtar ve ark. (2025) Messidor-1  RSG-Net + Histogram %99.37 Dogruluk -

esitleme

Tablo 1’de literatiirdeki

yontemler genellikle tek bir

benzer c¢alismalar Ozetlenerek verilmistir. Mevcut literatiirde,

model kapsaminda degerlendirilmis olup, DR tespiti veya

siniflandirmasina odaklanmistir. Bu ¢alismada ise, farkli derin 6grenme mimarilerinin DR tespiti ve
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siniflandirma performanslar1 karsilagtirmali olarak incelenmis; boylece modellerin etkinlikleri ve

simiflandirma dogruluklar: akademik agidan kapsamli bicimde degerlendirilmistir.

2. Materyal ve Metot

Bu boliimde c¢alismada kullanilan veri seti, gorlintii isleme adimlari, veri artirma yontemleri,

kullanilan model mimarileri, egitim stratejisi ve performans degerlendirme metrikleri anlatilmaktadir.

2.1. Veri Seti

Bu ¢alismada DR ’nin tespiti ve derecelendirilmesi icin APTOS 2019 veri seti kullanilmaktadir.
Bu veri setinin bir kismi agik erigimli olarak yaymlanmustir. Veri seti fundus goriintiilerini
icermektedir ve bu goriintiiler hastalarin retinasindaki damarlar, lezyonlar ve diger hasarlari tespit
etmek icin kullanilabilmektedir. APTOS 2019 veri setinde her bir goriintii i¢in bir etiket bulunur ve
bu etiket, retinopatinin ¢esitli derecelerine isaret eder (0'dan 4'e kadar, 0: saglikli, 1: hafif, 2: orta, 3:

ileri, 4: ¢ok ileri). Bu etiketler modelin DR’yi farkli seviyelerde siniflandirmasini saglar.

Normal Hafif DR Orta DR Siddetli DR Profileratif DR

Sekil 1. Aptos-19 veri setinden 6rnek goriintiiler.

APTOS 2019 veri seti, 3662 fundus goriintiisii igerir ve bu goriintiiler modelin egitim ve test
stireclerinde kullanilmak iizere derin 6grenme modellerinin performansini degerlendirmeye olanak
saglar. Veri setinin etiketlenmis yapis1 DR nin siniflandirilmast ig¢in derin 6grenme tabanli modellerin
gelistirilmesinde yaygin bir sekilde kullanilmaktadir (Kaggle, 2019). Sekil 1°de veri setindeki farkli
derecelere ait goriintli 6rnekleri verilmistir.

Sekil 2°de APTOS 2019 veri setindeki 6rneklerin dagilimi grafik ile gosterilmistir.
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1500
999
1000
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Veri seti goriintt dagilimi

HO W1l m2 m3 m4

Sekil 2. APTOS-2019 veri seti hastalik ciddiyet diizeylerinin dagilima.

2.2. Géoriintii On Isleme ve Veri Artirma

Bu ¢alismada kullanilan fundus goriintiileri modele verilmeden 6nce bir dizi 6n isleme ve veri
artirma adimina tabi tutulmustur. Bu adimlar, modelin hem goriintii kalitesinden bagimsiz olarak
tutarli sonuglar iiretmesini saglamakta hem de azinlik siniflar {izerindeki bagsarimini artirmaktadir.
Goriintii isleme stireci sirastyla kirpma, kontrast sinirlamali adaptif histogram esitleme (CLAHE -
Contrast Limited Adaptive Histogram Equalization) ve renk diizeltmesini veri artirma ise yansitma,
dondiirme, RGB kaydirma parlaklik ayarlama ve Gamma diizeltmesi gibi islemleri kapsamaktadir.
Tim bu adimlar Sekil 3’te calismada kullanilan veri setindeki ornek bir goriintlii {izerinden

gosterilmistir.

2. Retina Kirpma 3. CLAHE 4. Renk Duzeltme

1. Orijinal

5. Yansitma 6. 30° Dondurme

7. Parlaklik Ayari

8. RGB Kaydirma

Sekil 3. Goriintii isleme adimlari.
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2.3. Retina Bolgesinin Otomatik Kirpilmasi

Fundus goriintiilerinde retina dis1 bolgeler (siyah arka plan gibi) genellikle siniflandirma i¢in
anlaml bilgi tasimaz. Bu nedenle ilk adimda, goriintiiniin yalnizca retina bolgesini igerecek sekilde
otomatik kirpilmasi saglanmistir. Goriintii gri seviyeye doniistiiriilmiis ardindan esikleme yontemiyle
en biiyiik kontur belirlenmis ve bu kontur ¢evresindeki dikddrtgen alan goriintiiden ¢ikarilmistir.
Boylece modelin dikkatinin yalnizca anlamli bilgi iceren bolgelere yonelmesi saglanmistir (Sekil 3,

1-2).

2.4. CLAHE ile Kontrast Iyilestirme

Kirpilmis goriintli, RGB renk uzaymdan LAB renk uzayma doniistiiriilerek L (Lightness -
Aydinlik) kanali ayristirllmistir.  Ardindan, sadece L kanalina Kontrast CLAHE yoOntemi
uygulanmistir. CLAHE yontemi, lokal histogram esitlemesi prensibiyle calisarak diisiik kontrasth
bolgelerdeki ayrintilarin daha belirgin hale gelmesini saglar ve medikal goriintiileme alaninda
etkinligi nedeniyle yaygin olarak kullanilmaktadir (Zuiderveld, 1994; Gonzalez & Woods, 2018). Bu
islem sonucunda retina goriintiilerindeki damar yapilari, lezyonlar ve optik disk gibi klinik agidan

Oonemli yapilar daha goriintir hale getirilmistir (Sekil 3, 3).

2.5. Renk Diizeltme

CLAHE isleminin ardindan elde edilen goriintiiye (gamma) y=1.2 parametresi kullanilarak renk
diizeltmesi uygulanmistir. Renk diizeltmesinde gamma > 1 segildiginde goriintliniin parlaklik
seviyelerini dogrusal olmayan bir doniisiimle degistirerek koyu alanlardaki detaylarin daha goriiniir
olmasini saglar. Boylelikle diisiik 1s1kl1 bolgelerdeki ayrintilarin (6rnegin retina damarlari, mikro

anevrizmalar) gOriiniirliigli artirilarak daha etkili gorsel analiz ve tan1 imkani elde edilir. (Sekil 3, 4).
2.6. Veri Artirma
Modelin genelleme kabiliyetini artirmak, asir1 uyumu (overfitting) 6nlemek ve veri dengesizligi

sorununu hafifletmek amaciyla egitim asamasinda her bir goriintliye cesitli veri artirma teknikleri

uygulanmistir. Bu dontigiimler agagida agiklanmistir.
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2.7. Yansitma

Gorilintli  yatay diizlemde ters cevrilerek modelin anatomik simetrilere duyarliligi
gelistirirmistir. Kullanilan parametreler HorizontalFlip(p=0.5); diisey yansima kullanilmadi

(anatomik uyumsuzluk) (Sekil 3, 5).

2.8. Rastgele Dondiirme

Gorintiiler £30 dereceye kadar rastgele dondiiriilerek farkli agilardan goriintiilenen retina
yapilarina kars1 duyarliligi artmistir. Kullanilan parametreler;

Rotate(limit=30, p=0.5, border mode=cv2.BORDER_ REFLECT) (Sekil 3, 6).

2.9. RGB Renk Kaydirma

Her bir renk kanalina (R, G, B) ayri ayn kii¢iik degerler eklenerek renk varyasyonlari
olusturulmustur. Bu, farkli kameralar ve 151k kaynaklar1 nedeniyle olusabilecek renk degisimlerine
kars1 modelin dayanikliligini artirmaktadir. Kullanilan parametreler; RGBShift(r_shift=+20,
g shift=+20, b_shift=+20, p=0.5) (Sekil 3, 8).

2.10. Parlakhk ve Kontrast Ayarlama

Gorintiilerin  parlaklik ve kontrast seviyeleri rasgele degistirilerek farkli aydinlatma
kosullarimin simiilasyonu saglanmistir. Kullanilan parametreler;
RandomBrightnessContrast(brightness_limit=0.2, contrast_limit=0.2, p=0.5) (Sekil 3, 7).

Goriintii isleme adimlari, Python programlama dili kullanilarak gerceklestirilmistir. Bu siiregte
ozellikle OpenCV, Albumentations ve NumPy gibi yaygin olarak kullanilan ag¢ik kaynak
kiitiiphanelerden yararlanilmistir. Tiim goriintiiler Oncelikle 224x224 piksel boyutuna yeniden
Ol¢eklendirilmis, ardindan normalize edilerek on isleme asamasindan gecirilmistir. Normalizasyon
sonrasi, veri artirma siirecinde, her bir goriintilye uygulanabilecek gesitli doniisiimler (yansitma,
dondiirme, RGB kanal kaydirmasi, parlaklik-kontrast ayarlamalar1 vb.) i¢in belirlenen olasiliklar
(6rnegin p=0.5) dahilinde, Bernoulli dagilimina dayali rastgele bir se¢cim mekanizmasi isletilmistir.
Boylece, her doniisiimiin goriintliye uygulanip uygulanmayacagi ayri ayr1 ve rastgele olarak
belirlenmistir. Bu yaklagim sayesinde her epoch’ta ayni1 goriintii 6rnegi modele farkli varyasyonlari

ile sunulmakta ve egitim veri setine dinamik bir ¢esitlilik kazandirilmaktadir. Elde edilen bu ¢esitlilik,
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modelin asir1 6grenmeden kaginmasima ve farkli oryantasyon, renk varyasyonu ve aydinlatma

kosullarinda daha genel bir performans sergilemesine olanak tanimaktadir.

2.11. Kullanilan Modeller

Bu boliimde ¢aligmada kullanilan modeller hakkinda bilgi verilmektedir. Caligmada 4 ESA
(ResNet18, EfficentNetB4, DenseNet121, VGG16) ve 1 Transformer (Swin) tabanli olmak tizere 5

model kullanilmstir.

2.12. ResNet18

ResNet (Residual Network), 2015 yilinda He ve arkadaslar1 tarafindan gelistirilmis olup derin
sinir aglarin egitiminde karsilasilan gradyan kaybolmasi (vanishing gradient) problemini ¢6zmek
amaciyla onerilmistir (He vd., 2016). ResNet mimarisi artikli baglantilar (residual connections)
kullanarak daha derin modellerin egitilmesini miimkiin kilmistir. ResNet mimarisi farkli derinliklerde
varyantlara sahiptir. ResNetl8 bu mimarinin en hafif ve hesaplama agisindan en verimli
versiyonlarindan biridir. ResNet18 modeli toplamda 18 katman i¢cermektedir. Bu katmanlar arasinda
17 adet evrisimli katman ve 1 adet tam baglantili (fully connected) katman bulunmaktadir. Model,
giriste 3x224x224 boyutunda RGB bir griintii kabul eder. ilk katmanda 7x7 boyutunda ve 64 filtreli
bir evrisim islemi uygulanir, ardindan toplu normalizasyon (batch normalization-BN), ReLU
aktivasyonu ve maksimum havuzlama (max pooling) islemleri ger¢eklestirilir. Bu asamadan sonra
model dort adet artikl1 blok (residual block) icerir. Her artik blok, sirastyla iki adet 3x3 evrigim, toplu
normalizasyon ve ReLU aktivasyon fonksiyonundan olusur. Giris ile ¢ikis boyutlari eslestiginde giris
dogrudan ¢ikisa eklenerek artik baglant1 yapilir. Bu yap1 sayesinde model derinlestikge 6grenme
kapasitesini kaybetmez ve gradyan gecisi bozulmadan ilerler. Bu mekanizma agin daha iyi
genellestirmesini ve daha hizli egitilmesini saglar (He vd., 2016). Modelin sonunda bir global
ortalama havuzlama katmani uygulanir. Elde edilen 512 boyutlu vektér tam baglantili katmana
iletilerek son siniflandirma yapilir. Genellikle bu katman sinif sayisina (6rnegin ImageNet’te 1000,

tez calismasinda derecelendirme i¢in 5 ve tespit i¢in 2) gore ¢iktilar iiretir.
2.13. VGGI16
VGG16, 13 evrisim katmani ve 3 tam baglantili katman olmak iizere toplam 16 6grenilebilir

katmandan olusan derin bir evrisimsel sinir agidir. Bu mimari, Oxford Universitesi’ne baglh Visual

Geometry Group tarafindan gelistirilmistir. Model giris olarak 224 %224 piksel boyutlarinda {i¢ kanall1
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RGB goriintii alir. Evrisim katmanlar1 boyunca 33 boyutlu kii¢iik filtreler kullanilmasi mimarinin
temel yeniliklerinden biridir. Bu filtreler ¢ekirdek boyutunu biiylitmeden derinligi artirmakta ve daha
karmasik 6zelliklerin 6grenilmesini saglamaktadir (Simonyan ve Zisserman, 2014). Model bes adet
evrisimsel blok yapisinda diizenlenmistir. Her blokta 2 veya 3 adet ardisik 3%3 evrisim katmani ve
bunu takip eden maksimum havuzlama katmani yer alir. Bu yap1 sayesinde ag derinlestikce hem
uzamsal ¢6ziiniirliik diistiriilmekte hem de 6zellik soyutlama diizeyi artmaktadir. Evrisim bloklarmin
ardindan iki adet 4096 noronlu tam baglantili gizli katman ve bir adet 1000 smifli ¢ikis katmani

(genellikle ImageNet veri kiimesi i¢in) bulunur.

2.14. DenseNet121

DenseNetl121, toplamda 121 katmandan olusan ve yogun baglanti (dense connectivity) ilkesi
tizerine inga edilmis derin evrigimsel sinir ag1 mimarisidir. Modelin temel yap1 taslari, ardisik sekilde
organize edilmis dort adet dense blok yapisidir. Bu bloklardaki katman sayilar1 sirasiyla 6, 12, 24 ve
16°dir. Her bir dense blok igerisinde yer alan katmanlar birbirine tam baglantilidir yani her katman,
kendisinden 6nceki tiim katmanlarin ¢iktisin1 dogrudan girdi olarak alir ve kendi ¢iktisin1 da sonraki
tiim katmanlara iletir. Bu yap1 hem o6zellik tekrar kullanimmi artirmakta hem de gradyan akisini

kolaylagtirarak derin aglarin daha stabil ve verimli egitilmesini saglamaktadir (Huang vd., 2017).

2.15. EfficientNetB4

EfficientNet mimari ailesi, Tan ve Le (2019) tarafindan gelistirilen ve goriintii siniflandirma
gorevlerinde hem yiiksek dogruluk hem de hesaplama verimliligi sunan evrigimli sinir ag1
mimarileridir. Bu mimarinin temel yeniligi, genislik (width), derinlik (depth) ve ¢dziintirliik
(resolution) Ol¢eklendirmesinin dengeli bir sekilde yapilmasini saglayan bilesik Ol¢eklendirme
(compound scaling) yontemidir. Bu sayede model hem parametre sayisin1 verimli kullanmakta hem
de performansmi artirmaktadir.EfficientNetB4, EfficientNet ailesinin orta biiytikliikteki
modellerinden biridir ve ImageNet veri seti lizerinde yapilan deneylerde yiiksek dogruluk oranlari
elde etmistir. EfficientNetB4, EfficientNetBO modelinin 6l¢eklendirilmis hali olarak giris goriintiisii
cozlinlirliglini 380%x380 piksele c¢ikarir ve agin derinligi ile genisligini artirarak performansini
yiikseltir.Literatiirde EfficientNetB4 hem genel goriintii smiflandirma hem de medikal goriintii
analizinde yaygin sekilde kullanilmakta olup, diisiik hesaplama maliyetiyle yiiksek basar1 saglamasi
nedeniyle tercih edilmektedir (Tan ve Le, 2019; Yang ve ark., 2021). Ozellikle medikal gériintii
gorevlerinde EfficientNet-B4, dengeli 6l¢eklendirmesi sayesinde etkili sonuglar vermektedir (Yang

ve ark., 2021).
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2.16. Swin Transformer

Gorsel tabanl gorevlerde derin 6grenme modellerinin basarisi biiyiik 6l¢tide modelin hem yerel
hem de kiiresel baglamdan anlamli &zellikler ¢ikarabilme yetisine baglidir. Ozellikle ViT mimarileri
gorilintliyli sabit boyutlu yama dizilerine ayirarak dizisel bilgi isleme (sequential processing)
yontemini gorsel alana uyarlamistir (Dosovitskiy vd., 2021). Ancak ViT’in dogrudan uyguladigi
kiiresel ¢ok bagh dikkat mekanizmasi yiiksek c¢oziiniirlikli goriintiillerde ciddi hesaplama
maliyetlerine neden olmaktadir. Bu sorunu ¢6zmek amaciyla (Liu ve ark., 2021), Swin Transformer
adli mimariyi 6nermistir. Swin Transformer, dikkat islemlerini sabit boyutlu yerel pencereler (or.
7x7) i¢inde gergeklestiren pencere tabanli dikkat (Window-based Multi-head Self-Attention- W-
MSA) mekanizmastyla ¢aligir. Ayrica katmanlar arasinda pencere kaydirma (Shifted Window-based
Multi-head Self-Attention - SW-MSA) stratejisi kullanilarak pencereler arasi bilgi akisi saglanir.
Boylece hem yerel hem de daha genis baglamlar islenebilirken hesaplama verimliligi de korunmus
olur. Swin Transformer mimarisi, her bir Swin blogunda sirasiyla ¢ok basli dikkat mekanizma, artik
baglanti, katman normu ve c¢ok katmanli algilayici bilesenlerini igerir. Bu yap1 Transformer
mimarisinin genel yapisina benzemekle birlikte dikkat mekanizmasi klasik kiiresel 6z dikkat yerine
yerel pencerelerle sinirlanmistir. Swin Transformer ’da ardigik iki blok ¢ift olarak tasarlanmistir.
Bunlardan ilki W-MSA ve ikincisi SW-MSA mekanizmalarini uygular. Bu yap1 sayesinde model

hem yerel iligkileri hem de pencere kaydirarak daha genis baglamlari1 6grenebilir.

2.17. Egitim Stratejisi

Model egitim siire¢leri her bir mimari i¢in ayn1 hiper parametre ayarlariyla gerceklestirilmistir.
Bu yontem farkli modellerin adil bir sekilde kiyaslanabilmesi agisindan 6nemlidir. Modelin basariyla
egitilebilmesi i¢in kullanilan optimizasyon algoritmasi, 6grenme orani planlayicisi, kayip fonksiyonu,
egitim siliresi ve batch boyutu gibi hiper parametrelerin dikkatle belirlenmesi gerekmektedir. Bu
boliimde, ¢alismada kullanilan egitim stratejisi detayli olarak agiklanmakta ve her bir kararin
literatiirdeki karsilig1 belirtilmektedir.

Tiim modeller AdamW optimizasyon algoritmasi ile egitilmistir. Ogrenme orani Ir = le-4 ile
baslatilmis ve WarmRestarts 6grenme orani planlayicisi (scheduler) kullanilarak azaltilmig ardindan
donemsel olarak sifirlanmistir. Egitim siireci boyunca maksimum 20 epoch (donem) belirlenmis
ancak dogrulama kaybi belirli bir siirede iyilesmediginde erken durdurma stratejisi uygulanmistir.
Erken durdurma igin sabir (patience) degeri = 5 olarak belirlenmistir. Her bir egitim adiminda islenen
ornek sayis1 batch size = 8 olarak belirlenmis ve bu deger GPU bellegi sinirlar1 ile model stabilitesi

gozetilerek se¢ilmistir (Masters ve Luschi, 2018).
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Veri setindeki belirgin sinif dengesizligi nedeniyle kayip fonksiyonu olarak Focal Loss tercih
edilmistir. Focal Loss i¢in odaklanma parametresi y=2.0 olarak belirlenmis ve her smifa 6zgii
agirliklar [1.0, 2.0, 1.0, 4.5, 5.0] seklinde uygulanmistir. Bu sayede 6zellikle diistik frekanslh siiflar
(smif 3 ve 4) lizerinde hata pay1 artirilarak modelin s6z konusu siniflara daha fazla dikkat etmesi
amaclanmistir (Lin vd., 2017).

Model degerlendirmelerinde simnif dengesini korumak amaciyla K-katli ¢apraz dogrulama
(Stratified K-Fold Cross Validation) yontemi kullanilmigtir .Bu sayede her katmanda sinif dagilimi
korunarak adil bir degerlendirme saglanmistir. Her alt kiime (fold) i¢in model sifirdan egitilmis ve en
iyi dogrulama kaybina ulasildiginda model agirliklart kayit altina alimmistir. K-Kath c¢apraz

dogrulama yapis1 Sekil 4’te k=5 i¢in gosterilmistir.

FOLD1 FOLD2 FOLD 3 FOLD4 FOLD 3
Split 1 Test Tram I Tram I Tram I Tramn + Performans
Split 2 Tram Test I Tram I Tram Tram — Performans
Split 3 Tramn Tram I Test Train Tramn |———  Performans * P?ﬁgg;idh::‘;
Split 4 Tram Tramn I Tram Test Tram L+ Performans
Split 3 Tram Tram Tram I Tram Test »  Performans

Sekil 4. 5-Kath ¢apraz dogrulama yapisi.
2.18. Performans Degerlendirme Metrikleri

Model performansi dogruluk, F1-Skor ve Kappa gibi farkli metriklerle degerlendirilmistir.
Ozellikle siniflar aras1 dengesiz veri dagilimi1 nedeniyle bu ¢aliygmada Kappa ve F-1 skor, dogruluk

metriginden daha anlamli metrikler olarak degerlendirilmistir.
2.19. Dogruluk

Dogruluk, Denklem (1)’de goriildiigii gibi siniflandirma modelinin toplam 6rnekler icerisindeki
dogru tahmin oranini ifade eder. En temel ve yaygin olarak kullanilan degerlendirme metriklerinden

biridir.

Dogru Tahmin Sayist _ TP+TN (1)
Toplam Ornek Sayist  TP+TN+FP+FN

Accuracy = Dogruluk =
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Dogruluk metrigi modelin genel basarimini 6zetleyen temel bir 6lgiit olsa da 6zellikle sinif
dagiliminin dengesiz oldugu durumlarda yaniltici sonuglar verebilir. Clinkii model ¢ogunluk sinifina
asir1 odaklanarak yiiksek dogruluk elde edebilirken azinlik siniflarda ciddi hata yapabilir. Bu durum
modelin genel basar1 diizeyini oldugundan yiiksek gosterir (Saito ve Rehmsmeier, 2015). Bu nedenle
bu calismada dogruluk metrigi tek basma kullanilmamis bunun yerine smif dengesizligine daha

duyarl metrikler olan F1-skor ve QWK gibi alternatif 6lgiitlerle birlikte degerlendirme yapilmistir.

2.20. F-1 Skor

F1-Skoru, Denklem (2)’de goriildiigii gibi bir siniflandirma modelinin kesinlik ve duyarlilik
degerlerinin harmonik ortalamasidir. Bu metrik, 6zellikle sinif dagiliminin dengesiz oldugu veri
kiimelerinde modelin yalnizca baskin siniflar1 degil, azinlik siniflar1 da ne 6l¢iide dogru tahmin

edebildigini gostermek acisindan tercih edilir (Saito ve Rehmsmeier, 2015).

F—1Skor =2 x Kesinlik.Hassasiyet (2)

Kesinlik+Hassasiyet

Cok sinifli simiflandirma problemlerinde her sinif i¢in ayr1 ayr1 F1 skoru hesaplanabilir. Ancak
smiflar arasinda belirgin 6rnek sayis1 farklar1 bulundugunda modelin azinlik siniflardaki bagsarimini
daha adil 6lgmek icin agirlikli ortalama (weighted-average) F1 skoru tercih edilir. Bu yontem,
Denklem (3)’te her simifin F1; degerini o sinifa ait drnek sayisiyla n; agirliklandirarak genel F1

skorunu hesaplar (Sokolova ve Lapalme, 2009):
Flyeightea = Xiz1 - F1; 3)

Burada,

C: Sinif sayisi,

n;: 1. sinifa ait drnek sayisi,

N =Y¢ , n;: Toplam 6rnek sayis,

F1;: 1. sinifa ait F1 skoru.

Bu yaklagim, her smifin katkisin1 6rnek sayisina gore dengeleyerek cogunluk ve azinlik

siiflara esit onem atfeder ve dengesiz veri kiimelerinde basariy1 daha gercekgi yansitir.
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2.21. QWK

Bu caligsmada smniflandirma problemi sirali (ordinal) siniflar igerdigi i¢in modelin performansi
yalnizca dogru/yanlis tahmin sayisina degil, tahminin ne kadar uzak smiflara yapildigina da duyarl
bir metrik olan QWK ile degerlendirilmistir. QWK, Cohen’in Kappa istatistiginin bir genellemesi
olup Denklem (4)’te her sinif hatasina karelenmis uzakliga dayali bir ceza uygular (Ben-David, 2008;
Cohen, 1968).

— 1 = ZuWij%u
k=1 XijWijEij “)
0;; : Gozlenen frekans matrisi (gergek smnif i, tahmin edilen simif )
E; ; : Beklenen frekans (rastgele tahmin varsayimiyla)
W; ; + Agirlik fonksiyonu Denklem (5)’te, smiflar arasi farkin karesine dayalidir:
_ (-2

QWK degeri -1 ile 1 arasinda degisir:

K =1 : Miikkemmel uyum

K=0: Sansa bagli tahmin

K<0: Rastgeleden daha kotii performans

Bu yaklagim sayesinde 6rnegin gergek sinifi 4 olan bir sinifin 3 olarak tahmin edilmesi, 0 olarak
tahmin edilmesinden daha az cezalandirilir. Bu da sirali etiketli gérevlerde daha gergekei bir bagarim

Olciimii saglar.

3. Bulgular ve Tartisma

Bu boéliimde DR tespiti igin farkli derin 6grenme modellerinin performanslari, APTOS 2019
veri seti lizerinde coklu ve ikili siniflandirma gorevleri kapsaminda degerlendirilmistir. Deneyler,
oncelikle herhangi bir goriintii isleme veya veri artirma uygulanmadan gergeklestirilmis, ardindan bu
tekniklerin eklenmesiyle model performanslarindaki degisim incelenmistir.

Tablo 2’de 6n isleme ve veri artirma adimlart olmadan modellerin ¢oklu siniflandirma
performanslar1 sunulmaktadir. Bu sonuglara gore, Swin Transformer modeli %83.67 dogruluk,

%89.23 QWK ve %83.10 agirlikli F1 skoru ile diger modellere gore iistiin performans sergilemistir.
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EfficientNetB4 ve DenseNetl21 modelleri de yiiksek dogruluk ve QWK skorlar1 ile Swin

Transformer’1 takip etmistir.

Tablo 2. Modellerin 6n isleme ve artirma adimlar1 olmadan ¢oklu siniflandirma performanslari.

Model Dogruluk (%) QWK (%) Agirlikl F1 (%)
ResNet18 80.21 84.08 79.30
EfficientNetB4 83.45 87.65 83.02
VGG16 82.01 87.52 81.27
DenseNet121 82.08 86.92 81.02
Swin Transformer 83.67 89.23 83.10

On isleme ve veri artirma teknikleri uygulandiktan sonra elde edilen sonuglar Tablo 3’te

verilmistir. Tiim modellerde hem dogruluk hem de QWK ve F1 skorlarinda belirgin iyilesmeler

gozlenmistir. Ozellikle Swin Transformer modelinde dogruluk %85.00’e, QWK %91.37’ye

yiikselmis ve agirlikli F1 skoru 9%83.35 olarak dl¢iilmiistiir. Bu artislar, kullanilan goriintii isleme ve

veri artirma yontemlerinin model performansina olumlu katkisin1 géstermektedir.

Tablo 3. Modellerin 6n isleme ve artirma adimlari ile ¢oklu smiflandirma performanslari.

Model Dogruluk (%) QWK (%) Agirlikli F1 (%)
ResNet18 81.65 88.03 81.50
EfficientNetB4 84.04 90.21 83.12
VGG16 83.42 89.39 82.23
DenseNet121 83.05 89.13 82.13
Swin Transformer 85.00 91.37 83.35

Tablo 4’te ise modellerin ikili smiflandirma gorevindeki performanslart verilmistir. Bu

kategoride de veri artirma ve On isleme sonrast sonuglar daha yiiksek basari oranlari ortaya

koymaktadir. En yiliksek dogruluk %98.41 ile VGG16 modelinde goriilmiis, QWK skorlarinda ise

%96’nin lizerinde performans degerleri elde edilmigtir. Genel olarak tim modeller ikili

simiflandirmada ¢oklu siniflandirmaya kiyasla daha yiiksek dogruluk ve QWK skorlar1 gostermistir.

Tablo 4. Modellerin ikili siniflandirma performanslari.

Model Dogruluk (%)  Dogruluk (%) * QWK (%) QWK (%) *
ResNet18 97.21 97.62 94.41 95.24
EfficientNetB4 98.04 98.35 96.42 96.70
VGG16 98.36 98.41 96.71 96.82
DenseNet121 97.95 98.33 95.89 96.66
Swin Transformer 97.89 98.33 95.78 96.66

Not: * Veri artirma ve 6n isleme uygulandiktan sonra elde edilen sonuglari ifade etmektedir.

Tablo 5’te APTOS 2019 veri seti kullanilarak yapilan farkli ¢caligmalarda kullanilan derin

o6grenme modellerinin performans metriklerini karsilagtirmali olarak gosterilmektedir. Majumder ve
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Kehtarnavaz (2021) tarafindan kullanilan SE-DenseNet201 modeli, %85 dogruluk ve %90 QWK
skorlart ile iyi bir temel performans sunmustur. Bodapati ve arkadaslar1 (2021) Xception ve VGG16
modellerinin hibrit kombinasyonunu kullanarak %82 dogruluk ve %79 QWK elde etmis, ancak F1
skoruna yer vermemistir. Taufiqurrahman ve ark. (2021) ise MobileNetV2 ve SVM birlesimiyle %85
dogruluk ve %92 QWK degerlerine ulasarak yiiksek siniflandirma tutarliligi gostermistir. Boulobi ve
arkadaslar1 (2023) Swin Transformer mimarisini kullanarak %89 dogruluk ve %83 F1 skoru ile gii¢lii
sonugclar elde etmis, bu da Transformer tabanli modellerin etkinligini ortaya koymustur. Minarno ve
Bagaskara (2025) InceptionV3 modeli ile veri artirma tekniklerini birlestirerek %83 dogruluk ve %82

F1 skoru seviyelerinde performans saglamislardir.

Tablo 5. Benzer ¢aligmalarin APTOS 2019 veri seti izerindeki performansi

Caligma Model Dogruluk QWK  F1 Skor
(%) (%) (%)

Majumder ve Kehtarnavaz (2021) SE-DenseNet201 85 90 72
Bodapati ve ark. (2021) Xception & VGG16 82 79 -
Taufiqurrahman ve ark. (2021) MobileNetV2 + SVM 85 92 -
Boulobi ve ark. (2023) Swin Transformer 89 - 83
Minarno ve Bagaskara (2025) InceptionV3, Veri artirma 83 - 82

Bu ¢alisma (2025) Swin Transformer 85 91 84

Bu calismada ise Swin Transformer tabanli model kullanilarak %85 dogruluk, yaklasik %91.37
QWK ve %84 F1 skoru elde edilmistir. Ozellikle QWK ve F1 skorlarindaki iyilesme, modelin farkli
DR evrelerini dengeli ve dogru sekilde smiflandirma kapasitesini yansitmaktadir. Ayrica,
Transformer tabanlt modellerin medikal goriintii siniflandirmasinda artan popiilaritesi ve etkinligi bu
sonuglarla desteklenmektedir. Caligmanin performansinin literatiirdeki benzer modellerle
karsilastirildiginda rekabet¢i oldugu ve oOzellikle smif uyumu agisindan {stiinlik sagladigt

sOylenebilir.

4. Sonuclar ve Oneriler

Bu calismada, DR tespiti amaciyla farkli derin 6grenme modelleri, APTOS 2019 veri seti
tizerinde hem ¢oklu hem de ikili siniflandirma gorevleri kapsaminda karsilastirilmistir. Elde edilen
sonuglar, 6zellikle Swin Transformer modelinin diger modellerden daha yiiksek dogruluk, QWK ve
F1 skoru elde ettigini gostermistir. Ayrica, goriintii isleme ve veri artirma tekniklerinin uygulanmasi
model basarisint anlamli 6l¢tide artirmistir.

Ikili sniflandirma goérevinde yiiksek performans degerleri, derin grenme tabanli yaklasimlarin
klinik uygulamalarda hastaligin varhiginin hizli ve dogru tespiti i¢cin uygun oldugunu
desteklemektedir. Coklu siniflandirmada ise sinif dengesizligi ve benzerlik gibi zorluklar g6z 6niinde

bulundurularak gelecekte bu alanlarda iyilestirmeler yapilmasi gerekliligi ortaya ¢ikmaktadir.
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Calismanin bulgular1 1s1g1inda 6neriler sunlardir:

. Model Birlestirme ve Topluluk Yontemleri: Bu c¢alismada tekli modeller
degerlendirilmistir. Gelecekte en 1yi performans gosteren modellerin bir topluluk (ensemble)
olusturacak sekilde birlestirilmesi diisiiniilebilir. Farkli mimarilerin hatalar1 farkli olabileceginden bir
oylama veya agirlikli ortalama mekanizmas: ile birlestirme yapmak genel dogrulugu daha da
artirabilir. Ozellikle saglik uygulamalarinda kritik hatalari en aza indirmek i¢in ensemble modelleri
faydali olabilir.

. Daha Genis ve Cesitli Veri Setleri: Modelin genellenebilirligini artirmak i¢in egitim veri
setinin genisletilmesi 6nemlidir. Mevcut APTOS 2019 veri setine ek olarak EyePACS gibi binlerce
goriintli iceren agik veri setleri ile egitimin tekrarlanmas1 modelin farkli popiilasyonlarda da basarili
olmasini saglayacaktir. Gelecekte miimkiin olan en genis kapsamli retina goriintii koleksiyonuyla
model yeniden egitilebilir.

. Birlesik Modeller ve Coklu Cikis: DR tanis1 koymanin yani sira belirli lezyon tiirlerinin
tespiti de (mikro anevrizma sayisi, makula 6demi varligi gibi) klinik agidan 6nemlidir. Gelecekte ¢ok-
gorevli (multi-task) bir 6grenme yaklagimiyla aynt modelin hem DR seviyesini siniflandirmast hem
de varsa ilgili lezyonlar tespit etmesi saglanabilir.

. Model Agiklanabilirligi: Model kararlarinin gorsel veya sayisal agiklamalari 6nem tagir.
Gelecekte egitimli modellere Grad-CAM gibi teknikler uygulanarak hangi bolgeleri 6nemsedikleri
ortaya koyulabilir. Eger model yanlis bir siniflandirma yaptiysa Grad-CAM 1s1 haritalar1 hatanin
nedenini anlamaya yardimci olabilir (6rnegin optik diski bir lezyon sanmak gibi).

Sonug olarak, derin 6grenme tabanli DR siiflandirma modelleri, erken teshis ve tedavi siirecine

katki saglayarak gérme kayiplarinin 6nlenmesinde 6nemli bir arag olarak kullanilabilir.
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