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ABSTRACT

y cluster analysis units or variables can be grouped according to similarities

or differences in terms of their properties. In this study total of 4496
Holstein Friesian cows were grouped two, three and four clusters according to
their herd, age at first calving, lactation length and 305 day milk yields.
Nonhierarchical k-means clustering technique is used for this purpose. Related
traits were found statically significant for clustering of Holsteins (P<0.01).
Holsteins were divided into three clusters and these clusters were found
statistically different (P<0.01). The correct classification percentage of cows was
98%. In the third cluster Holsteins which have the highest milk yield, the lowest
age of first calving and 305-day lactation period were proposed for breeding
programs.

OZET

iimeleme analizi ile birim veya degiskenler sahip olduklar1 6zellikler

bakimindan benzerlik veya farkliliklarina gore gruplandirilabilmektedir. Bu
arastirmada 4496 adet Siyah Alaca inek, siirii, ilkine buzagilama yasi, laktasyon
siiresi ve 305 giinliik siit verimi bakimindan asamali (hiyerarsik) olmayan k-
ortalamali (k-means) kiimeleme yodntemi ile iki, lG¢ ve dort kiimeye
gruplandiriimistir. Siyah Alacalar'in kiimelere ayrilmasinda inceleme konusu
ozelliklerin istatistiksel olarak etkili olduklari saptanmistir (P<0.01). Yine bu
ozelliklere gore Siyah Alacalar’in ii¢ farkhi kiimeye ayrildigi ve bu ii¢ kiimenin
istatistiksel olarak farkli oldugu belirlenmistir (P<0.01). Siyah Alacalar’'in dogru
siniflandirma orani ise %98 olarak bulunmustur. Siit veriminin en yiiksek, ilkine
buzagilama yasinin en diisiik ve ideal olan 305 giinliik laktasyon siiresine sahip
licincii kiimedeki Siyah Alacalar'in 1slah c¢alismalarinda kullaniimasi
onerilmistir.

inadequate in the identification and classification of

Determination of individual differences for
quantitative and qualitative traits is important in animal
breeding. This is also used in the identification and
taxonomic classification of species. However the
genetic relationships among traits make the
determination difficult. Since determination of the
differences by molecular genetics techniques are costly,
biometrical methods are more advantageous. On the
other hand, univariate analysis of multiple traits is

populations. So, in the evaluation of morphologic
characteristics, it is essential to use multivariate
statistical methods (Ruttner et al., 1978; Yakubu and
Ugbo, 2010).

In multivariate statistical approach the method that
helps to separate units or variables into similar sub-
groups is referred to as the clustering method.
Clustering method is used widely in the recent years
particularly in social, medical and engineering sciences
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for different purpose. The method employs several
approaches while classifying units according to their
similarities. These approaches may be divided into two
main groups as hierarchical and non-hierarchical
methods (Johnson and Wichern, 2005). While in
hierarchical clustering starting with each unit as
separate cluster and merging the most similar pair of
clusters successively to form a new cluster, units are
separated into groups that are homogeneous inside
and heterogeneous between groups in non-
hierarchical clustering (Hair et al., 2006). K-means
clustering method is the most widely used one among
the non-hierarchical clustering methods (Singh and
Singh, 2012).

In animal science the number of studies using
clustering methods is fairly low. By using k-means
clustering analysis Akilli and Atil (2013) classified 100
Holstein Friesians by their lactation order, 305 day milk
yield, protein, fat, age at first calving, calving interval,
milking day and calving season. In consequence of the
analysis, Holstein Friesians are grouped under seven
different clusters. Glircan and Akcapinar (2002) used
clustering analysis to examine 236 German Meat
Merinos and 238 Karacabey Merinos in terms of ages,
live weight, body measurements and fiber diameters.
Through hierarchical clustering method, it was
determined that the body sizes of the two genotypes
are similar. It was determined that Karacabey Merinos
have almost the same characteristics as pure German
Meat Merinos. Kilic and Ozbeyaz (2010) clustered 100
Karakaya and 100 Bafra (Sakiz x Karakaya G1) sheep
according to their body dimensions. In their study,
Bafra sheep were found to have more heterogeneous
body characteristics than Karakaya sheep by using
fuzzy clustering. Gorgilti (2010) used fuzzy clustering to
group 136 Simmental cows according to their lactation
order, 305 days milk yield, age at first insemination, age
at first calving and dry period and formed four clusters.
On the other hand, Kiiciikdnder et al. (2004) researched
the characteristics of honeybees that are more effective
in determining their breed by using k-means cluster
analysis on some morphologic traits of 80 honey bees.
At the end of the study it was determined that
honeybees can be divided into six clusters in terms of
their morphologic traits. Also in another study
conducted by Kiiclikonder et al. (2015), a total of 282
Holstein Friesians were classified by means of fuzzy
cluster analysis according to thirteen different traits
that are somatic cell count, milk fat (%), milk protein
(%), milk lactose (%), casein (%), urea (%), dry matter
(%), non-fat dry matter (%), density (g/cm3 ), acidity
(°SH), free fatty acids (mmol/10L), citric acid (%) and

freezing point (°C). According to these parameters,
Holsteins were classified in two different clusters.

The studies using k-means clustering is not yet
common in the field of animal science. There is no other
study where k-means clustering is used for dairy cattle.
In the present study it was aimed to use k-means
clustering method in order to group Holstein Friesians
according to their herd, age at first calving, lactation
length and 305 day milk yield traits.

MATERIAL and METHODS
Material

Data of this study consist of first lactation records
collected within the period from 2001 to 2011 of 4496
Holstein Friesians raised at 214 herds in lIsparta
province which are the members of the Turkish
National Association of Cattle Breeders. For clustering
of cows, effects of herd, age at first calving, lactation
length and 305 days milk yields were taken into
account. Cluster analysis was performed after some
restrictions on the data set as age at first calving
between 24 and 40 months and lactation length
between 220 and 305 days. Thus, cluster analysis was
applied to a total of 4496 cows' data from 5355
Holstein Friesian cows.

Method

Cluster analysis is the collection of the techniques
that are used to separate units or variables, whose
natural grouping is unknown into similar sub groups
on the basis of their similarities or dissimilarities.
Cluster analysis is similar to discriminant analysis in
terms of gathering similar units in the same group and
similar to factor analysis in terms of gathering similar
variables in the same group. Cluster analysis has also
data reduction characteristic (Yim and Ramdeen,
2015). However, it is different from the other
mentioned multivariable methods in terms of
assumptions. Assumptions such as normality, linearity
and homoscedasticity that are valid in many
multivariate methods are not regarded in the
clustering method. Also cluster analysis does not
require any assumption during the determination of
cluster number and structure. On the other hand, well
sampling of the population and unavailability of
multicollinearity among variables are two important
points in cluster analysis (McMahon, 2001).

In the present study before clustering Holstein
Friesians, the correlations between herd, age at first
calving, lactation length and 305 days milk yield were
examined. All correlations were found less than 0.70,
that's why there is no multicollinearity among variables
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since if the correlation values among the variables are
less than 0.90, it is assumed that there is not
multicollinearity practically (Tabachnick and Fidell,
2007).

The k-means method is one of the non-hierarchical
clustering methods that assign each unit or variable to
a group that has closest each other by observing that
similarity among the clusters is low but similarity
within cluster is high (Johnson and Wichern, 2005;
Cokluk et al., 2010). Similarity within a cluster is
measured by the mean value (centroid) of the units
within cluster. The steps of k-means algorithm are as
follows:

Firstly, decide the number of clusters k. Then select
initial centroids at random for k clusters. Assign each
unit to the cluster with the nearest centroid. Compute
each centroid again as the mean of the units assigned
to it. New cluster centers (centroids) are obtained by
calculating the mean values of the clusters and by
recalculating the units' distances (Equation 1) to the
new cluster centers. Repeat previous two steps until
no change.

Units' probability to be assigned to clusters is
either 0 or 1. When the covariance matrix within
clusters becomes minimum, in other words when the
distances of the units to the new centroids are the
smallest, no further change takes place in clustering
and the operation is stopped.

WN = %min ||Xi - ajp ||2 and /=17,........ N [1

W, . . . .
where is the variance covariance matrix
within clusters; X; are the observation vectors with p
variables; a;, are the centroids of the clusters and

P 1

[%i -ain[” -

is a measurement of the similarity

between any unit and centroid of the cluster
(Chernoff, 1972).

Another point in k-means clustering is the need to
specify the number of clusters (4) in advance. Number
of clusters is the most critical aspect in cluster analysis.
However, this aspect could not be exactly clarified in
the studies done up to now and some approaches do
not work in large datasets. On the other hand, cluster
analysis can also be combined with other multivariate
statistical methods. For instance, cluster analysis can
be tested through discriminant analysis in order to
evaluate the statistical reliability of the clusters (Vogt
and Nagel, 1992).

In the present study, cluster analysis was initially
applied with two clusters. The significance of the

difference among clusters was tested by discriminant
analysis controlling Wilks’ Lambda values. In cases
where significant differences among clusters were
determined, the analysis was repeated by increasing
the number of clusters by one. This procedure
continued until the difference among the clusters was
non-significant and thus the number of clusters was
decided. Also the correct classification rate of Holstein
Friesians was examined by means of discriminant
analysis. Correct classification rate was calculated by
proportioning the total estimated number of units to
the observed total number of units in clusters. SPSS 20
software was used for k-means cluster and
discriminant analyses.

RESULTS

In the present study a total of 4496 Holstein
Friesians were classified at first into two, then three
and finally into four clusters by using k-means
method. The numbers of Holstein Friesians assigned
to groups in each clustering are presented in Table 1.
From the table it can be seen that the numbers of
Holstein Friesians distributed nearly the same into
each of the two clusters while the numbers of Holstein
Friesians accumulated into the second cluster where
cluster numbers were three and four.

Table 1. Numbers of Holsteins within clusters

Number of Number of Holstein
Cluster Cluster number Friesians
=2 1 2158

2 2338
=3 1 1284

2 2325

3 887
C=4 1 694

2 1722

3 569

4 1511

Significance levels of the variables involved in the
clustering of Holstein Friesians into two, three and
four clusters by variance analysis (ANOVA) were given
in Table 2.

The difference between clusters in terms of all
variables are statistically significant (P<0.01) for two,
three and four clustering (Table 2). In other words, the
variables of age at first calving, lactation length and
305 days milk yield are statistically significant variables
for clustering Holstein Friesians.

On the other hand, testing the significance of the
variables in discriminant analysis is summarized in
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Table 3 for each clustering. Wilks' Lambda value of the
four-group clustering was not significant (P=0.81).
With this finding it was decided that the most suitable
number of clusters for the dataset used in the study is
three and therefore it does not make sense to create

more than three clusters. For three clusters, 51.7%
(2325) of the Holstein Friesians were assigned in the
second cluster while the remaining 28.6% (1284) and
19.7% (887) were assigned to the first and the third
cluster, respectively.

Table 2. The ANOVA results of variables on clustering Holstein Friesians into two, three and four clusters

Number of

Mean Square of

Mean Square

clusters Variable Clusters df Error df F Prob.
Age atfirst calving 19428 1 1471 4494 1321 <0.01
=2 Lactation length 351049.37 1 513.23 4494 683.99 <0.01
305 day milk yield 2947954905.94 1 430828.94 4494 6842.52 <0.01
Age at first calving 142.01 2 14.70 4493 9.66  <0.01
=3 Lactation length 17227433 2 514.79 4493 334.65 <0.01
305 day milk yield 1949682446.15 2 219170.99 4493 8895.71  <0.01
Age at first calving 111.64 3 14.69 4492 7.60  <0.01
C=4 Lactation length 136888.63 3 500.19 4492 273.67 <0.01
305 day milk yield 143364947213 3 129820.07 4492 1104336  <0.01
Table 3. Wilks’ Lambda test

?I::::le)resr of Function ‘If‘:::;; Chi-Square df  Prob.

=2 1 0.39 4252.54 4 <0.01

1 0.20 7316.13 8 <0.01

=3 2 0.97 121.75 3 <0.01

1 0.12 971839 12 <0.01

C=4 2 0.96 157.65 <0.01

3 1.00 0.43 2 0.81

On the other hand, the crosstable presenting the
correct classification rate of the discriminant function
for three clusters is presented in Table 4. Nearly all of
the Holstein Friesians in the first, second and third
clusters in cluster analysis are accumulated again in
the first, second and third clusters in discriminant
analysis. The correct classification rate was 98%
(4404/4496 = 0.98*100) where the sum of diagonal
elements was 4404 (1256 + 2319 + 829). In other
words, 98% of the Holstein Friesians were assigned
correctly to the clusters formed in cluster analysis
(Table 4).

Table 4. Cross tabulation for correct classification percentage

Estimated clusters

Number of clusters

1 2 3 Total
1 1256 28 0 1284
2 5 2319 1 2325
3 0 58 829 887
Total 1261 2405 830 4496

The mean and standard error of each variable for
three clusters are presented in Table 5. Duncan test
was also conducted in order to compare the means of

the variables between clusters. Mean values of age at
first calving, lactation length and 305 days milk yield
were found significantly different between clusters
(P<0.05). While the age at first calving was the highest
in the first cluster, lactation length and 305 days milk
yield were the highest in the third cluster.

Table 5.Mean and standard errors of each variable for three clusters

Variables Number of Mean Standard
clusters Error
Age at first calving 1 28.96° 0.11
2 28.59° 0.08
3 28.22¢ 0.13
Lactation length 1 261.24¢ 0.63
2 279.36° 0.47
3 282.63° 0.77
305 day milk yield 1 3989.23¢ 13.00
2 5325.17° 9.69
3 6705.08° 15.91

DISCUSSION and CONCLUSION

In the present study Holstein Friesians were
grouped by k-means clustering method based on herd,
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age at first calving, lactation length and 305 days milk
yield. As a result Holstein Friesians were clustered into
three groups. Before cluster analysis, it is essential to
decide on the number of clusters. In our study, the
number of clusters used in the classification of
Holstein Friesians was determined experimentally. In
these experiments two clusters were firstly assumed
and the trials continued by adding one more cluster
until the most suitable number of clusters was
reached. It has been accepted that determining the
number of clusters experimentally would be suitable
especially in the case where a large number of data
are used in classification.

In the present study differences among the clusters
were determined in terms of the variables considered.
After a successful clustering, the differences in variables
among different clusters were expected due to
homogeneity within clusters and heterogeneity
between clusters. The results from cluster analyses
may also vary depending on algorithms used in
cluster analysis in addition to the number of clusters
and variables used in clustering. In k-means clustering,
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