
Uludağ Üniversitesi Tıp Fakültesi Dergisi 
Journal of Uludağ University Medical Faculty  
50 (3) 443-447, 2024 
DOI: https://doi.org/10.32708/uutfd.1543370 

443 

 
ORIGINAL RESEARCH 
 

A Comparative Analysis of GPT-3.5, GPT-4 and GPT-4.o in 
Heart Failure 
 

Şeyda GÜNAY-POLATKAN1, Deniz SIĞIRLI2 
 
1  Bursa Uludag University Faculty of Medicine, Department of Cardiology, Bursa, Türkiye. 
2  Bursa Uludag University Faculty of Medicine, Department of Biostatistics, Bursa, Türkiye. 
 
ABSTRACT 

Digitalization have increasingly penetrated in healthcare. Generative artificial intelligence (AI) is a type of AI technology that can generate 
new content. Patients can use AI-powered chatbots to get medical information. Heart failure is a syndrome with high morbidity and 
mortality. Patients search about heart failure in many web sites commonly. This study aimed to assess Large Language Models (LLMs) -
ChatGPT 3.5, GPT-4 and GPT-4.o- in terms of their accuracy in answering the questions about heart failure (HF). Thirteen questions 
regarding to the definition, causes, signs and symptoms, complications, treatment and lifestyle recommendations of the HF were evaluated. 
These questions to assess the knowledge and awareness of medical students about heart failure were taken from a previous study in literature. 
Of the students who participated in this study, 158 (58.7%) were first-year students, while 111 (41.3%) were sixth-year students and were 
taking their cardiology internship in their fourth year. The questions were entered in Turkish language and 2 cardiologists with over ten years 
of experience evaluated the responses generated by different models including GPT-3.5, GPT-4 and GPT-4.o. ChatGPT-3.5 yielded “correct” 
responses to 8/13 (61.5%) of the questions whereas, GPT-4 yielded “correct” responses to 11/13 (84.6%) of the questions. All of the 
responses of GPT-4.o were accurate and complete. Performance of medical students did not include 100% correct answers for any question. 
This study revealed that performance of GPT-4.o was superior to GPT-3.5, but similar with GPT-4 
Keywords: Artificial intelligence. Heart failure. Medical knowledge. 
 
Kalp Yetersizliğinde GPT-3,5, GPT-4 ve GPT-4.o Performansının Karşılaştırılması 
 
ÖZET 

Dijitalleşme sağlık hizmetleri alanında giderek daha fazla yer almaktadır. Üretken yapay zeka yeni içerik üretebilen bir yapay zeka 
teknolojisi türüdür. Hastalar tıbbi bilgi almak için yapay zeka destekli sohbet robotlarını kullanabilmektedir. Kalp yetersizliği, yüksek 
morbidite ve mortaliteye sahip bir sendromdur. Hastalar genellikle birçok web sitesinde kalp yetersizliği hakkında arama yapmaktadır. Bu 
çalışma, kalp yetersizliği hakkındaki soruları yanıtlamadaki doğrulukları açısından Büyük Dil Modelleri (LLM'ler) - ChatGPT 3.5, GPT-4 ve 
GPT-4.o'yu karşılaştırmayı amaçlamaktadır. Çalışmada kalp yetersizliğinin tanımı, nedenleri, belirti ve semptomları, komplikasyonları, 
tedavisi ve yaşam tarzı önerileriyle ilgili on üç soru soruldu. Bu sorular, tıp fakültesi öğrencilerinin kalp yetmezliği hakkındaki bilgi ve 
farkındalığını değerlendirmek için yapılan önceki bir çalışmadan alındı. Bu çalışmaya katılmış olan öğrencilerin 158 tanesi (%58,7) 1. Sınıf 
öğrencisi iken, 111 tanesi (%41,3) 6. Sınıf öğrencisiydi ve kardiyoloji stajı 4. sınıfta alınmaktaydı. Sorular yapay zeka destekli modellere 
Türkçe dilinde soruldu ve on yılı aşkın deneyime sahip 2 kardiyolog, GPT-3.5, GPT-4 ve GPT-4.o tarafından üretilen yanıtları değerlendirdi. 
ChatGPT-3.5 soruların 8/13'üne (61.5%) "doğru" yanıt verirken, GPT-4 soruların 11/13'üne (84.6%) "doğru" yanıt verdi. GPT-4.o'nun tüm 
yanıtları doğru ve eksiksizdi. Tıp fakültesi öğrencilerinin performansı hiçbir soru için %100 doğru yanıt içermiyordu. Bu çalışma GPT-4.o' 
nun performansının GPT-3.5'ten üstün olduğunu ancak GPT-4 ile benzer olduğunu ortaya koydu. 
Anahtar Kelimeler: Yapay zeka. Kalp yetersizliği. Tıbbi bilgi. 
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Heart failure (HF) can be defined as a condition in 
which the heart cannot pump enough blood to meet 
the body's needs or an abnormality of cardiac structure 
or function leading to failure of the heart to deliver 
oxygen at a rate commensurate with the requirements 
of the metabolizing tissues1-3. HF poses a significant 
health burden by causing recurrent and frequent 
hospitalizations, deterioration in quality of life, 
increase in health care costs and premature deaths4. 
With an estimated prevalence of more than 56 million 
individuals worldwide, one in five people aged 40 and 
over is expected to develop heart failure5,6. If 



Ş. Günay-Polatkan ve D. Sığırlı 

444 

knowledge and awareness levels are not sufficient, the 
symptoms of heart failure may be noticed late and 
there may be delays in starting the appropriate 
treatment. In most patients, diagnosis is made when 
symptoms are advanced7. 
Advances in digitalization have penetrated almost 
every aspect of daily life, including healthcare, 
ensuring people to easily access a range of digital 
tools and platforms that enable them to access 
information about diseases and medical issues. Health 
information is an increasingly accessible topic to the 
more than 3.2 billion people who have access to the 
internet worldwide8. The current decade is witnessing 
the emergence of generative artificial intelligence 
(AI), a type of AI technology that can generate new 
content. With the revolution in digital data processing 
processes, generative AI is now becoming effective in 
every area, and the scientific arena is witnessing a new 
innovation. However, two-thirds of people find this 
information unreliable and one-third report confusion 
after the search9,10. 
AI-powered chatbots are sophisticated systems which 
are designed to mimic human conversation using text 
or voice interaction, providing information in a 
conversational manner, are part of a fresh ware of 
generative AI. Generative Pre-trained Transformer 
(GPT) is a deep learning model that is pre-trained on 
the unlabeled text data and can be used to enable 
specific tasks specifically like language generation, 
language modelling, and text completion11-13. Models 
are systems based on statistical models that are used to 
construct a probability distribution function that 
assigns a probability to every string in the language 
and predict the likelihood of a string, word, or group 
of words14,15. Large language models are language 
models pre-trained on large amounts of text with bulk 
parameter sizes, making them sensitive to minor 
changes in input15-17. The tech company OpenAI 
launched ChatPT using GPT-3.5 which is a general-
purpose chatbot based on large language models late 
in 202218,19. OpenAI recently introduced GPT-4 on 
March 202320 and GPT-4.o on May 202421 that can 
process image inputs as well as text input. 
Results of validation analysis of GPT-3.5 on 
numerous medical examinations have been 
published22-27. GPT-3.5 and GPT-4 were already 
validated on, to our knowledge, several national 
medical tests like the United States Medical Licensing 
Examination (USMLE)24 and Chinese National 
Medical Licensing Examinations25,26. 
There are also studies in the literature reporting the 
insufficiency of the awareness and knowledge levels 
of the public about heart failure in many countries29-31. 
Those who want to have sufficient information about 
heart failure will resort to artificial intelligence 
applications more and more in time. The studies 
investigating whether the information people can 

obtain about heart failure using artificial intelligence 
applications is accurate and complete are limited32,33. 
In this study, we aimed to assess Large Language 
Models (LLMs) -ChatGPT 3.5, GPT-4 and GPT-4.o in 
terms of their accuracy in answering the questions 
about heart failure (HF).  

Material and Method 
Thirteen questions regarding to the definition, causes, 
signs and symptoms, complications, treatment and 
lifestyle recommendations of the HF were evaluated. 
These questions were taken from a study conducted by 
Gunay-Polatkan et al.34 to assess the knowledge and 
awareness of medical students about heart failure. The 
previous study included 269 students, 158 (58.7%) of 
them were first-year medical students and 111 
(41.3%) of them were in their final year of medical 
education. Cardiology internship is performed in the 
fourth year of education. The answers obtained from 
different artificial intelligence applications were 
compared with each other. This survey included 5 
multiple choice questions with only one correct 
answer about the definition and epidemiology of heart 
failure, 1 question with 2 options (yes, no) questioning 
9 etiological causes,1 question with 2 options (yes, no) 
questioning 10 heart failure symptoms, 1 question 
with 2 options (yes, no) questioning 9 heart failure 
complications, 1 question with 2 options (yes, no) 
questioning 6 heart failure treatment methods, 1 
question with 2 options (yes, no) was asked to 
evaluate 4 preventive methods and 3 multiple choice 
questions with only one correct answer were asked to 
evaluate knowledge and awareness about lifestyle 
recommendations in heart failure. The questions were 
entered in Turkish language and 2 cardiologists with 
over ten years of experience evaluated the responses 
generated by each model. If the answers given by 
artificial intelligence applications were correct but 
incomplete, they were categorized as "partially 
correct". In addition, the accuracy rate of the answers 
given by humans was calculated. 

Statistical analysis 

The Fisher–Freeman–Halton and Fisher exact chi-
square tests were used to compare the response rates 
between different language models including 
ChatGPT-3.5, GPT-4 and GPT-4.o. Categorical 
variables were presented as percentage (%). 
Significance level was accepted as 0.05 for two sided 
hypothesis test. Statistical analyses were performed 
using the IBM SPSS Statistics package program (IBM 
SPSS Statistics for Windows, Version 28.0. Armonk, 
NY: IBM Corp.). 
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Results 
ChatGPT-3.5 yielded “correct” responses to 8/13 
(61.5%) of the questions whereas, rates of “partially 
correct” responses were 5/13 (38.5%).  GPT-4 yielded 
“correct” responses to 11/13 (84.6%) of the questions 
whereas, rates of “partially correct” responses were 
2/11 (15.4%). All of the responses of GPT-4.o were 
accurate and complete. (Table I). When we compared 
the responses of three models, we found statistically 
significant difference between them (p=0.048).  also 
in pair wise comparisons there was a significant 
difference between ChatGPT-3.5 and GPT-4o 
(p=0.039). But the differences between ChatGPT-3.5 
and GPT-4 (p=0.378), GPT-4 and GPT-4o (p=0.480) 
were not statistically significant (Table II). Human 
performance did not include 100% correct answers for 
any question. The correct answer percentages of 
medical students are shown in Figure 1. 
 
Table I. Responses of langage models and human 

performance. 
Questions ChatGPT GPT-4 GPT-4.o 

Q1 Which of the following diseases is 
the most deadly? 

partially 
correct 

partially 
correct 

correct 

Q2 
Which of the following is the most 
common cause of repeated 
hospitalizations? 

partially 
correct 

correct correct 

Q3 
Which of the following could be a 
symptom of heart failure? (more 
than one option can be selected) 

correct correct correct 

Q4 
Which of the following may cause 
heart failure? (more than one option 
can be selected) 

correct correct correct 

Q5 
Which of the following may develop 
due to heart failure? (more than one 
option may be selected) 

partially 
correct 

correct correct 

Q6 

Which of the following should a 
patient whose heart failure 
symptoms are under control with 
treatment pay attention to in order to 
prevent decompensation? (more 
than one option can be selected) 

correct correct correct 

Q7 
Which of the following is a treatment 
option of heart failure? (more than 
one option can be selected) 

partially 
correct 

correct correct 

Q8 How much salt should a heart failure 
patient consume daily? 

correct correct correct 

Q9 How much fluid should a patient with 
heart failure consume daily? 

correct correct correct 

Q10 
Which of the following statements is 
correct regarding whether a heart 
failure patient can perform exercise? 

correct correct correct 

Q11 Which of the following statements is 
the best definition of heart failure? 

correct partially 
correct 

correct 

Q12 May heart failure develop at any 
age? 

correct correct correct 

Q13 
What is the lifelong risk of 
developing heart failure in a healthy 
individual? 

partially 
correct 

correct correct 

 

Table II. Comparison of responses between language 
models  

 ChatGPT-3.5 
(n,%) GPT-4 (n,%) GPT-4.o 

(n,%) p value 

Correct 8 (61.5) 11 (84.6) 13 (100) 
0.048 

Partial correct 5 (38.5) 2 (15.4) 0 (0) 

ChatGPT-3.5 vs GPT-4: p=0.378 
ChatGPT-3.5 vs GPT-4o: p=0.039 
GPT-4 vs GPT-4o: p=0.480 
 

 
Figure 1. 

Correct response percentages of human performance 

Discussion and Conclusion 
In our study, GPT-4.o consistently outperformed 
GPT-3.5 and GPT-4 in terms of the number of correct 
answers. Statistically, performance of GPT-4.o was 
superior to GPT-3.5, but similar with GPT-4. Medical 
knowledge represented by the GPT-4.o model 
indicates an improvement compared to the previous 
versions. Our results obtained in Turkish language are 
in line with other studies conducted on different tests 
and languages which indicated the improvement of the 
leverage of the medical knowledge from the training 
dataset by GPT LLMs alongside with the development 
of the consecutive versions28. 
Studies investigating AI-provided answers to 
questions about heart failure are available in the 
literature. Dimitriadis et al. reported that ChatGPT 
was able to adequately answer all questions posed to 
it32. Also, King et al. reported that GPT-3.5 and GPT-
4 answered the majority of heart failure-related 
questions accurately and reliably33. There are 
increasing numbers of studies evaluating the 
performance of LLMs in other medical conditions. For 
instance, a previous study by Gencer et al. showed 
that ChatGPT passed the thoracic surgery exam22. In a 
research letter, the performance of medical students 
and chatbots were compared on free-response clinical 
reasoning examinations and it was shown that the 
study model scored more than students23. 
Previous studies evaluating GPT performance have 
also investigated whether similar success was 
achieved in languages other than English25,35,36. To the 
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best of our knowledge, our study is the only one 
conducted in Turkish language. Although, the 
ChatGPT had a lower success rate for exams in which 
the question language was not English35,37, in our 
study GPT-4.o version responded all Turkish 
questions correctly. There may be several potential 
reasons for the imperfect performance and providing 
incorrect answers by the tested models. First of all, 
both models are general-purpose LLMs that are 
capable of answering questions from various fields 
and are not dedicated to medical applications. Also, 
since how the question is asked determines the 
answer, Chatbot’s responses can be sensitive to 
rewording of prompt. In spite of this, a study has 
shown that chatbot responses were preferred over 
physician responses on a social media forum38. 
While the results of this study demonstrated the 
potential utility of AI language models in the medical 
field, important limitations should be acknowledged. 
First of all, the study focused solely on a Turkish 
questionnaire which was previously generated for a 
study about heart failure including a small sample size 
of medical students. This limits the generalizability of 
the findings to other medical issues or languages. 
Additionally, for the studies conducted with multiple 
choice questions including more than one correct 
answer, it should be kept in mind that it may be 
suboptimal to evaluate the accuracy of the answers 
given by the AI. It may be more appropriate to use 
questions with an only single correct answer. Another 
limitation of our study is that since people who are not 
health professionals were not included in the study, a 
comparison was not made between medical school 
students and people who did not receive education in 
the field of health. 
Such powerful tools might have a considerable impact 
on the shape of the public health and medical 
education. In the future, LLMs may also provide 
decision-making recommendations on a detailed 
defined problem beyond only the presentation of 
current information. In conclusion, this study 
highlights the advances in AI language models’ 
performance on medical information. Study results 
revealed that the performance of GPT-4.o was 
superior to GPT-3.5, but similar with GPT-4. Future 
research should focus on exploring their potential 
applications in medical decision making and public 
health education.   
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