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widespread in medical sciences (Tesfaye et al. 2024). ML 
methods are frequently used in the medical field, especially 
in disease diagnosis and prediction, and successful results 
are obtained ( Rahmani et al. 2021).

Childhood anemia is a major global health problem. Ac-
cording to the World Health Organization (WHO), ap-
proximately 269 million children under the age of five are 
affected by anemia. Children under the age of 5 are among 
the most vulnerable to anemia. Anemia, which is treatable 
and preventable, can cause cognitive and developmental dis-
orders in children, especially in severe cases (WHO 2023). 

Although it is a common and important problem, few stud-
ies in the literature have attempted to predict childhood 

1. Introduction
Artificial intelligence improves its ability to perform com-
plex tasks day by day. Machine Learning (ML), a funda-
mental field of artificial intelligence, is successfully used 
in making decisions by learning from data, detecting rela-
tionships between variables, and predicting results based 
on inputs. As in every area, ML applications are becoming 
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Öz

Çocukluk çağı anemisi önemli bir sağlık sorunudur. Okul öncesi çağdaki çocuklarda sık görülen anemi, bu yaş grubunda fiziksel ve 
zihinsel gelişimsel gecikmelere neden olur. Bu nedenle, bu çalışmada Nijerya’da 0-59 aylık çocuklarda anemi düzeylerini tahmin etmek 
için yapay zekanın bir alt alanı olan makine öğrenmesi teknikleri kullanılmıştır. Çocukluk çağı anemi düzeylerini tahmin etmede 
sorunlara neden olabilen veri dengesizliği sorununu ele almak için çalışmada, SMOTE ve ADASYN aşırı örnekleme teknikleri 
kullanılmıştır. Yeni elde edilen dengeli verilerle yapılan analizlerde, SMOTE ve ADASYN yöntemlerinin tüm ML modelleri için 
dengesiz verilerle elde edilen sonuçlardan önemli ölçüde daha iyi performans gösterdiği görülmüştür. Çalışmada kullanılan tüm ML 
algoritmalarının doğruluk, kesinlik, duyarlılık ve F1 puanı metrikleri açısından ortalama sonuçları, aşırı örnekleme yöntemleri ile 
karşılaştırıldığında, tüm metrikler açısından en başarılı sonuç SMOTE yöntemi ile elde edilmiştir.
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anemia using machine learning methods (Ajakaye and 
Ibukunoluwa 2020, Anand et al. 2019, Aynalem et al. 2022, 
Bitew et al. 2022, Getawa et al. 2020, Kebede Kassaw et al. 
2023, Marcos Valdez et al. 2023, Tesfaye et al. 2024). Tesfaye 
et al. (2024) attempted to predict childhood anemia using 
sociodemographic and mother-child variables with machine 
learning algorithms on 2016 Ethiopia Demographic Health 
Survey (EDHS) data. In their study, which employed lo-
gistic regression, random forest, decision tree, and K-near-
est neighbor algorithms, the researchers observed that the 
prediction performance of the machine learning algorithms 
ranged from 60% to 66%. The findings revealed that logistic 
regression represented the most accurate prediction model, 
with a 66% success rate. Zemariam et al. (2024) aimed to 
determine the most effective machine learning model for 
predicting anemia by utilizing data from 5,642 young girls 
within the same dataset. A study using the Boruta algorithm 
for feature selection stated that the Random forest classifier 
was the best for predicting anemia. Khan et al. (2021), who 
tried six machine learning algorithms to predict the anemia 
status of children under five years of age in Bangladesh, the 
k-nearest neighbor algorithm gave the lowest accuracy rate, 
while the Random Forest algorithm gave the highest rate of 
68.53%. It achieved high classification accuracy. 

In addition to the studies mentioned above, some studies use 
image processing and deep learning methods to diagnose 
and predict anemia in children. When all these studies are 
examined, it is seen that the algorithms can achieve limited 
success. One of the most essential problems that negative-
ly affect the results obtained in machine learning studies is 
the imbalanced data problem. It was observed that no study 
was conducted on imbalanced data in the mentioned stud-
ies. For this reason, in our study, ML analyses were applied 
after the imbalance problem between classes was resolved 
using the SMOTE and ADASYN oversampling methods. 
The main contributions of this study are as follows:

	 Unlike previous studies that overlooked the imbalance 
problem in childhood anemia data sets, this study is the 
first to address this crucial issue. Our novel approach to 
tackling the data imbalance problem in childhood ane-
mia sets us apart and makes our research particularly in-
triguing.

	 In our study, we rigorously evaluate the effects of both 
SMOTE and ADASYN methods on childhood anemia 
datasets. This comprehensive evaluation is a crucial as-
pect of our research.

	 Our study surpasses previous research by achieving more 
successful results, particularly addressing the class im-
balance issue. This advancement is a significant contri-
bution to the field of childhood anemia prediction.

This study is structured as follows: Section 2 describes the 
material and methods, including details about the dataset, 
the method used, explanations about ML algorithms, sam-
pling techniques, and performance metrics. Section 3 pres-
ents the results and discussion, and Section 4 presents the 
conclusion and suggestions.

2. Materials and Methods
2.1. Dataset Description

The 2018 Nigeria Demographic and Health Survey 
(NDHS) data were used in this study. The dataset is pub-
licly available on the Kaggle platform under “Factors Af-
fecting Children Anemia Level”. The dataset, collected from 
36 states in Nigeria, includes data on children aged 0-59 
months, their mothers aged 15-49 years, and different so-
cioeconomic factors. The target variable, the anemia level of 
children aged 0-59 months, consists of four classes (‘Not 
anemic’, ‘Mild’, ‘Moderate’, and ‘Severe’).

Initially, a large amount of missing data was detected in the 
dataset, consisting of 33924 rows and 17 columns. After se-
lecting and applying appropriate data preprocessing meth-
ods (completion with average, elimination of columns with 
large amounts of missing data and low impact on the target 
variable) for the missing data, 10182 rows and 14 columns 
remained in the dataset. All data preprocessing tasks were 
conducted using the Python programming language.

2.2. Method 

ML methods were applied in the Google Colab environ-
ment using the Python programming language to estimate 
the level of childhood anemia. The dataset was divided into 
train (80%) and test (20%). Categorical data were converted 
to numerical data using one hot encoding. Feature Scaling 
was applied with StandardScaler. Since there was a class 
imbalance in the target variable, the classes were balanced 
using the SMOTE and ADASYN methods. ML meth-
ods were applied to the original imbalanced dataset, and 
the balanced datasets were obtained using SMOTE and 
ADASYN methods. The results were evaluated in terms of 
various metrics. The general structure of the Children Ane-
mia Prediction System developed within the scope of this 
study is shown in Figure 1.
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2.3. Machine Learning Algorithms

In this study, we evaluated the performance of different ML 
algorithms on balanced and imbalanced data for predicting 
childhood anemia. The ML algorithms compared in this 
study are summarized below.

2.3.1. Logistic Regression (LR)

LR is a probability-based statistical method widely used in 
regression and classification problems. It estimates the prob-
abilities of the relationship between a given outcome and 
inputs using the logistic function (Pedregosa et al. 2011). It 
is instrumental in diagnosing diseases based on symptoms 
in the medical field (Harrington 2012).

2.3.2. K-Nearest Neighbors (KNN)

KNN is an ML algorithm focusing on instance-based 
learning rather than building a general model (Aha et al. 
1991). The algorithm calculates the k nearest neighbors 
of the training data in N-dimensional space according to 
pre-defined similarity criteria. The selection of the optimum 
number of neighbors and the data quality significantly im-
pacts the algorithm’s accuracy. The KNN method, which can 
be applied to regression and classification tasks, is robust 
against noisy training data (Sarker 2021).

2.3.3. Multi-layer Perceptron (MLP)

MLP is a supervised learning method with no loops, and 
the flow of information is one-way. The method aims to 
match the inputs with the desired output with a non-linear 
function. It is frequently used for regression and classifica-
tion tasks (Naskath et al. 2023).

2.3.4. Gaussian Naïve Bayes (GNB)

It is one of the Naïve Bayes techniques that perform classi-
fication based on Bayes theorem. Based on the assumption 
that the data have a Gaussian distribution, the GNB algo-
rithm performs very successfully on continuous numerical 
data (Pajila et al. 2023).

2.3.5. Random Forest (RF)

RF is a widely used ensemble classification algorithm. It has 
many applications in data science and machine learning. The 
prediction accuracy is obtained using the average or major-
ity vote of the results obtained by multiple decision trees 
in parallel. The RF algorithm is suitable for regression and 
classification tasks and is robust to the overfitting problem 
(Sarker 2021, Sarker et al. 2019). 

2.3.6. Gradient Boost (GB)

GB combines a series of decision trees sequentially to reduce 
the loss and strengthen the model performance (Davagdorj 
et al. 2020). It is also effective when training data are scarce 
by iteratively improving the learning abilities of weak learn-
ers (Mason et al. 1999). The GB algorithm is an ensemble 
learning algorithm that successfully solves regression and 
classification problems. 

2.4. Sampling Techniques

SMOTE (Chawla et al. 2002) is a successful technique for 
minority classes. It takes samples from each minority class 
and creates new synthetic samples based on the neighbors of 
these samples. In this way, it is used to eliminate the imbal-
ance problem between classes and increase the performance 
of the model. The initial step involves the selection of ran-

Figure 1. An overview of the children anemia prediction system.



Balbal / Machine Learning Analyses for Childhood Anemia: Oversampling Methods

Karaelmas Fen Müh. Derg., 2025; 15(3):1-114

b : a value between 0 and 1 to ensure balance after the gen-
eration of synthetic data;

ic : a ratio of majority class sample size;

ict : normalized ic ;

gi : the dimension of the synthetic data to be generated.   

The dataset used in this study also had an imbalanced distri-
bution between classes. The class distributions of the target 
variable “Anemia level.1”, obtained after data preprocessing 
and consisting of 4 classes of object type, are presented in 
Figure 2. The class imbalance is clearly seen in Figure 2 (a). 
This study applied SMOTE and ADASYN methods to the 
class imbalance problem. Figures 2(b) and (c) present the 
class distributions obtained after applying the SMOTE and 
ADASYN methods.

Table 1 shows the number of samples in imbalanced and 
balanced classes of the target variable. Accordingly, while 
there were 322 samples in the class labeled ‘Severe’ in the 
imbalanced data set, which is much less than the others, this 
number increased to 2576 after the SMOTE method was 
applied, and 3111 after the ADASYN method was applied. 
Thus, balance was achieved between the classes of the target 
variable.	

2.5. Performance Metrics

The performance of the methods presented in this study 
were evaluated using accuracy, precision, recall, and F1 score 
metrics which are defined in Equations (1) - (4), respective-
ly. These metrics, which are widely used in evaluating the 
performance of machine learning models, take into account 
the correct and incorrect predictions made by the models. 
Here, the term TP stands for true positive, TN for true neg-
ative, FP for false positive, and FN for false negative.

dom data from minority samples. Subsequently, the KNN is 
randomly chosen. In the SMOTE method, a new synthetic 
minority class, , is generated, which lies on the line segment 
between  and , as illustrated by equation (1).

( )x x xnew i k # d= -  	 (1)

where

xi : minority class random data;

K: hyper-parameter of KNN;

xk : KNN of xi ;

d :  random value between 0 and 1.

Although ADASYN (He et al., n.d.) is different from 
SMOTE in terms of the number of synthetic samples pro-
duced, it is an approach for minority classes like SMOTE. 
In the ADASYN method, the degree of class imbalance is 
calculated using a weighted distribution. Thus, it is deter-
mined how much synthetic data will be produced (Halim et 
al. 2023). Firstly, the algorithm calculates the requisite size 
of data samples for the minority class, as defined by equa-
tion (2). Subsequently, the number of synthetic data samples 
to be generated for each  belonging to the minority class is 
determined by equations (3-5).

( )G S Sminmaj # b= - 	 (2)

/N ki kc =  	 (3)

/i i i
i

S

1

min

c c c=
=

t / 	 (4)   

g Gi i #c= t  	 (5)

where

Smaj : majority class sample size;

Smin : minority class sample size;

Figure 2. Class distributions of target variable. A) Imbalanced, B) after SMOTE, C) after ADASYN.

A B C
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is the RF (73.74) algorithm. This is followed by the KNN 
(71.95), GB (70.01), LR (69.93), MLP (69.17), and GNB 
(63.05) algorithms, respectively. Performance results of the 
SMOTE oversampling method are presented in Figure 4.

According to Figure 4, as a result of the analyses performed 
with the balanced data set due to the application of the 
SMOTE oversampling technique, it was determined that 
the most successful algorithm in terms of accuracy was LR 
(100). This was followed by the MLP, GB, KNN, RF, and 
GNB algorithms with accuracy rates of 99.68, 98.51, 97.87, 
97.15, and 82.48, respectively. Figure 5 shows accuracy, pre-
cision, recall, and F1-Score performance results with the 
ADASYN oversampling method.

When Figure 5 is examined, it can be seen that the most 
successful algorithm in terms of accuracy is MLP (100) as 
a result of the analysis performed with the balanced data 
set due to the application of the ADASYN oversampling 
technique. This was followed by GB (99.85), RF (99.71), 
LR (99.02), GNB (75.85), and KNN (73.15) algorithms, 
respectively.

Accuracy TP FP FN TN
TP TN

= + + +
+  	 (1)

Precision TP FP
TP

= +  	  (2)

Recall TP FN
TP

= +  	 (3)

F x Precision Recall
Precision Recallx

21 = +  	 (4)

3. Results and Discussion
In this study, machine learning models were applied to 
both the imbalanced and balanced datasets generated using 
SMOTE and ADASYN oversampling techniques. The re-
sults obtained by applying the LR, KNN, MLP, GNB, RF, 
and GB machine learning models, which are widely used 
in the literature, are evaluated using the accuracy, precision, 
recall, and F1 score metrics. The results obtained by applying 
the machine learning models to the initial dataset where the 
target variable has imbalanced classes are shown in Figure 3.

When Figure 3 is examined, it can be seen that the ML al-
gorithm with the highest accuracy rate on imbalanced data 

Table 1. Number of samples in imbalanced and balanced classes of the target variable.

Sampling Method Not anemic Mild Moderate Severe
Imbalanced 3179 2754 3927 322
SMOTE 3179 2754 3927 2576
ADASYN 2803 2676 3123 3111

Figure 3. Performance results without oversampling.
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SMOTE oversampling method, the LR algorithm obtained 
the highest accuracy rate of 100%. It is seen that the success 
of the LR algorithm in terms of other metrics is also 100%. 
According to the results shown in Table 2, in the case of 
applying the ADASYN oversampling method, the MLP 
algorithm achieved the highest accuracy rate of 100%. The 
success of the MLP algorithm in terms of other metrics was 
also 100%. The comparison of balanced and imbalanced 
data in terms of accuracy only for all ML models is shown 
in Figure 6.

The results of all machine learning methods used in the 
study on balanced and imbalanced data are shown in Table 
2. The highest performance results obtained based on the 
model according to the evaluation metrics are marked in 
bold.

When Table 2 is examined, it can be seen that for all ML 
models, SMOTE and ADASYN methods demonstrate 
significantly higher performance than the results ob-
tained with imbalanced data. According to Table 2, in the 

Figure 4. Performance results with SMOTE oversampling method.

Figure 5. Performance results with ADASYN oversampling method.
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the prediction success in predicting childhood anemia. The 
most successful result in terms of all metrics used was ob-
tained with the SMOTE method.

The comparison of the results obtained in this study with 
other studies predicting childhood anemia using machine 

The averages of the results of all ML algorithms applied 
in this study in terms of accuracy, precision, recall, and 
F1-Score metrics are given in Table 3 according to sam-
pling methods. When Table 3 is examined, it is seen that 
SMOTE and ADASYN oversampling methods increase 

Table 2. Results of sampling methods by model.

ML Model Sampling Method Accuracy Precision Recall F1-Score

LR
Imbalanced 69.93 69.12 69.93 69.11

SMOTE 100 100 100 100
ADASYN 99.02 99.16 99.02 99.05

KNN
Imbalanced 71.95 67.43 71.95 68.61

SMOTE 97.87 97.89 97.87 97.87
ADASYN 73.15 76.06 73.15 73.93

MLP
Imbalanced 69.17 69.12 69.17 68.72

SMOTE 99.68 99.68 99.68 99.68
ADASYN 100 100 100 100

GNB
Imbalanced 63.05 71.08 63.05 66.28

SMOTE 82.48 83.34 82.48 82.68
ADASYN 75.85 84.7 75.85 76.11

RF
Imbalanced 73.74 72.71 73.74 72.93

SMOTE 97.15 97.14 97.15 97.14
ADASYN 99.71 99.71 99.71 99.71

GB
Imbalanced 70.01 69.12 70.01 69.15

SMOTE 98.51 98.53 98.51 98.51
ADASYN 99.85 99.86 99.85 99.85

Figure 6. Comparison of accuracy results.
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learning methods is presented in Table 4. When Table 4 is 
examined, it is seen that SMOTE and ADASYN oversam-
pling methods significantly increase the prediction success 
in all algorithms in the comparison in terms of accuracy 
metric.

Table 5 illustrates the confusion matrix of the RF algorithm 
that gives the best result for the imbalanced target variable 
with class labels ‘Not anemic’, ‘Mild’, ‘Moderate’, and ‘Se-
vere’. The diagonal elements of the matrix represent the 
number of correctly classified examples for each label. Ac-
cording to Table 5, ‘Not anemic’ was correctly classified 544 
times, ‘Mild’ 316 times, ‘Moderate’ 603 times, and ‘Severe’ 
38 times. The non-diagonal elements in the matrix show the 
number of incorrectly classified examples. For example, 138 
examples that should have been classified as ‘Not anemic’ 
were classified as ‘Mild’.

Table 6 shows the confusion matrix of the LR algorithm, 
which gives the most successful result for the SMOTE 
oversampling method of the target variable with class labels 
‘Not anemic’, ‘Mild’, ‘Moderate’, and ‘Severe’, and Table 7 
shows the confusion matrix of the MLP algorithm, which 
gives the most successful result for the ADASYN oversam-
pling method. According to Table 6 and Table 7, all samples 
of the target variable are classified correctly.

4. Conclusion and Suggestions
This research has comprehensively investigated the ef-
fectiveness of machine learning algorithms in diagnosing 
of childhood anemia. The study evaluated SMOTE and 
ADASYN oversampling techniques for the imbalanced 
dataset problem. The findings show that these techniques 
significantly increased the performance of ML models and 
achieved higher accuracy rates in anemia diagnosis. This ap-
proach may play a critical role in the early diagnosis and 
treatment of childhood anemia.

In future studies, the performance of different machine 
learning algorithms can be compared using more extensive 
and diverse datasets. In addition, the difficulties encoun-
tered in integrating into clinical applications and strategies 

Table 3. Average results of sampling methods.

Sampling Method Accuracy (Mean) Precision (Mean) Recall (Mean) F1-Score (Mean)
Imbalanced 69.64 69.76 69.64 69.13
SMOTE 95.95 96.10 95.95 95.98
ADASYN 91.26 93.25 91.26 91.44

Table 4. Comparison of the proposed methods and previous 
studies regarding accuracy.

References Method Accuracy (%)

(Anand et al. 2019)

LDA 62.10
CART 61.40
K-NN 60.36

RF 67.18
LR 61.67

(Khan et al. 2021)

LDA 63.84
CART 62.14
k-NN 67.73

SVM (linear) 66.73
RF 96.16
LR 63.99

(Meitei et al. 2022)
Elastic 64.17
Ridge 64.19

LASSO 64.29
(Marcos Valdez et al. 
2023) NB 70.00

(Tesfaye et al. 2024)

LR 64.00
DT 68.00
RF 68.00

KNN 66.00

This Study

SMOTE-LR 100
ADASYN-LR 99.02
SMOTE-KNN 97.87

ADASYN-KNN 73.15
SMOTE-MLP 99.68

ADASYN-MLP 100
SMOTE-GNB 82.48

ADASYN-GNB 75.85
SMOTE-RF 97.15

ADASYN-RF 99.71
SMOTE-GB 98.51

ADASYN-GB 99.85
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k-NN: k-Nearest Neighbors
LASSO: Least Absolute Shrinkage and Selection Operator 
Regression
LDA: Linear Discriminant Analysis
LR: Logistic Regression
ML: Machine Learning
MLP: Multi-layer Perceptron
RF: Random Forest
Ridge: Ridge Regression
SMOTE: Synthetic Minority Oversampling Technique
SVM: Support Vector Machines
WHO: World Health Organization
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that can be developed to overcome these difficulties can be 
emphasized. In this context, multidisciplinary approaches 
and collaboration with healthcare professionals can ensure 
the effective use of machine learning models in clinical set-
tings. In conclusion, this study demonstrates that machine 
learning and oversampling techniques have significant po-
tential in diagnosing childhood anemia and provide a strong 
basis for future research. 
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Table 5. Confusion matrix for RF with imbalanced data.

Predicted
Not anemic Mild Moderate Severe

Actual

Not anemic 544 138 0 0
Mild 35 316 189 0

Moderate 0 141 603 0
Severe 0 0 32 38

Table 6. Confusion matrix for SMOTE-LR.

Predicted
Not anemic Mild Moderate Severe

Actual

Not anemic 636 0 0 0
Mild 0 551 0 0

Moderate 0 0 785 0
Severe 0 0 0 515

Table 7. Confusion matrix for ADASYN-MLP.

Predicted
Not anemic Mild Moderate Severe

Actual

Not anemic 560 0 0 0
Mild 0 535 0 0

Moderate 0 0 624 0
Severe 0 0 0 622
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