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Oz: Alzheimer hastalig1, cagim en ciddi hastaliklari arasinda yer almaktadir. Tedavisinin neredeyse bulunmadig1 bu hastalikta
erken teshis ¢ok onemlidir. Erken teshis edilmesi durumunda bu hastaligin ilerlemesi yavaslayacaktir. Bu ¢alismada, Alzheimer
hastaliginin derin 6grenme aracilig1 ile  Manyetik Rezonans (MR) goriintiiler {izerinden tespit edilmesi amaglanmistir. Derin
ogrenme algoritmalarindan olan Evrisimli Sinir Aglar1 (ESA), goriintiilerden otomatik 6zellik ¢ikarabilme yetenegine sahiptir.
Bu caligmada, Alzheimer hastaligini MR goriintiilerinden tespit etmede sekiz farkli ESA mimarisi kullanilmistir. Bu
mimarilerden en basarili test sonucu veren NasNetMobile, otomatik 6zellik ¢ikarici olarak kullanilmis ve son katmanindan
1056 ozellik elde edilmistir. Bu 6zellikler makine 6grenme algoritmalarindan Derin Sinir Ag1 (DSA), Destek Vektor Makinesi
(DVM), Karar Agaci, K-En Yakin Komsu, Yapay Sinir Ag1 (YSA) ile simiflandirilmistir. Caligmanin bu asamasinda yiiksek
dogruluk oram elde edilse de saglam sonuglar icin 6zellik secim yéntemlerinden minimum Artiklik Maksimum Iliski (mRMR)
yaklagimindan yararlanilmistir. Béylece 1056 dzellik 250°ye indirgenmistir. Sonug olarak, makine grenme algoritmalarinin
smiflandirma performans: artmustir. Alzheimer hastaligimin tespitinde %90,68’lik dogruluk orani ile en basarili sonug veren
NasNetMobile-mRMR-DSA hibrit algoritmasi olmustur.

Anahtar kelimeler: Alzheimer Hastaligi, Derin Ogrenme, Makine Ogrenmesi, Ozellik Segimi, Siniflandirma.

Automatic Detection of Alzheimer’s Disease from Magnetic Resonance Images Using a Hybrid
Deep Learning Approach

Abstract: Alzheimer’s disease is one of the most serious diseases of our age. Early diagnosis is very important in this almost
incurable disease. The progress of this disease will be slowed down by early diagnosis. This study goals to identify Alzheimer’s
disease based on deep learning from Magnetic Resonance (MR) images. Convolutional Neural Networks (CNN), one of the
deep learning algorithms, can automatically extract features from images. In this study, eight different CNN architectures were
used to detect Alzheimer’s disease from MR images. NasNetMobile, the most successful of these architectures, was used as an
automatic feature extractor, and 1056 features were extracted from its last layer. These features were classified through machine
learning algorithms: Deep Neural Network (DNN), Support Vector Machine (SVM), Decision Tree, K-Nearest Neighbor, and
Artificial Neural Network (ANN). Although high accuracy was achieved at this stage of the study, the minimum Redundancy
Maximum Relevance (mRMR) approach was used for selecting features and robust results. Thus, 1056 features were reduced
to 250. As a result, the classification performance of machine learning algorithms improved. The NasNetMobile-mRMR-DNN
hybrid algorithm was the most successful in the detection of Alzheimer’s disease with an accuracy rate of 90.68%.

Key words: Alzheimer’s Disease, Deep Learning, Machine Learning, Feature Selection, Classification.
1. Giris
Alzheimer, demans tiirleri arasinda yer alan 6zellikle de yagh bireylerde goriilen ndrodejeneratif bir beyin

hastaligidir [1, 2]. Demans, gelismis ve gelismekte olan iilkelerde yaslanan niifusun hizla artmasinin sonucu olarak
onemli bir halk sagligi sorunu haline gelmistir [3, 4]. Alzheimer hastaliginin artma nedenleri arasinda yaslanma,
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kolinerjik yollar, cevresel faktorler, kafa travmasi ve genetik faktorler yer almaktadir [3, 5]. Demansin en yaygin
goriilen sekli Alzheimer’dir ve bu hastaliktan kaynakli 6liimler %145°ten fazla artmustir [3, 6]. Yapilan en son
tahminlere goére demans prevalansinin 2050 yilina kadar Avrupa’da iki kat, diinyada ise {i¢ kat artmasi
beklenmektedir [3, 7].

Alzheimer hastalig1 olan bir bireyin beyninde bosluk (ventricle) boyutlarinin biiytidiigii gézlenir [7, 8]. Bu
durum g¢esitli goriintiileme teknikleriyle kolayca ayirt edilebilmektedir. Manyetik Rezonans (MR) goriintiileme
aracilig1 ile beynin saglikli olup olmadigi ayirt edilebilmektedir [8]. Fakat saglik ¢alisanlarinin yiikii her gegen glin
artarken bu goriintiilerin manuel olarak incelenmesi olduk¢a zaman almaktadir [7]. Dolayistyla, goriintiilemelerin
otomatik olarak smiflandirilmasi, hem saglik ¢alisanlarinin is yiikiinii azaltacak hem de erken teshis ile tedavi
stirecini hizlandiracaktir.

Bu ¢alismada, Alzheimer hastaliginit MRI goriintiiler iizerinden ayirt edilmesini saglayan en iyi yaklagimin
bulunmasi hedeflenmistir. Burada son donemlerde olduk¢a yaygin olarak kullanilan ESA ve makine 6grenme
algoritmalarindan yararlanilmistir. Bu ¢alisma i¢in Oncelikle yapilandirilmamis ADNI (Alzheimer’s Disease
Neuroimaging Initiative) veri setinden yararlanilarak ii¢ sinifli veri seti olusturulmustur. Bu {i¢ sinif su sekildedir:
Alzheimer Hastalig1 (Alzheimer Disease, AD), Hafif biligsel bozukluk (mild cognitive impairment, MCI) ve
biligsel olarak normal (cognitively normal, CN). Hafif bilissel bozuklugu olan hastalarin saglikli bireylere gore
daha kiigiik bir entorinal korteks ve hipokampiise sahiptir. Ancak Alzheimer hastalig1 olan hastalarda entorinal
korteks ve hipokampiiste belirgin bir azalma olabilir [9]. MRI goériintiiler iizerinden dogru teshis konulmasi tedavi
stireci agisindan oldukga dnemlidir. Hafif bilissel bozuklugu olan hastalarin erken teshis edilebilmesi Alzheimer
hastaligina yakalanma siiresini uzatacaktir. Dolayisiyla, bu smiflari en iyi ayirt eden, asir1 6grenmeden kaginan
NasNetMobile-mRMR-DSA algoritmasi tasarlanmistir. Bu ¢aligma ile saglanan katkilar su sekildedir:

e ADNI veri seti ii¢ sinifli olarak olusturulmustur. Veri seti toplamda 3220 goriintiiden olusmaktadir.
Gortintiiler rastgele bigimde %80°1 egitim, %20°si ise test olarak ayrilmistir.

e Onceden egitilmis AlexNet, InceptionResNet, InceptionV3, NasNetMobile, ResNetl8, ResNet50,
SqueezeNet ve Xception mimarilerden yararlanilmastir.

Egitim veri setine mimarilerin asir1 grenmemesi i¢in 5 katli ¢apraz dogrulama uygulanmustir.
Mimarilerin performans sonuglari, dogruluk, duyarlilik, 6zgiilliik, kesinlik, F1-skoru ve AUC (area under
curve, egri altinda kalan alan) tizerinden degerlendirilmistir.

e Egitilen mimarilerin ilk olarak SoftMax katmani ile simiflandirma performanslar test edilmistir. Bu
asamada en iyi test performansi veren NasNetMobile mimarisi olmustur.

e Dabha iyi performans elde etmek i¢in NasNetMobile derin 6zellik ¢ikarict olarak kullanilmis ve DSA,
DVM, Karar Agaci, KNN ve YSA ile birlestirilmistir.

e NasNetMobile mimarisinin son katmandan elde edilen 1056 6zellik minimum artiklik maksimum iliski
(mRMR) algoritmasi araciligi ile 250’ye diisiiriilmiistiir. Indirgenen bu 6zellikler tekrar ayni makine
O0grenme algoritmalari ile siniflandirilmis ve sonuglar karsilastirilmigtir. Bu asamada elde edilen
performanslarda artig goriilmiis ve en yliksek performans DSA ile elde edilmistir.

Sonug olarak, onerilen yontem, Alzheimer hastaliginin teshisinde hem saglik ¢aliganlarnin is yiikiinii
azaltacak hem de erken teshis ile hastalik siirecinin yavaglatilmasina olanak tanryacaktir. Bu nedenle galisma,
Alzheimer teshisine yonelik literatiirde énemli bir boslugu doldurarak daha giivenilir ve etkin bir yontem
sunmaktadir.

1.2. Literatiir Arastirmasi

Alzheimer hastalig1, bireylerin yagam kalitesini ciddi 6l¢tide etkileyen ve global saglik sisteminde dnemli bir
yiik olusturan ilerleyici bir ndrodejeneratif bozukluktur. Bu hastaligin erken teshisi, tedaviye yonelik stratejilerin
gelistirilmesi ve hastalik siirecinin yavaslatilmasi agisindan kritik bir dneme sahiptir. MRI gibi ileri goriintiileme
teknikleri ve yapay zeka destekli siniflandirma yontemleri, Alzheimer hastaliginin farkli agamalarini ayirt etmede
etkin araglar olarak one ¢ikmaktadir. Literatiirde, geleneksel makine 6grenmesi algoritmalarindan derin 6grenme
tabanli modeller ve hibrit yaklagimlara kadar genis bir yontem cesitliligi bulunmaktadir.

Bu calismada, Alzheimer hastaligini MRI goriintiileri iizerinden siniflandirmay1 amaglayan mevcut literatiir
incelenmis ve modern tekniklerin avantajlar1 ve sinirlamalar1 degerlendirilmistir. Ornegin, Ozi¢ ve Ozsen [10]
caligmalarinda voksel tabanli bilgisayar tani sistemi ile ¢aligmigtir. Alzheimer hastalari ve normal kontrol MR
goriintiileri, hacimsel kayip bolgelerindeki voksel degerleri kullanilarak siniflandirilmigtir. Destek Vektor
Makinesi (DVM) kullanarak %92,857 ile en yiiksek dogruluk oranini elde etmislerdir. Tiirk [11] ¢alismasinda,
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Alzheimer hastaliginin demans seviyesini dort farkli sinif igeren MR goriintiileri kullanilarak tespit etmis ve sonug
olarak en iyi performansin Bagimsiz Bilesen Analizi tabanli K-En Yakin Komsu simiflandirici ile elde edildigini
ifade etmistir. Aslan [12] ¢caligmasinda Alzheimer hastaliginin elektroansefalogram (EEG) sinyallerinden direkt
olarak gerceklestirilmesini amaglayan bilgisayar destekli tan1 sistemi olusturmustur. Elde ettigi 6zellikleri k-En
Yakin Komgu algoritmasi ile siniflandirmis ve sonug olarak %91,12 dogruluk orani elde etmistir. Karabay ve
Cavasg [13] toplamda 6400 adet MR goriintiisii kullanilarak AlexNet ve MobileNetV2 mimarilerinden 6zellik
cikarma islemini gerceklestirmislerdir. Ozellik secim asamasinda ise Komsuluk Bilesen Analizi (NCA)
algoritmasindan yararlanarak Onemli Ozellikleri elde etmislerdir. Son olarak bu o&zellikleri DVM ile
siiflandirmiglar ve calismanm sonucunda %100 dogruluk orani elde etmislerdir. Ozkaya ve Cebeci [14]
calismalarinda Alzheimer hastaliini ve hastaligin teshisinde kullanilan teknikleri incelemis, basarili bir model
gelistirmek igin ¢alismislardir. DenseNet121 modeli degistirilebilen bir yapida sunulmustur. 3 boyutlu MR
goriintiilerini bu model dogrudan kullanabilmektedir. Béylece ¢esitli uzaysal bilginin kaybinin 6niine gegilmistir.
Sadik [15] calismasinda Alzheimer hastaligina ait belirlenen 5 6znitelik ile 4 farkli derin 6grenme algoritmasini
karsilastirmis ve Gradient Boosting Siniflandiricist algoritmasi ile %96,43 dogruluk orani elde etmistir. Karakaya
ve digerleri [16] ¢alismalarinda Alzheimer hastaliginin analizi i¢in siniflandirma ve segmentasyon iglemlerini
uygulamus, bilgisayarli gérme destekli bir karar destek sistemi olusturmuslardir. Calismalarinda 7 farklt mimariyi
kullanmislar ve GoogleNet mimarisi ile %94,67 dogruluk, %94,74 duyarlilik, %98,11 6zgiilliik ve 0,9467 F1 skoru
elde etmislerdir. Eren ve digerleri [17] fonksiyonellik dogrulama testlerinde 3 boyutlu Evrisimli Sinir Ag1 (ESA)
kullanarak %81 dogruluk orani elde etmislerdir. Okyay [18] ¢alismasinda sadece siniflandiriciya bagl olmamak
amaci ile filtreleme metodunu kullanmayi tercih etmistir. Siniflandirma parametrelerinin optimize edilmesinden
sonra smiflandiricilart 10 kath ¢apraz dogrulama ile degerlendirmistir. Sertkaya ve Ergen [19] sunduklar
calismada MRI goriintiileri ve genetik veriler kullanilarak yapay sinir aglartyla Alzheimer hastaliginin ilerlemesini
tespit etmeye ¢alismiglardir ve bu hastaligin tespitinde %72-%90 arasinda basari elde etmislerdir. Bhardwaj ve
digerleri [20] transfer 6grenme yoluyla InceptionResNetv2 mimarisini Alzheimer hastaligim tespit etmek igin
kullanmislardir. Caligsmalarinda bes sinifli goriintii veri seti kullanmislar ve %97,3 dogruluk orani elde etmislerdir.
Mathew ve digerleri [21] MRI goriintiilerinden Alzheimer hastaligint tespit etmek i¢in yeni bir yontem
onermislerdir. Ug simifl goriintiilerin dzelliklerini cikararak (sekil, renk, homojenlik, korelasyon vb.) énerdikleri
yontem olan Olasiliksal Sinir Agmi, DVM ve K-En Yakin Komsu algoritmalar: ile dogruluk, 6zgiilliik ve
duyarlilik agisindan performanslarini karsilastirmigtir. Bu alanda yapilan arastirmalar sunulan ¢aligmalarla sinirlt
degildir. Son teknolojik yontemlerle Alzheimer hastalig1 ve diger hastaliklar tespit edilmeye devam etmektedir
[22-27]. Tablo 1’de sunulan literatiir arastirmasinin 6zeti yer almaktadir.

Tablo 1°de sunulan ¢aligmalar arasinda ADNI veri seti yaygin olarak kullanilan bir kaynak olmustur. Ornegin,
Ozkaya ve Cebeci [14], Bhardwaj ve digerleri [20], Sadik [15], Karakaya ve digerleri [16] ile Sertkaya ve Ergen
[19] ¢alismalarinda ADNI veri setinden faydalanmiglardir. Bu veri setini kullanan ¢aligsmalarda, transfer 6grenme
ve derin 6grenme tabanli mimariler genellikle yiiksek performans saglamistir. Bu durum, modern mimarilerin
siniflandirma yeteneklerini artirmada 6nemli bir rol oynadigini gostermektedir.

Bu calisma, Alzheimer hastaliginin manyetik rezonans goriintiilerden otomatik olarak siniflandirilmasina
yonelik literatiirdeki yaklagimlardan farkli olarak hibrit bir yontem olan NasNetMobile-mRMR-DSA
algoritmasini dnermektedir. Literatiirde genellikle tekil derin 6grenme mimarileri veya standart makine 6grenmesi
algoritmalar1 kullanilmakta iken, bu ¢alismada dnceden egitilmis NasNetMobile mimarisi ile mRMR algoritmas1
kullanilarak en anlamli 6zellikler segilmis ve DSA smiflandiricisi ile bu &zelliklerin performanst optimize
edilmistir. Bu yapt hem asir1 6grenmenin 6nlenmesine hem de siniflandirma basarisinin artirilmasia olanak
tanimaktadir. Ayrica, ADNI veri setinden olusturulan ti¢ smifli veri seti iizerinde kapsamli bir analiz
gergeklestirilmis ve duyarlilik, 6zgiilliik, F1-skoru gibi performans 6lgiitleri agisindan yiiksek basari oranlarina
ulastlmistir. Bu o6zellikleri ile 6nerilen yontem, Alzheimer hastaliinin erken teshisi igin literatiirdeki diger
calismalara kiyasla daha etkin ve giivenilir bir yaklagim sunmaktadir.

Bu ¢alismanin devaminda, 2. Materyal ve Yontem boliimiinde kullanilan veri seti, dnceden egitilmis
mimariler, siniflandiricilar, 6zellik se¢im yontemi, performans 6lgiitleri ve ¢apraz dogrulama sunulmustur. 3.
Boliimde, deneysel sonuglardan bahsedilmistir. Son olarak, ¢caligmada elde edilen bulgular, ¢calismanin sinirlari ve
performans degerlendirmesi 4. Tartisma ve Sonug boliimiinde yapilmustir.
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Tablo 1. Alzheimer hastaligin1t MRI goriintiileri iizerinden siniflandirmay1 amaglayan ¢aligmalar.
Calisma Kullanilan Model/Mimari | Oznitelik Dogruluk (%) | Yontemin One
Veri Seti Cikarimy/Secimi Cikan
Ozellikleri
Ozi¢ ve Ozsen | - DVM Voksel tabanli | 92,86 MRI’deki
[10] ozellikler hacimsel kayip
bolgelerinin
voksel analizi
Tiirk [11] - KNN Bagimsiz Bilesen | - Demans
Analizi (ICA) seviyesini
siniflandirmaya
yonelik detaylt
analiz
Aslan [12] - KNN EEG sinyalleri 91,12 EEG tabanli
ozelliklerle
erken teshis
Karabay ve | - AlexNet, NCA 100 Derin 6grenme
Cavas [13] MobileNetV2 + tabanli  o6zellik
DVM ¢ikarimi ve
onemli
Oznitelik se¢imi
Ozkaya ve | ADNI DenseNet121 Uzaysal bilginin | - 3 boyutlu MRI
Cebeci [14] korunmasi goriintiilerini
dogrudan
kullanan bir
model
Bhardwaj ve | ADNI Inception- Transfer 97,3 Bes sinifli
digerleri [20] ResNetv2 Ogrenme siniflandirma
Mathew ve | - Olasiliksal Sinir | Renk, sekil, | - Onerilen
digerleri [21] Ag, DVM, | homojenlik gibi yontemle
KNN ozellikler performans
karsilastirmast
Sadik [15] ADNI Gradient Belirlenen 519643 Farkl
Boosting ozellik algoritmalarin
Siniflandiricist performans
karsilastirmast
Karakaya ve | ADNI GoogleNet Bilgisayarl 94,67 Yedi farkli
digerleri [16] gorme tabanl mimarinin
Oznitelikler performans
karsilastirmast
Eren ve | - 3 Boyutlu ESA | MRI veri seti 81,00 Fonksiyonellik
digerleri [17] dogrulama testi
Okyay [18] - DVM, KNN, | Filtreleme - 10 katli capraz
ESA metotlari dogrulama ile
performans
degerlendirme
Sertkaya ve | ADNI YSA MRI ve genetik | 72-90 Alzheimer
Ergen [19] veriler ilerlemesini

tespit etme
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2. Materyal ve Yontem

Bu ¢alismanin hazirlanmasinda ilk olarak ¢alisma konusunun 6zgiinliigiinii ortaya koyabilmek icin ADNI
veri tabanindan yararlanilmistir. MR goriintiilerinden Alzheimer hastaliinin tespiti i¢in Onceden egitilmis
evrisimli sinir aglarindan yararlanilmis ve sekiz farkli mimari ile egitim islemi gergeklestirilmistir. Asirt
O0grenmenin olmamasi i¢in egitim setine 5 katli ¢apraz dogrulama uygulanarak egitim sonuglar1 elde edilmistir.
Egitilen mimarilerin daha 6nce hi¢ gérmedigi ilk basta ayrilmis olan test seti ile siniflandirma performanslari
Olciilmiistiir. Bu asamada mimariler simiflandirict olarak kullanilmistir. Elde edilen sonuglar iyilestirmek igin
mimarilerin otomatik 06zellik ¢ikarma giliclinden yararlanilmistir. En yiliksek test performanst veren
NasNetMobile’in son katmanindan elde edilen ozellikler, literatiirde sik¢a kullanilan mRMR o6zellik se¢im
yontemi ile indirgenmistir. En onemli &zelliklerin elde edilmesi ile siniflandirma asamasina gegilmistir.
Siniflandirma agamasinda ise en yiiksek dogruluga DSA ulagmistir. Sonuglar ayni zamanda 6zellik se¢imi
uygulanmadan da elde edilerek performans sonuglart karsilastirilmistir. Bu ¢alismada onerilen NasNetMobile-
mRMR-DSA algoritmasinin grafik 6zeti ise Sekil 1’de sunulmustur.

Alzheimer Hastaliginin Otomatik Tespiti

ADNI Veri seti Onerilen Hibrit NasNetMobile-mRMR-DSA algoritmasi

Global Ortalama Havuzlama
Evrisim
Evrisim

Havuzlama

Havuzlama

| =18l H

mRMR ile -
1056 Ozelligin Cikarilmasi |—» 250 Ozelligin —— DSAiile
Secimi Siniflandirma

Siniflandirma Q
Sonuglari

Sekil 1. Alzheimer hastaliginin otomatik tespiti i¢in akis grafigi.

2.1. Veri Seti

Bu c¢alismada, Alzheimer Hastaligit Norogoriintileme Girisimi (ADNI) veri tabanindan
(https://adni.loni.usc.edu) yararlanmilmistir. Goriintiiler yapilandirilmamis halde oldugundan ilk olarak nhii
formatindan png formatina doniistiiriilmistiir. Elde edilen goriintiiler Alzheimer Hastalig1 (AD), Hafif Bilissel
Bozukluk (MCI) ve Biligsel olarak Normal (CN) siniflarina aittir. Toplamda 3220 goriintii olmak iizere, 1073’1
AD, 1025’1 CN ve 1122’si MCI simnifinda yer almaktadir. Veri setinde yer alan 2576 MRI goriintii egitim ve 644
MRI goriintii test i¢in kullanilmigtir. Tablo 2°de veri setindeki her smif igin gorsellere ve goriintii sayilarina yer
verilmisgtir.

2.1.1. Veri On isleme Adimlar

ADNI veri setine uygulanan 6n islem adimlart su sekildedir:

e  Veri setinde yer alan MRI goriintiileri, tamamlanmig ve eksiksiz sekilde alindig i¢in herhangi bir eksik
veri ile kargilagilmamistir. Ancak, bazi gorsellerin hasar gérmiis veya bozulmus oldugu durumlar, goriintii
isleme adiminda kontrol edilmistir.
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MRI goriintii formati doniisiimii sirasinda goriintii boyutlar1 sabitlenmis ve tiim goriintiiler 256x256x3
boyutlarina getirilmistir.

MRI goriintiilerinin pixel degerleri 0 ile 255 arasinda degismektedir. Bu degerler, modelin daha verimli
Ogrenebilmesi i¢in 0 ile 1 arasinda normalize edilmistir. Normalizasyon islemi, her pikselin degerinin
255’e boliinmesiyle gergeklestirilmistir. Bu adim, modelin daha hizli ve saglikli bir sekilde egitim
almasini saglamaktadir.

Veri setindeki siniflar arasinda belirgin bir dengesizlik bulunmamaktadir; ancak, herhangi bir
dengesizligin olabilecegi durumlar i¢in SMOTE (Synthetic Minority Over-sampling Technique) gibi
teknikler kullanilmasi diistiniilmiistiir. Ancak, bu c¢aligmada her sinif igin yeterli sayida oOrnek
bulundugundan, bu asama uygulamaya alinmamustir.

Goriintiilerin ¢esitliligini artirmak ve modelin genelleme yetenegini giliglendirmek amaciyla veri artirma
teknikleri kullanmilmigtir. Bu teknikler, dondiirme, yansima, kesme, olgekleme gibi cesitli gorsel
modifikasyonlarla artirtlmistir. Bu sayede modelin, daha fazla farkli veri ile karsilagmasi saglanmistir

Tablo 2. ADNI veri seti detaylar.

Simf Aciklama Ornek | Egitim | Test
Sayisi Verisi Verisi
Bu siniftaki goriintiiler, Alzheimer hastaligina | 1073 860 213

Toplam D Yas ortalamast 75,17 + 7,15 olan 217 bireyden | 3220 2576 644

0zgli beyin kiigiilmesi belirtileri gosterir. Bu
sinifta yas ortalamasi 75,875 8,234 olan toplam
40 bireyden alinan MRI goriintiileri yer
almaktadir.

Bu smuftaki goriintiiler, normal biligsel | 1025 819 206
fonksiyonlar1 olan beyni temsil eder. Bu sinifta
yas ortalamast 76,66 £ 4,06 olan toplam 77
bireyden alinan MRI gériintiileri yer almaktadir.

Bu smiftaki gorintiilerde, genellikle hafif | 1122 897 225
diizeyde yapisal degisiklikler gdzlemlenebilir.
Bu smifta yas ortalamasi 73,79 + 8,28 olan
toplam 100 bireyden alinan MRI gériintiileri yer
almaktadir.

alinan MRI goriintiileri yer almaktadir.

Yukarida bahsedilen adimlar, veri setinin daha saglikli ve modelin verimli ¢aligabilecegi sekilde
hazirlanmasina olanak tanimustir.
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2.2. Onceden Egitilmis Mimariler

AlexNet [28], ilk ¢cikan 6nceden egitilmis mimarilerdendir. AlexNet’in 5 evrisim katmani, 3 tam baglantili
katmani, 1 birakma katmani (dropout) ve 1 SoftMax katmani vardir. Girdi boyutu 227x227x3 olan AlexNet’in
toplam parametre sayist 62,3 milyondur. Bununla birlikte, diisiik hesaplama kapasiteli cihazlarda kullaniminin
sinirlt oldugu gézlemlenmistir.

InceptionResNet [29] Google tarafindan onerilen bir mimaridir. Inception-ResNet modiilii, Inception
blogu ve ResNet [30] yapisinin bir kombinasyonudur. ResNet modiilii, daha derin sinir aglarin1 egitmeyi miimkiin
kilan artik baglantilart ilkel olarak tanitmistir. Inception blogu, giris goriintiilerinin degisen 6lg¢eklerinden daha
fazla bilgi alabilir ve ResNet, dnemli 6l¢iide artan derinlikten dogruluk kazanabilir durumdadir. Inception blogu
ve ResNet modiiliiniin kombinasyonu, mimarinin performansini biiyiikk 06lclide iyilestirmistir [31].
InceptionResNet’in girdi boyutu 299x299x3 ve toplam parametre sayisi yaklasik 55 bindir. Bu mimari, diisiik
parametre sayisina ragmen yiiksek performans sunmaktadir. Ancak, bu mimarinin egitimi daha uzun siirebilir ve
GPU destegi gerektirebilir.

Inceptionv3 [32], GoogleNet [33]’in ileri versiyonlarindan biridir. 48 katman derinligine sahip bir
evrisimli sinir ag1 olan bu mimari, ImageNet ( http://www.image-net.org ) veri tabanindan bir milyondan fazla
goriinti lizerinde egitilmistir. 299x299x3 giris boyutuna sahip olan mimari, optimize edilmis bir hesaplama yiikii
ile yliksek dogruluk saglamaktadir. Mimarinin toplam parametre sayisi, performansi ve egitim siiresi, modern
projelerde sikga tercih edilmesini saglamaktadir.

NASNetMobile [34], Google Beyin ekibi tarafindan gelistirilmistir. Pekistirmeli 6grenme teknigi
araciligtyla optimum evrisimli sinir ag1 mimarisi bulmay1 amacglamigtir [35]. NASNetMobile’in girdi boyutu
224x224x3 ve toplam parametre sayist yaklagik 4,5 milyondur. Tagnabilir cihazlar ile uyumlu ¢aligmasi igin
tasarlanan bu mimarinin egitim siiresi oldukga kisa olup enerji verimliligi 6n plandadir.

ResNet-18 [30], ResNet ailesinin 18 derin katmana sahip bir mimarisidir. ResNet ailesinin hedefi, atlama
yoluyla kisayol baglantilari gergeklestirmektir. Mimarinin daha hizli 6grenmesi i¢in bu atlama igleminde
baglantilar mimariye baski yapar. Bu mimari, ¢ok sayida evrisim katmanindan yararlanarak etkin bir sekilde
ogrenmeyi gergeklestirmektedir. 224x224x3 giris boyutuna ve 11 milyondan fazla parametreye sahip olan mimari,
orta diizey bir hesaplama yiikiine sahiptir. Egitim siiresi modern GPU’larda oldukg¢a hizlidir.

ResNet-50 [30], 50 katmanli ResNet mimarilerinden biridir. Katmanlarin agirliklarini %50 azaltabilme
ozelligi sayesinde tercih edilen mimarilerdendir. Toplamda 23 milyondan fazla parametreye sahiptir. Parametre
optimizasyonu ve artik bloklarinin varligi, modeli klasik evrigimli sinir aglarindan ayirmaktadir. Egitim siiresi
ResNet-18’e kiyasla daha uzundur, ancak dogruluk agisindan 6nemli kazanglar saglamaktadir.

SqueezeNet [36], atesleme modiiliine sahip farkli bir dnceden egitilmis mimaridir. On evrisim
katmanindan, maksimum havuzlama katmanlarindan ve bir SoftMax katmandan olusan SqueezeNet’in girdi
boyutu 227x227x3’tiir. Toplam parametre sayist oldukc¢a diigiiktiir, bu da hafif yapisini desteklemektedir. Egitim
stiresi kisa ve hesaplama yiikii diisiiktiir, bu nedenle mobil cihazlar i¢in uygun bir mimari olarak dne ¢ikmaktadir.

Xception [37], InceptionV3’lin gelismis versiyonu olarak tanitilmigtir. Bu mimarinin temel 6zelligi,
derinlemesine ayrilabilen evrisimleri (konvoliisyonlari) kullanmasidir. 299x299x3 giris boyutuna sahip bu model,
toplam parametre sayisini sabit tutarak daha yiliksek performans saglamaktadir. Egitim siiresi, kullanilan donanima
bagli olarak degismekle birlikte, yliksek dogruluk orani nedeniyle tercih edilmektedir.

Bu caligmada kullanilan bu mimariler Alzheimer hastaliginin tespitinde hem siiflandirici hem de 6zellik
¢ikarict olarak kullanilmistir. Her bir modelin parametre sayilar1 ve egitim siireleri Tablo 3° te 6zetlenmistir.
Modellerin farkli 6zellikleri, Alzheimer hastaliginin tespitinde hesaplama yiikii ve dogruluk agisindan detayl1 bir
karsilastirmaya olanak saglamaktadir.

2.3. Smiflandiricilar

Bu boliimde kisaca Destek Vektdr Makinesi (DVM), Yapay Sinir Ag1 (YSA), Derin sinir Ag1 (DSA),
Karar Agaci ve K- En Yakin Komsu siniflandiricilart sunulmaktadir.

2.3.1. Destek Vektor Makinesi (DVM)

Destek Vektor Makinesi (DVM), Vapnik ve Cortes [38] tarafindan iki sinifli veriler i¢in gelistirilmistir.
Daha sonra DVM, dogrusal olmayan ve ¢ok smifl1 veri setleri i¢in gelistirilmis ve genellestirilmistir. DVM sadece
siniflandirma problemleri igin kullanilmamistir. Ayn1 zamanda regresyon (tahmin) problemlerin ¢oziimiinde de
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siklikla kullanilmaktadir. Veri setini siniflandirma/regresyon problemi igin g¢ekirdek tabanli bir yontemle
ayirabilen etkili bir algoritmadir.

Tablo 3. Mimarilerin 6zellikleri.

Mimari Parametre Sayis1 | Giris Boyutu Egitim Siiresi | Kullanom Amaci
(saniye)

AlexNet 62,3 milyon 227x227x3 120 Siniflandirici/Ozellik
Cikarici

InceptionResNet 55 bin 299x299x3 150 Siniflandiricy/Ozellik
Cikarici

Inceptionv3 24 milyon 299x299x3 180 Siniflandiricy/Ozellik
Cikarici

NASNetMobile 4,5 milyon 224x224x3 90 Siniflandiricy/Ozellik
Cikarict /Mobil
Uygulamalar

ResNet-18 11 milyon 224x224x3 100 Siniflandiricy/Ozellik
Cikarici

ResNet-50 23 milyon 224x224x3 200 Siniflandiricy/Ozellik
Cikarici

SqueezeNet 1,2 milyon 227x227x3 80 Siniflandiricy/Ozellik
Cikarict/Mobil  ve
Hafif Uygulamalar

Xception 20 milyon 299x299x3 170 Siniflandiricy/Ozellik
Cikarict

2.3.2. Karar Agaci

Makine 6grenme algoritmalarindan biri olan Karar Agaci, genellikle regresyon veya siniflandirma
problemleri i¢in tercih edilmektedir [39, 40]. 1970’lerin sonlarinda baglanan algoritma, Ross Quinlan tarafindan
C4.5 programiyla tasarlanmig ve sonrasinda 20 yil boyunca gelistirilmistir [41]. Siniflandirma problemleri igin
karar agaci hiyerarsik bir sisteme sahip olmaktadir. Bu yapis1 sayesinde karmagik miktardaki bilgiyi basit karar
verme mekanizmasi ile alt gruplara bolebilmektedir. Karar agacinin yapisinin anlasilabilir olmasi, kolay
yorumlanabilmesi ve diger algoritmalarla uyumlu galisabilmesinden dolay1 siklikla tercih edilmektedir [42, 43].

2.3.3. K-En Yakin Komsu

K-En Yakin Komsu algoritmasi, se¢ilen bir girdinin kendine en yakin olanlarla arasindaki uzakliklar
olgen, yaygm olarak kullanilan makine dgrenme algoritmalarindandir [44, 45]. Bu ¢alismada uzaklik metrigi
olarak Oklid kullanilmigtir. Komsularin sayisi ise 5 olarak se¢ilmistir.

2.3.4. Yapay Sinir Ag1 (YSA)

Yapay Sinir Ag1 (YSA), McCulloch ve Pitts [46] tarafindan 1943 yilinda tanitilmistir. YSA, hayvanlarin
ve insanlarin néron aglarindan esinlenerek ortaya ¢ikarilmis ve matematiksel teori ile desteklenmistir [39]. Esnek
yapis1 ve kullanim kolaylig1 sayesinde makine 6grenmesinde, 6zellikle de denetimli 6grenmede tercih edilen YSA,
dogrusal olmayan bir modeldir. Bu ¢alismada 5 noéronlu tek gizli katmanli YSA modeli tercih edilmistir.

2.3.5. Derin Sinir Ag1 (DSA)

Derin Sinir Ag1 (DSA), YSA’ nin iki veya daha ¢ok katmanli versiyonu olarak ifade edilebilir. Tipk1t YSA
gibi kullanim kolayligiin olmasi, biiyiik boyutlu verilerde olduk¢a yaygin kullanilmasi sebebiyle bu ¢aligmada
DSA smiflandirici olarak tercih edilmistir. Tki sakli katmandan olusan DSA, ilk katmanda 5 néron ikinci katmanda
ise 10 noéron kullanilmigtir. Noron sayilar1 deneme yanilma ile belirlenmistir. Hem YSA hem de DSA da
aktivasyon fonksiyonu olarak ReLU tercih edilmistir ve optimizasyon algoritmasi olarak “Sinirli Bellek Broyden—
Fletcher—Goldfarb—Shanno (L-BFGS)”, hesaplama karmasikligi olmamasi sebebiyle tercih edilmistir [47].
Caligmada kullanilan diger parametrelerin degerlerine ise Tablo 4’te yer verilmistir.

328



Oznur OZALTIN, Sezgi COBANBAS, Yasemin SIRAKAYA, Yusa GUNES

Tablo 4. YSA/DSA parametreleri.

YSA/DSA parametreleri | Degerleri
Agirlik Baglatici glorot

Bias Baslatici ZEeros
Iterasyon limiti 1000
Gradyan toleransi 1.0000e-06
Kayip toleransi 1.0000e-06
Adim toleransi 1.0000e-06
Lamda 0

2.4. Ozellik Secim Yéntemi: minimum Artikhk Maksimum iligki (mnRMR)

Minimum Artiklik Maksimum iliski (mRMR) ydntemi ile mevcut 6zellikler arasindan en iyisi segilmeye
calisilir. Bu sayede hesaplama maliyetleri azaltilir. mRMR 6zellik segme yonteminde degiskenler ve 6zellikler
arasindaki korelasyonun maksimum olmasi hedeflenmektedir. Ayni zamanda 6zellikler arasindaki bagimliligin da
minimum olmast hedeflenir [48]. Boylece, gereksiz ve birbirine benzer 6zellikler elenerek daha anlamli ve 6zgiin
ozellikler secilir, bu da modelin genel performansini artirirken asir1 uyumu 6nlemektedir.

mRMR yo6nteminin islem adimlar1 asagidaki gibi siralanabilir:

Verinin her bir 6zelligi ile hedef degisken arasindaki karsilikli bilgi degeri hesaplanir.
Ozellikler arasindaki bagimlilik hesaplanir.

[lk olarak, hedef degiskenle en yiiksek iliski degerine sahip 6zellik segilir.

Secilen ozellik ile diger 6zellikler arasindaki bagimlilik degerleri hesaplanir.

Her yeni ozellik, iliski- bagimlilik farkina gore segilir.

Bu adim, istenilen sayida 6zellik secilene kadar devam eder.

AN

mRMR yontemi, biyoinformatik, goriintii isleme, dogal dil isleme ve diger yiiksek boyutlu veri setlerinde
siklikla kullanilmaktadir [49-51]. Bu ¢alismada, Alzheimer hastaliginin tespitinde, ESA ile MRI goriintiilerinden
¢ikarilan 6zelliklerin indirgenmesi mRMR yontemi ile saglanmustir.

2.5. Performans Olgiitleri

Siniflandirma performansi, dogruluk, duyarlilik, 6zgiillikk, kesinlik, F1 skoru ve AUC degeri gibi
oOlciitlere gore degerlendirilmistir [52, 53]. Bu dlgiitler, ¢ok sinifli (multi-class) siniflandirma baglaminda one-vs-
rest (bir simnifin geri kalan siniflardan ayrilmasi) stratejisi kullanilarak her bir sinif i¢in ayr1 ayr hesaplanmis ve
genel degerlendirme i¢in ortalama degerleri Esitlik (1-5)° te sunulmustur.

1. Dogruluk (Accuracy)

DP+DN

Dogruluk = o o revn M

Dogruluk, modelin dogru tahmin ettigi siniflarin oranini gosterir. Burada, DP: Gergek Pozitif (True Positive)
ve DN: Gergek Negatif (True Negative) dogru tahminlerin toplamini ifade eder. Y P: Yanlis Pozitif (False Positive)
ve YN: Yanlis Negatif (False Negative) yanlis tahminlerdir.

2. Duyarlilik (Sensitivity / Recall)

Duyarlilik = L 2)

DP+YN

Duyarlilik, modelin, ilgili sinifa ait tiim 6rnekleri dogru bir sekilde taniyrp tanimadigimi gosterir. Yani,
gercek pozitiflerin dogru tespit edilme oranidir.

3. Ogzgiilliik (Specificity)

DN
DN+YP )

Ozgiillik =
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Ozgiillik, modelin negatif smiflart dogru bir sekilde smiflandirma yetenegini gdsterir. Yani, negatif
orneklerin dogru sekilde negatif olarak etiketlenme oranidir.

4. Kesinlik (Precision)

Kesinlik = —22 4)
DP+YP

Kesinlik, modelin gercek pozitif olarak siniflandirdigi Srneklerin, gercekten dogru olup olmadigini
gosterir. Baska bir ifade ile modelin pozitif olarak tahmin ettigi sinif drneklerinin ne kadarmin dogru oldugunu
Olger.

5. FI1-Skoru (F1 Score)

2xKesinlikxDuyarlilik
F1 — Skoru = 4 (%)

Kesinlik+Duyarlilik

F1-Skoru, kesinlik ve duyarliligin harmonik ortalamasidir ve her iki metrigi dengeleyerek, her ikisini de
dikkate alir. Modelin hem dogru pozitifleri bulmada hem de yanlis pozitifleri 6nlemede ne kadar basarili oldugunu
gosterir.

Cok smifli bir problemde, AUC (Area Under the Curve) dlgiitii de one-vs-rest yaklasimi kullanilarak
hesaplanmistir. Bu yaklasimda, her bir sinif i¢in ayri bir ROC (Receiver Operating Characteristic) egrisi
olusturulur. ROC egrisi, modelin dogru siniflandirmalarini (gergek pozitifler) ve yanlis siniflandirmalarini (yanlis
pozitifler) analiz eder. AUC, bu egri altindaki alani ifade eder ve modelin siniflandirma dogrulugunun bir
oOlciistidiir. AUC degeri 0 ile 1 arasinda bir degeri alir; 1, miikemmel bir siniflandiriciy, 0.5 ise rasgele tahmin
yapan bir modelin performansini gosterir. Her bir sinif i¢in hesaplanan AUC degerlerinin ortalamasi alindiginda,
genel smiflandirma performansina dair bir degerlendirme yapilmis olur. Sekil 2’de her sinif i¢in DP, DN, YP ve
YN degerlerinin karmagsiklik matrisi tizerinde gorsellestirilmis hali sunulmustur. Bu matris yardimryla
siniflandirma performansina dair ayrintili analiz yapilmistir [54].

Multi-Siniflandirma igin Karmasiklik Matrisi

AD -

CN

Tahmin Edilen Sinif

MCI

CN
Gergek Sinif

Sekil 2. ADNI veri setinin siniflandirmasinda kullanilan karmasiklik matrisi.
3. Deneysel Sonuglar
Bu c¢alismada, Alzheimer hastaliginin otomatik tespiti icin 8 farkli 6nceden egitilmis mimarilerden
yararlanilmigtir. Calismada, AD, CN ve MCI siniflart bulunan ADNI veri setinden yararlanilmigtir. Veri setinde

toplam 3220 MRI goriintiisii bulunmaktadir. Bu goriintiilerin %80°1 egitim %20’si ise test i¢in ayrilmigtir. Rastgele
olarak segilen MRI goriintiilerinden bir kesit Sekil 3’te gosterilmistir. Analiz asamasinda MATLAB 2022b
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programi kullamilmistir. 5 katli ¢apraz dogrulama ile egitim asamasi tamamlanarak sonuglar Tablo 5’te
sunulmustur.

Sekil 3. ADNI veri setinden 6rnekler.

Tablo 5. 5 katli ¢apraz dogrulama uygulanan 6nceden egitilmis mimarilerin egitim sonuglari.

Smiflandiricl Dogruluk | Duyarhhk | Ozgiillik | Kesinlik | F1 Skoru | AUC

Alexnet 0,8750 0,8727 0,9366 0,8879 0,8753 0,9703
InceptionResNet | 0,9950 0,9949 0,9975 0,9948 0,9949 0,9999
Inceptionv3 0,9950 0,9950 0,9975 0,9949 0,9949 1,0000
NasNetMobile 0,9926 0,9927 0,9963 0,9925 0,9926 0,9999
ResNet-18 0,9852 0,9853 0,9925 0,9857 0,9855 0,9995
ResNet-50 0,9938 0,9937 0,9969 0,9938 0,9938 0,9999
SqueezeNet 0,9786 0,9787 0,9892 0,9791 0,9789 0,9980
Xception 0,9973 0,9973 0,9987 0,9972 0,9973 0,9998

Tablo 5’e gore, en yiksek performans %99,73’liikk dogruluk orani ile Xception mimarisi ile elde
edilmistir. Bu mimarinin, duyarlilik, 6zgiilliik, kesinlik, F1-Skoru ve AUC degeri sirastyla %99,73, %99,87,
%99,72, %99,73 ve 0.9998’dir. Burada AUC degeri haricinde koyu renkle gosterilenler Xception mimarisi ile elde
edilmistir. AUC degerinde koyu renkle ifade edilen en yiiksek deger Inceptionv3 ile elde edilmistir. Diger
mimarilerinde dogruluk oranlar su sekildedir: AlexNet, %87,50, InceptionResNet %99,50, Inceptionv3, %99,50,
NasNetMobile, %99,26, ResNet-18, %98,52, ResNet-50, %99,38, SqueezeNet, %97,86. Egitilen 8 mimarinin
ortalama egitim dogruluk oranlart olduk¢a basarili olmustur. Bu mimarilerin test agamasindan sonra elde edilen
sonuglar1 Tablo 6’da gosterilmistir.

Tablo 6. Onceden egitilmis mimarilerin test sonuglari.

Smiflandiricl Dogruluk | Duyarhhk | Ozgiillik | Kesinlik | F1 Skoru | AUC

Alexnet 0,8463 0,8484 0,9232 0,8696 0,8473 0,9716
InceptionResNet | 0,8711 0,8710 0,9350 0,8810 0,8736 0,9763
Inceptionv3 0,8758 0,8774 0,9380 0,8824 0,8776 0,9759
NasNetMobile 0,8866 0,8874 0,9433 0,8918 0,8877 0,9839
ResNet-18 0,8463 0,8469 0,9225 0,8644 0,8491 0,9869
ResNet-50 0,8602 0,8602 0,9295 0,8681 0,8627 0,9572
SqueezeNet 0,8370 0,8374 0,9179 0,8543 0,8403 0,9519
Xception 0,8773 0,8789 0,9385 0,8787 0,8783 0,9560

Tablo 6’ya gore, Alzheimer hastaliginin tespitinden en yiiksek test dogrulugu veren mimari %88,66’lik
performans ile NasNetMobile olmustur. Yine diger metriklerde (AUC degeri harig) bu mimari en yiiksek degerleri
elde etmis ve Tablo 2’de koyu renk ile gosterilmistir. NasNetMobile, %88,74 duyarlilik, %94,33 6zgiillik, %89,18
kesinlik, %88,77 Fl-skoru ve 0.9839 AUC degeri elde etmistir. AUC degerinin 1’e yakin olmasi olduk¢a
onemlidir. Bu degerin yiiksek olmasi, modelin ne 6lgiide siniflar1 ayirabildigini gostermektedir. Alzheimer
hastaliginin tespiti icin MRI goriintiilerin siniflandirilmasinda AlexNet %84,63, InceptionResNet %87,11,
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Inceptionv3 %87,58, ResNet-18 %84,63, ResNet-50 %86,02, SqueezeNet %83,70 ve Xception %87,73 test
dogrulugu elde etmistir. Sekil 4, bu mimarilerin test sonrasi elde edilen karmagiklik matrislerini gostermektedir.

NasNetMobile mimarisi ile en yiiksek test dogrulugu elde edilmistir. Fakat son yillarda yapilan ¢aligmalar
gosteriyor ki onceden egitilmis mimarilerin derin 6zellik ¢ikarici olarak kullanilmasi ve makine O6grenme
algoritmalart ile entegre edilmesi sonucunda performans artmaktadir [49]. Bu sebeple performansi daha iyi hale
getirmek i¢in NasNetMobile mimarisinin global average pooling katmanindan 1056 o6zellik elde edilmistir.
Cikarilan bu 6zellikler herhangi bir 6zellik se¢im yontemi uygulanmadan makine 6grenme algoritmalart ile
siniflandirilmigtir. Siniflandirma sonucu Tablo 7°de gosterilmistir.

Tablo 7. NasNetMobile mimarisinin 6zellik ¢ikarici olarak kullanilmasi ile olugturulan hibrit algoritmalarin
siiflandirma sonuglari.

Smiflandiricr Dogruluk | Duyarhhk | Ozgiillik | Kesinlik | F1 Skoru | AUC

DSA 0,9037 0,9049 0,9522 0,9066 0,9043 0,9913
DVM 0,8960 0,8971 0,9482 0,8981 0,8965 0,9908
Karar Agaci 0,8960 0,8964 0,9481 0,8968 0,8956 0,9602
K-En yakin Komsu | 0,8944 0,8954 0,9473 0,8962 0,8949 0,9383
YSA 0,8929 0,8940 0,9466 0,8955 0,8935 0,9933

Tablo 7’ye gore, NasNetMobile mimarisinin son katmanindan elde edilen ozelliklerin DSA ile
siniflandirilmasi sonucunda %90,37’lik test dogruluk orani elde edilmistir. NasNetMobile-DSA yapist ile bu
asamada en yiiksek performans elde edilmistir. Tablo 6’da elde edilen sonugla karsilastirildiginda, baska bir ifade
ile NasNetMobile siniflandirict olarak kullanildiginda, %88,66°1ik dogruluk orani elde edilmisti. Tablo 7°de yer
alan tiim simiflandiricilarin performansimin bu orandan fazla oldugu agik¢a goriilmektedir. Diger siniflandiricilar
ile elde edilen test dogruluk oranlar sirasiyla soyledir: NasNetMobile-DVM ile %89,6, NasNetMobile- Karar
Agaci ile %89,6, NasNetMobile- K-En Yakin Komsu ile %89,44, ve NasNetMobile-YSA ile %89,29°dur.

Bu sonuglara bakildiginda algoritmanin yiiksek performans gosterdigi goriilmiistiir. Fakat NasNetMobile
mimarisinin son katmanindan elde edilen 6zellik sayisi her bir goriintii igin 1056’dir. Egitim i¢in kullanilan goriintii
sayisinin toplamda 2576 oldugu diisiiniildiiglinde 1056x2576 boyutlu bir matrisin hesaplamasini ilgili algoritma
ve makine yapacaktir. Her bir goriintii i¢in 6nemli olan 6zellik sayis1 1056’dan daha az olabilir. Bu diislince ile
ozellik se¢im algoritmalarindan mRMR kullanilmustir. Ozelliklerin nem skorlamasi Sekil 5°te gosterilmistir.
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Sekil 5. mRMR yontemi ile 6zelliklerin 6nem skoru.
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Sekil 4. (a) AlexNet, (b) InceptionResNet, (c) Inceptionv3, (d) NasNetMobile, (¢) ResNet-18, (f) ResNet-50, (g)

SqueezeNet ve (h) Xception karmasiklik matrisi.
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Sekil 5 incelendiginde 6zelliklerin tamaminin yiiksek 6nem derecesinde olmadig agik¢a goriilmektedir.
Algoritmalarin hesaplama yiikiini hafifletmek i¢in 6zellik se¢imi yapmanin Alzheimer hastaliginin teshisi igin
onemli olacag diisiiniilmiistiir. Boylece mRMR 6zellik se¢im yonteminin isaret ettigi onemli 250 6zellik deneme
yanilma ile secilmistir. 1056’dan indirgenen 6zellik sayis1 sonrasi siniflandirma performanslari Tablo 8’ de
sunulmustur. Yapilan islemin performansimi 6lgmek ve adil karsilastirma i¢in ayni 6zellikteki siniflandiricilar
kullanilmstur.

Tablo 8. mRMR yontemi kullanilarak segilen 6zellikler ile elde edilen siniflandirma sonuglart.

Smiflandiricr Dogruluk | Duyarhhk | Ozgiillik | Kesinlik | F1 Skoru | AUC

DSA 0,9068 0,9078 0,9535 0,9072 0,9071 0,9908
DVM 0,9006 0,9014 0,9503 0,9013 0,9011 0,9894
Karar Agaci 0,8991 0,8996 0,9496 0,8999 0,8988 0,9624
K-En yakin Komsu | 0,8991 0,9001 0,9497 0,9028 0,9000 0,9453
YSA 0,9022 0,9031 0,9512 0,9045 0,9029 0,9935

Tablo 8 incelendiginde, 6zellik se¢iminin performanslara yansidig1 goriilmektedir. Bir dnceki agamada
artan performansin burada da ytikseldigi soylenebilir. NasNetMobile-mRMR-DSA hibrit algoritmasinin %90,68
ile en yiiksek dogruluk orani elde ettigi goriilmiistiir. Bu sonug, tiim asamalarda elde edilen test sonuglarinin en
yiiksegidir. Diger metrikler bakimindan da ayni artis s6z konusudur. Tablo 8’de en yliksek degerler koyu renkle
gosterilmigtir. Sonug olarak bu hibrit algoritma ile %90,78 duyarlilik, %95,35 6zgiillik, %90,72 kesinlik, %90,71
F1 skoru ve 0,9908 AUC degeri elde edilmistir. AUC degerinin en yiiksek oldugu siniflandirict 0,9935 ile YSA
olmustur. DSA’ nin elde ettigi AUC degeri ile en yiliksek AUC degeri arasinda anlamli bir fark bulunmamaktadir.
Bu sebeple bu ¢alismada hemen hemen tiim metriklerde en yiiksek performansi elde eden NasNetMobile-mRMR-
DSA hibrit algoritmasi onerilmektedir. Sekil 6 hibrit algoritmalarin ve dnerilen hibrit algoritmanin karmasiklik
matrislerini gostermektedir. Sekil 7 de ise DSA siniflandiricisinin kayip (loss) grafigi sunulmustur. Ayrica dnerilen
hibrit algoritmanin sinif bazindaki basaris1 Tablo 9°da sunulmustur.

Tablo 9. NasNetMobile-mRMR-DSA algoritmast ile elde edilen sinif bazli performans sonuglari.

Smif | Dogruluk | Duyarhilik | Ozgiilliik | Kesinlik | F1 Skoru
AD | 0,9302 0,9302 0,9744 0,9479 0,9390
CN | 0,9317 0,9317 0,9385 0,8762 0,9031
MCI | 0,8616 0,8616 0,9476 0,8977 0,8793

NasNetMobile-mRMR-DSA algoritmasi, Alzheimer hastalif1 tespiti i¢in yiiksek dogruluk oranlar: elde
etmigtir. AD simifi i¢in %93,02 dogruluk, %93,02 duyarlilik, %97,44 6zgiilliik, %94,79 kesinlik ve %93,90 F1
skoru saglanmistir. CN sinifi ise %93,17 dogruluk, %93,17 duyarlilik, %93,85 6zgiilliik, %87,62 kesinlik ve
%90,31 F1 skoru ile basarili performans sergilemistir. MCI sinift ise %86,16 dogruluk, %86,16 duyarlilik, %94,76
ozgiilliik, %89,77 kesinlik ve %87,93 F1 skoru ile daha diisiik bir performans gdstermistir. Genel olarak, algoritma
ii¢ sinif icin de yiiksek performans sergileyerek giiclii bir siniflandirma yetenegi ortaya koymustur. Sonug olarak,
bu algoritmanin MRI goériintiilerinden Alzheimer hastaliginin teshisi i¢in kullanilabilecegi sdylenebilir.
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Sekil 7. DSA siniflandiricisinin kayip grafigi.
4. Tartisma

NasNetMobile-mRMR-DSA algoritmasi, Alzheimer hastaliginin tespitinde yiiksek dogruluk oranlariyla
basarili bir siniflandirma performansi sergilemistir. Bu basarinin ardinda, NasNetMobile modelinin derin 6grenme
mimarisinin sundugu ¢esitli avantajlar bulunmaktadir. NasNetMobile, derin ag yapist ve mobil odakli tasarim
sayesinde hem yiiksek siniflandirma yetenegi hem de diisiik hesaplama maliyeti saglar. Modelin global average
pooling ve convolutional block yapilari, goriintiideki 6nemli 6zellikleri etkili bir sekilde ¢ikarirken, baslangigtaki
katmanlarinda 6grenilen temel 6zelliklerin, daha karmagik yapilari tanimada nasil kullanildigina dikkat edilmistir.
Ayrica, mRMR algoritmasi ile yapilan 6zellik seg¢imi, 6nemli bilgilere odaklanarak modelin karmagsikligini
azaltmis ve asir1 uyum riskini minimize etmistir. Onerilen NasNetMobile-mRMR-DSA algoritmasimin
simiflandirma performansi ile diger son teknoloji calismalarinin karsilastirmast Tablo 10°da sunulmustur. Onerilen
algoritma, bazi sinirlamalar olmasina ragmen ustiin performans gostermistir.
NasNetMobile’in bu yapisal avantajlari, yiiksek dogruluk oranlari elde edilmesine katki saglamistir. Ancak,
MCI smifindaki daha diisiik performans, modelin hafif noérolojik degisiklikleri tespit etmede zorluk yasadigini
gostermektedir. Bu durum, MCI” nin Alzheimer’dan 6nceki asama olmasi nedeniyle, benzer 6zelliklerin saglikli
bireylerle (CN) karismasmin bir sonucu olabilir. Ayrica, siif dengesizligi ve veri setindeki bazi gorsellerin
kapsayiciliginin yetersiz olmasi, modelin bu sinifi dogru sekilde siniflandirma yetenegini sinirlamis olabilir. Bu
tiir yanlis siniflandirmalarin 6nlenmesi i¢in daha fazla veri gesitliligi ve sinif dengesizligi iyilestirmeleri yapilmasi
gerekebilir.

Tablo 10. NasNetMobile-mRMR-DSA algoritmasi ile son teknoloji ¢alismalarinin kargilagtirmasi.

Calisma Veri Siniflar Kullanmilan Yontem Dogruluk
Seti Orani
(%)
Sertkaya ve Ergen ADNI AD-CN Goriintii Dontistiiriicti (Vision Transformer, ViT) 79,8
[56] AD-MCI 80,3
MCI-CN 89,3
Toshkhujaev ve ADNI AD-CN DVM-RBF (radyal temelli fonksiyon, radial basis 90,45
digerleri [57] function)
Suganthe ve ADNI+ | AD Hibrit Inception-ResNet 79,12
digerleri [58] Kaggle CN
MCI
Oh ve digerleri [59] | ADNI AD-MCI ESA 90,09
Onerilen algoritma | ADNI AD NasNetMobile-mRMR-DSA 90,68
CN
MCI
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5.Sonuc ve Oneriler

Alzheimer, son yillarin en hizli artan ve tedavisinin neredeyse bulunmadigt bir hastaliktir [3]. Bu hastalik i¢in
yapilabilecek en uygun yaklasim, erken teshis ederek hastaligin hizlanmasim 6nlemek olacaktir. Hastaligin erken
teshisi i¢in genellikle beyin goriintiileme yontemleri kullanilmaktadir. Uzmanlar goriintiiler {izerinden Alzheimer
hastaliginin olup olmadigini, hastalik var ise hangi safhada oldugunu tespit etmektedir. Fakat bu olduk¢a zaman
alan bir islemdir. Bu ¢alismada, yapay zeka ile goriintiiler iizerinden Alzheimer hastaliginin otomatik tespit
edilmesi hedeflenmistir. Goriintiilerin analiz edilmesinde son donemlerde yaygin olarak ESA algoritmalari tercih
edilmektedir. Bu ¢alismada ESA olarak dnceden egitilmis sekiz farkli mimari tercih edilmistir. Transfer 6grenme
ile daha hizli 6grenebilen bu mimarilerde yararlanmak zaman kazandirmaktadir.

Calismada ESA’y1 kullanan bir hibrit algoritma 6nerilmistir. Fakat 6nerilen algoritma sadece mevcut ADNI
veri setinde yer alan MR goriintiileri {izerinde egitilmis ve test edilmistir. Daha fazla veri seti ve gesitli goriintiileme
tekniklerinden elde edilebilecek goriintiilere ¢alismada yer verilememistir. Bunlar ¢alismanin sinirlari arasinda yer
almaktadir.

Bu caligmanin orijinalligini ortaya koymak i¢in yapilandirilmamis ADNI veri setinden yararlanilmistir. Bu
veri setinde bulunan ii¢ simnif: AD, CN, MCI bulunmaktadir. Bu ¢aligmada herhangi bir 6n iglem yonteminden
yararlanilmamistir. Veri seti egitim ve test olarak bolinmiistiir. Egitim asamasinda 5-kath ¢apraz dogrulama
uygulanmis ve sonuglar Tablo 5’te sunulmustur. Bu agamada %99’un {izerinde dogruluk performansi elde
edilmistir. Egitilen mimarinin test siniflandirma sonucunda %88,66’lik dogruluk oran1 NasNetMobile mimarisi ile
elde edilmistir. Daha iyi performans elde etmek igin hibrit bir algoritma gelistirilmistir. Burada NasNetMobile
mimarisi 6zellik ¢ikarici olarak kullanilmistir. Bu mimarinin son katmanindan elde edilen 6zellikler mRMR
yontemi ile indirgenmistir. Siniflandiricilar olarak DSA, DVM, Karar Agaci, K-En Yakin Komsu ve YSA tercih
edilmis ve indirgenen Ozellikler bu siniflandiricilar ile siniflandirilmistir. Performans sonuglart Tablo 8’de
sunulmus ve karmagiklik matrislerine Sekil 6°da yer verilmistir. Tiim sonuglarda Alzheimer hastaliginin MRI
goriintiilerden tespitinde en yiiksek test performansi elde eden %90,68 dogruluk orani ile NasNetMobile-mRMR-
DSA hibrit algoritmasi olmustur. Bu sayede uzman goriisiine ihtiya¢ duyulmaksizin 6zellikler elde edilmis ve daha
sonra elde edilen bu ozellikler giicli mRMR yontemi indirgenerek siniflandirma basarisinin artirilmasi
gergeklestirilmigtir.

Gelecek ¢alismalarda, hiperparametre optimizasyonu ve 1zgara aramasi (grid search) yontemi kullanilmasi
ile en az hatayla otomatik 6zellik se¢imi yapabilen bir hibrit algoritma tasarlanmas1 hedeflenmektedir. Bdylece
kullanic1 seg¢imine veya deneme yanilmaya gerek duyulmadan anlamli o6zellikler goriintiilerden tespit
edilebilecektir.

Sonug olarak bu ¢alisma ile yapay zeka algoritmalar1 kullanilarak yiiksek basar1 performansi ile Alzheimer
hastaliginin goriintiilerden tespit edilebildigi gosterilmistir. Boylece bir¢ok arastirmaciya bu galismanin 11k
tutacag diisiiniilmektedir.
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