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Anahtar Kelimeler: Bu makalede, biiyiik 6l¢ekli verilerde anomali tespiti icin Destek Vektér Makineleri
Destek Vektor Makineleri (SVM) kullanimi ele alinmistir. Anomali tespiti, normal davranislardan sapmalari
(SVM), belirlemeyi amaglayan dnemli bir veri madenciligi ve makine 6grenimi problemidir.
Anomali tespiti, SVM, giiclii siniflandirma yetenekleri ve esnek kernel fonksiyonlar1 sayesinde yaygin
Biiyiik 6l¢ekli veri setleri, olarak kullanilan bir algoritmadir, ancak biiyiik veri setlerinde uygulanmasi cesitli
Parametre optimizasyonu zorluklar barindirir. Makale, biiytik dl¢ekli veri setlerinde SVM'nin verimli ve etkili bir

sekilde uygulanmasini saglamak i¢in yeni yaklasimlar ve optimizasyon tekniklerini
incelemektedir. Cekirdek triklerinin kullanimi, parametre optimizasyonu, veri alt
kiimeleme ve yaklasik teknikler gibi yontemler detaylandirilmistir. Ayrica Pegasos ve
LIBSVM gibi hizli ve verimli SVM algoritmalarinin kullanimi ele alinmistir. Deneysel
calismalar, dnerilen yontemlerin etkinligini ve verimliligini degerlendirmek icin ¢esitli
bliylik 6lgekli veri setleri iizerinde gergeklestirilmistir. Elde edilen sonuglar, SVM'nin
bliylik veri setlerinde anomali tespitinde yiiksek dogruluk ve genelleme yetenegi
saglayabilecegini gostermektedir. Bununla birlikte, hesaplama maliyeti, bellek kullanimi
ve veri dengesizligi gibi zorluklarin optimize edilmis yontemler ve yeni teknolojiler
kullanilarak asilmasi gerektigi vurgulanmistir. Sonu¢ olarak, makale bilyiik veri
setlerinde anomali tespiti icin SVM'nin performansini artirmak amaciyla cesitli
optimizasyon teknikleri ve yeni yaklasimlar sunmaktadir. Gelecekteki arastirmalar,
derin 0Ogrenme teknikleri, c¢evrimdisi ve c¢evrimici O6grenme yodntemlerinin
kombinasyonu ve dagitik hesaplama teknikleri gibi alanlarda SVM'nin performansini
daha da artirmay1 hedeflemelidir.

Precise Anomaly Detection and Optimization Techniques in Large-Scale Data with
Support Vector Machines

ABSTRACT
Keywords: This article discusses the use of Support Vector Machines (SVM) for anomaly detection in large-scale
Support Vector Machines data. Anomaly detection is an important data mining and machine learning problem that aims to
(SVM), identify deviations from normal behavior. SVM is a widely used algorithm thanks to its powerful

classification capabilities and flexible kernel functions, but its implementation in large data sets
poses various difficulties. The article examines new approaches and optimization techniques to
AR enable efficient and effective application of SVM on large-scale datasets. Methods such as the use of
Parameter optimization kernel metrics, parameter optimization, data subsetting and approximate techniques are detailed.
Additionally, the use of fast and efficient SVM algorithms such as Pegasos and LIBSVM is discussed.
Experimental studies have been conducted on various large-scale datasets to evaluate the
effectiveness and efficiency of the proposed methods. The results obtained show that SVM can
provide high accuracy and generalization ability in anomaly detection in large data sets. However,
it has been emphasized that challenges such as computational cost, memory usage and data
instability must be overcome by using optimized methods and new technologies. In conclusion, the
paper presents various optimization techniques and new approaches to improve the performance
of SVM for anomaly detection in large data sets. Future research should aim to further improve the
performance of SVM in areas such as deep learning techniques, combination of offline and online
learning methods, and distributed computing techniques.
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1. GIRIS

Anomali tespiti, veri madencilii ve makine
O0grenimi alanlarinda bilyik Onem tasiyan bir
konudur. Finansal dolandiricilik tespitinden siber
glivenlige, saglik hizmetlerinden endiistriyel
izlemeye kadar bircok alanda kullanilmaktadir.
Anomali tespiti, normal davranislardan sapmalari
tespit etmeyi amaglar ve bu nedenle dogru ve verimli
yontemler gelistirilmesi hayati oneme sahiptir
(Chandola et al., 2009). Son yillarda, derin 6grenme
teknikleri ile geleneksel SVM'nin birlestirilmesi,
biiyiik 6l¢cekli anomali tespitinde 6nemli gelismelere
yol agmistir (Celik & Alaca, 2021). Destek Vektor
Makineleri (SVM), giiclii siniflandirma yetenekleri ve
esnek kernel fonksiyonlar1 sayesinde anomali
tespitinde yaygin olarak kullanilan bir algoritmadir
(Scholkopf et al., 2001). SVM, iki sinif arasindaki en
iyi ayrimi saglayan hiper diizlemi bularak calisir.
Ozellikle tek simfli SVM (One-Class SVM), yalmzca
normal sinifa ait verilerle egitilir ve anomali olarak
degerlendirilen verileri disarida birakacak bir sinir
olusturur. Bu o6zellik, SVM'yi anomali tespiti icin
ideal kilar (Tax & Duin, 2004). Bununla birlikte,
biiylik olcekli ve yliksek boyutlu veri setlerinde
SVM'nin uygulanmasi gesitli zorluklar barindirir. ilk
olarak, hesaplama maliyeti 6nemli bir engel teskil
eder. SVM'nin egitim siireci, biiyiik veri setlerinde
olduk¢a zaman alict ve hesaplama agisindan
maliyetlidir (Bottou & Lin, 2007). ikinci olarak,
bellek kullanimi biiytik 6l¢ekli veri setlerinde verimli
bir sekilde yonetilmelidir. Yiiksek boyutlu veriler,
bellek gereksinimlerini artirir ve bu da uygulamalari
zorlastirir (Joachims, 2006). Son olarak, SVM'nin
genelleme yetenegi, karmasik ve yliksek boyutlu veri
setlerinde azalabilir, bu da modelin performansini
olumsuz etkileyebilir (Hastie et al., 2009).

Bu makale, biyiik o6lgekli veri setlerinde
SVM'nin verimli ve etkili bir sekilde uygulanmasini
saglamak icin yeni yaklasimlar ve optimizasyon
tekniklerini incelemektedir. Cekirdek triklerin
kullanimi, parametre optimizasyonu, veri alt
kiimeleme ve yaklasik teknikler gibi yontemler
detaylandirilacaktir. Ayrica, Pegasos ve LIBSVM gibi
hizli ve verimli SVM algoritmalarinin kullanim ele
alinacaktir. Cekirdek triklerin kullanimi, SVM'nin
dogrusal olmayan karar sinirlari olusturmasina
olanak tanir. Radial Basis Function (RBF),
Polynomial ve Sigmoid gibi farkli ¢ekirdek
fonksiyonlarinin performans: degerlendirilecektir
(Shawe-Taylor & Cristianini, 2004). Parametre
optimizasyonu, SVM'nin performansini artirmak icin
cekirdek parametrelerinin ve ceza parametresinin
optimize edilmesini icerir. Grid Search ve Random
Search gibi geleneksel yontemlerin yani sira, Genetik
Algoritmalar (GA) ve Parcacik Siirti Optimizasyonu
(PSO) gibi evrimsel algoritmalarin kullanimi
incelenecektir (Bergstra & Bengio, 2012). Veri alt
kiimeleme teknikleri, biiyiik veri setlerinde
hesaplama maliyetini azaltmak i¢in kullanilabilir. Bu
teknikler, veri setinin rastgele veya k-means gibi
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kiimeleme algoritmalari ile alt kiimelere ayrilmasini
icerir (Xu & Wunsch, 2005). Ayrica, yaklasik
teknikler kullanarak SVM'nin egitim streci
hizlandirilabilir (Tsang et al., 2005). Hizli ve verimli
SVM algoritmalari, biiyiik 6lgekli veri setlerinde
SVM'nin performansini artirmak i¢in kullanilabilir.
Pegasos ve LIBSVM gibi algoritmalar, verimli bellek
yonetimi ve hesaplama teknikleri ile SVM'nin egitim
sliresini  kisaltmaktadir (Shalev-Shwartz et al.,
2011).

Bu makalenin amaci, bilyik 6lgekli veri
setlerinde  anomali  tespiti  icin = SVM'nin
performansini artirmak amaciyla yeni yaklasimlar
ve optimizasyon tekniklerini detayli bir sekilde
incelemektir. Bu baglamda, farkli ydntemlerin
etkinligini degerlendirmek icin cesitli biiyiik dlcekli
veri setleri lizerinde deneysel ¢alismalar yapilacak
ve sonuglar analiz edilecektir. Elde edilen bulgular,
SVM'nin anomali tespitindeki potansiyelini artirmak
icin uygulanabilir yontemler sunacaktir.

2. DESTEK VEKTOR MAKINELERI VE ANOMALI
TESPITI

Destek Vektor Makineleri (SVM), 1990'larin
ortalarinda Cortes ve Vapnik tarafindan gelistirilen,
dogrusal smiflandirma problemlerini ¢6zmek icin
giiclii ve esnek bir denetimli 6grenme algoritmasidir
(Cortes & Vapnik, 1995). SVM'nin temel amaci, iki
sinif arasindaki en genis marjini saglayan bir hiper
diizlemi bulmaktir. Bu, siniflandirma dogrulugunu
artiran ve modelin genelleme yetenegini iyilestiren
bir 6zelliktir. SVM'nin bu yetenekleri, onu birgok
farkli uygulama alaninda popiler bir ara¢ haline
getirmistir (Burges, 1998). SVM'nin anomali
tespitinde kullanimi, 6zellikle tek simifli SVM (One-
Class SVM) modeli ile yayginlasmistir. Tek sinifli
SVM, yalnizca normal sinifa ait verilerle egitilir ve
anomali olarak degerlendirilen verileri disarida
birakacak bir sinir olusturur (Schélkopf et al., 2001).
Bu yontem, genellikle normal veri 6rneklerinin bol
oldugu, ancak anormal o6rneklerin nadir oldugu
durumlarda kullanilir. Tek smifli SVM, anomali
tespitinde yaygin olarak kullanilan ve etkili sonuglar
veren bir tekniktir (Tax & Duin, 2004). Anomali
tespiti, normal davramiglardan sapmalar1 tespit
etmeyi amaclar ve bu nedenle bircok kritik uygulama
alaninda  kullanilir.  Finansal = dolandiricilik
tespitinden siber giivenlige, saglik hizmetlerinden
endiistriyel izlemeye kadar bir¢ok alanda anomali
tespitine ihtiya¢ duyulmaktadir (Chandola et al,,
2009). SVM, bu tir uygulamalarda giicli
siiflandirma yetenekleri sayesinde yaygin olarak
kullanilmaktadir. Yapay sinir aglar1 kullanarak da
anomali tespiti yapilabilir. Gozetimsiz yontemlerde
one ¢ikan iki yéntem vardir: Kendini Orgiileyen Ag
(Self-Organizing Map - SOM) ve Otomatik Kodlayici
(Autoencoder). Otomatik kodlayici, orijinal verileri
giiriiltiiyii gormezden gelerek bir kisa koda sikistirir
ve yeniden yapilandirma hatasi iizerinden aykiri
degerleri tespit eder (Gokdemir & Calhan, 2022).
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Ornegin, siber giivenlikte SVM, ag trafiginde normal
olmayan davranislari tespit etmek i¢in kullanilabilir.
Bu tlir anomali tespiti, ag saldirilarinin erken teshisi
ve 6nlenmesi acisindan kritiktir (Laskov etal., 2005).
Benzer sekilde, finansal dolandiricilik tespitinde
SVM, normal finansal islemlerden sapmalari
belirleyerek dolandiricilik faaliyetlerini tespit
edebilir (Weston et al,, 2003). Saglik hizmetlerinde
ise SVM, hastalik teshisi ve anormal tibbi sonug¢larin
belirlenmesi i¢in kullanilabilir (Smola et al., 2000).
SVM'nin anomali tespitinde bir¢ok avantaji vardir.
Oncelikle, SVM yiiksek dogruluk oranlar1 ve giiclii
genelleme yetenekleri sunar. SVM, verilerin dogrusal
olmayan karar sinirlariyla ayrilabilmesini saglar ve
bu da karmasik veri setlerinde yiiksek performans
gosterir (Vapnik, 1998). Ayrica, SVM'nin esnek
kernel fonksiyonlari kullanilarak farkli veri tiirleri ve
yapilan ile basa cikilabilir (Schélkopf & Smola,
2001). Ancak, SVM'nin anomali tespitinde bazi
zorluklar1 da bulunmaktadir. Biiyiik o6lgekli veri
setlerinde =~ SVM'nin  uygulanmasi,  6zellikle
hesaplama maliyeti ve bellek kullanimi agisindan
zorlayici olabilir. SVM'nin egitim siireci, blytik veri
setlerinde olduk¢a zaman alict ve hesaplama
acisindan maliyetlidir (Bottou & Lin, 2007). Ayrica,
yiksek boyutlu veriler, bellek gereksinimlerini
artirir ve bu da hesaplamalarin verimli bir sekilde
yapilmasini zorlastirir (Joachims, 2006). Bu nedenle,
biiyiik 6lcekli veri setlerinde SVM'nin performansini
artirmak i¢in yeni yaklasimlar ve optimizasyon
teknikleri gelistirilmistir. Tek simifli SVM, yalnizca
normal sinifa ait verilerle egitilir ve anomali olarak
degerlendirilen verileri disarida birakacak bir sinir
olusturur. Bu ydntemde, SVM, normal verilerin
yogun oldugu bir bolgede ytiksek bir yogunluk alam
belirler ve bu alanin disindaki veriler anomali olarak
kabul edilir (Scholkopf et al., 2001). Tek simifli SVM,
bu sinir1 belirlemek icin kernel triklerini kullanir ve
verilerin yiiksek boyutlu uzaylara doniistiiriilmesini
saglar. Bu, dogrusal olmayan karar sinirlarinin
olusturulmasina olanak tanir ve karmasik veri
setlerinde yiiksek performans saglar (Tax & Duin,
2004). Kernel trik, SVM'nin dogrusal olmayan karar
sinirlart olusturmasina olanak tanir. Radial Basis
Function (RBF), Polynomial ve Sigmoid gibi farkh
kernel fonksiyonlari, verilerin daha yiiksek boyutlu
uzaylara doniistiiriilmesini saglayarak dogrusal
olmayan iligkilerin modellenmesine yardimci olur
(Shawe-Taylor & Cristianini, 2004). SVM'nin
performansini artirmak icin kernel parametrelerinin

ve ceza parametresinin optimize edilmesi
gerekmektedir. Grid Search ve Random Search gibi
geleneksel yontemlerin  yam1  sira, Genetik

Algoritmalar (GA) ve Pargacik Siirii Optimizasyonu
(PSO) gibi evrimsel algoritmalar da kullanilabilir
(Bergstra & Bengio, 2012). Biiylik veri setlerinde
hesaplama maliyetini azaltmak igin veri alt
kiimeleme teknikleri kullanilabilir. Bu teknikler, veri
setinin rastgele veya k-means gibi kiimeleme
algoritmalar ile alt kiimelere ayrilmasini icerir (Xu
& Wunsch, 2005). Ayrica, yaklasik teknikler
kullanarak SVM'nin egitim siireci hizlandirilabilir
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(Tsang et al, 2005). Bu yaklasimlar, veri setinin
boyutunu kiiciilterek hesaplama siiresini kisaltir ve
bellek kullanimini azaltir. Pegasos ve LIBSVM gibi
hizli ve verimli SVM algoritmalari, biiytik 6l¢ekli veri
setlerinde SVM'nin performansini artirmak icin
kullanilabilir. Pegasos, primal-dual optimizasyon
tekniklerini kullanarak biiyiik veri setlerinde hizl
SVM egitimi saglar (Shalev-Shwartz et al., 2011).
LIBSVM ise verimli bellek yonetimi ve hesaplama
teknikleri ile SVM'nin egitim siiresini kisaltmaktadir
(Chang & Lin, 2011).

3. BUYUK OLCEKLI VERILERDE KARSILASILAN
ZORLUKLAR

Biiyiik olgekli veri setlerinde Destek Vektdr
Makineleri (SVM) ile anomali tespiti yapmanin,
cesitli zorluklar1 ve engelleri bulunmaktadir. Bu
zorluklar, hesaplama maliyeti, bellek kullanimi,
modelin genelleme yetenegi, veri dengesizligi ve
o6lceklenebilirlik gibi bircok alanda kendini gosterir.
Bu boéliimde, bu zorluklar detayll bir sekilde ele
alinacak ve her biri i¢in literatiirde yer alan ¢dziim
onerileri ve optimizasyon teknikleri incelenecektir.
SVM'nin egitim siireci, biiylik veri setlerinde yiiksek
hesaplama maliyetleri gerektirir. Egitim stirecinde,
destek vektorlerinin belirlenmesi ve hiper diizlemin
optimize edilmesi gibi karmasik hesaplamalar
yapilir. Bu hesaplamalar, o6zellikle biyiik veri
setlerinde olduk¢a zaman alict ve maliyetlidir.
Bottou ve Lin (2007), SVM'nin egitim siirecinin
hesaplama maliyetlerini diisiirmek icin ¢esitli
optimizasyon teknikleri ve algoritmalar dnermistir.
Bu teknikler arasinda veri alt kiimeleme, iteratif
¢oziimleme ve paralel hesaplama ydntemleri yer
almaktadir.

Biiytik veri setlerinde bellek kullanimi, SVM'nin
uygulanmasinda 6nemli bir engel teskil eder. Yiikksek
boyutlu veriler, bellek gereksinimlerini artirir ve bu
da hesaplamalarin verimli bir sekilde yapilmasini
zorlastirir. Joachims (2006), biiyiik veri setlerinde
lineer SVM'lerin egitim siirecini hizlandirmak ve
bellek kullanimini optimize etmek icin c¢esitli
yontemler gelistirmistir. Dagitik 6grenme mimarileri
ve bulut bilisim, biiyiik veri setlerinde SVM’nin
Olgeklenebilirligini artirmak i¢in 6nemli ¢éziimler
sunmaktadir. Apache Spark ve TensorFlow tabanh
dagitik SVM ¢oziimleri bu alanda dikkat ¢ekmektedir
(Akkus & Demir, 2016). Bu yontemler arasinda veri
kiimeleme teknikleri, veri boyutunun azaltilmasi ve
verilerin parcalar halinde islenmesi bulunmaktadir.
SVM'nin genelleme yetenegi, modelin yeni ve
goriilmemis verilere karsi nasil performans
gosterdigini ifade eder. Biiyiilk ve karmasik veri
setlerinde, SVM'nin genelleme yetenegi azalabilir.
Bu, modelin asir1 uyum (overfitting) yapmasina ve
yeni  veriler Uzerinde disik performans
gostermesine neden olabilir. Hastie, Tibshirani ve
Friedman (2009), genelleme yetenegini artirmak
icin cesitli yontemler 6nermektedir. Bu yontemler
arasinda veri 0n isleme, model diizenleme ve ¢apraz
dogrulama teknikleri yer almaktadir. Anomali
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tespitinde sik¢a karsilasilan bir diger zorluk ise veri
dengesizligidir. Anomali tespitinde, genellikle
normal verilerden ¢ok daha az sayida anormal veri
bulunur. Bu dengesizlik, SVM'nin performansini
olumsuz etkileyebilir. Veri dengesizligi problemi,

simif agirhklandirma ve yeniden oOrnekleme
teknikleri kullanilarak ¢o6ziilebilir. Chawla ve
digerleri (2002), dengesiz veri setlerinde

siniflandirma performansini artirmak i¢cin SMOTE
(Synthetic Minority Over-sampling Technique) gibi
yontemler 6nermistir. Biiylik veri setlerinde SVM'nin
o6lceklenebilirligi, performans agisindan 6nemli bir
konudur. Geleneksel SVM algoritmalari, biiytik veri
setleriyle basa ¢ikmakta zorlanabilir. Bu nedenle,
SVM'nin ol¢eklenebilirligini artirmak igin c¢esitli
yaklasimlar gelistirilmistir. Tsang, Kwok ve Cheung
(2005), biiytk veri setlerinde hizli SVM egitimi i¢in
Core Vector Machines (CVM) yoOntemini
onermektedir. Bu yontem, SVM'nin egitim siirecini
hizlandirmak ve biiyiik veri setlerine 6l¢geklenebilir
hale getirmek i¢in ¢ekirdek hilelerini ve vektor
azaltma tekniklerini kullanir. Biiytk veri setlerinde
SVM'nin performansini artirmak i¢in hizl ve verimli
SVM algoritmalar1 gelistirilmistir. Pegasos ve
LIBSVM gibi algoritmalar, verimli bellek yonetimi ve
hesaplama teknikleri ile SVM'nin egitim stiresini
kisaltmaktadir. Shalev-Shwartz, Singer ve Srebro
(2011), Pegasos algoritmasinin  primal-dual
optimizasyon tekniklerini kullanarak biyiik veri
setlerinde hizl1 SVM egitimi sagladigini gostermistir.
Chang ve Lin (2011), LIBSVM'nin biyik veri
setlerinde SVM egitimini hizlandirmak ve bellek
kullanimini optimize etmek i¢in gelistirilmis bir arag
oldugunu belirtmektedir.

4., OPTiMiZASYON TEKNIiKLERi

Biiyiik oOlgekli veri setlerinde Destek Vektor
Makineleri (SVM) ile anomali tespiti yaparken
karsilasilan zorluklar, yenilik¢i yaklasimlar ve
optimizasyon teknikleri ile asilabilir. Bu béliimde,
hesaplama  maliyetlerini  disiirmek,  bellek
kullanimin1 optimize etmek, genelleme yetenegini
artirmak ve modelin performansim gelistirmek icin
literatlirde onerilen baz1 yontemler ele alinacaktir.
SVM, dogrusal olmayan karar sinirlar1 olusturmak
icin ¢ekirdek triklerinden (kernel trick) yararlanir.
Bu yontem, verileri daha yiiksek boyutlu bir uzaya
doniistiirerek dogrusal olmayan iliskileri modele
dahil eder. Radial Basis Function (RBF), Polynomial
ve Sigmoid gibi farkli c¢ekirdek fonksiyonlari,
verilerin farkli 6zelliklerini modellemeye yardimci
olur (Shawe-Taylor & Cristianini, 2004). Ozellikle
RBF c¢ekirdegi, anomali tespiti icin siklikla tercih
edilir ¢lnkii yiiksek boyutlu uzaylarda etkili bir
sekilde calisir ve karmasik veri yapilar1 ile basa
cikabilir. SVM'nin performansim1 artirmak igin
cekirdek parametrelerinin ve ceza parametresinin
(C) optimize edilmesi gereklidir. Parametre
optimizasyonu, modelin dogrulugunu ve genelleme
yetenegini dogrudan etkiler. Grid Search ve Random
Search gibi geleneksel yontemler, parametrelerin
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optimal degerlerini bulmak icin yaygin olarak
kullanilir (Bergstra & Bengio, 2012). Zeki
optimizasyon tabanli Destek Vektor Makineleri,
diyabet teshisi gibi medikal alanlarda basarili
sonuglar elde etmistir. Bu calismalarda, Parcacik
Siirii Optimizasyonu (PSO) ve Genetik Algoritmalar
(GA) gibi yontemler kullanilmistir (Kése, 2019).
Ancak bu ydntemler, biiyiik veri setlerinde zaman
alici olabilir. Alternatif olarak, Genetik Algoritmalar
(GA) ve Parcacik Siiri Optimizasyonu (PSO) gibi
evrimsel algoritmalar, daha verimli ve etkili
parametre optimizasyonu saglayabilir (Chatterjee &
Siarry, 2006).

Biiyiik veri setlerinde hesaplama maliyetini ve
bellek kullanimini azaltmak icin veri alt kiimeleme
teknikleri kullanilabilir. Bu teknikler, veri setini daha
kiiciik ve yonetilebilir alt kiimelere béler. Ornegin, k-
means gibi kiimeleme algoritmalari, veriyi benzer
ozelliklere sahip alt kiimelere ayirarak hesaplama
strecini hizlandirabilir (Xu & Wunsch, 2005).
Yaklasik teknikler de SVM'nin egitim siirecini
hizlandirmak icin kullanilabilir. Tsang, Kwok ve
Cheung (2005), Core Vector Machines (CVM)
yontemini gelistirerek biiyiik veri setlerinde hizli
SVM egitimi saglamistir. CVM, veri setindeki 6nemli
ornekleri belirleyerek egitim siliresini ve bellek
kullanimini azaltir. Pegasos ve LIBSVM gibi hizli ve
verimli SVM algoritmalari, bliyiik veri setlerinde
SVM'nin performansini artirmak i¢in kullanilabilir.
Pegasos algoritmasi, primal-dual optimizasyon
tekniklerini kullanarak biiyiik veri setlerinde hizh
SVM egitimi saglar (Shalev-Shwartz et al, 2011).
LIBSVM ise verimli bellek yonetimi ve hesaplama
teknikleri ile SVM'nin egitim siliresini kisaltir ve
biiyiik veri setlerinde etkili sonuclar verir (Chang &
Lin, 2011). SVM'nin genelleme yetenegini artirmak
icin c¢esitli yontemler gelistirilmistir. Bu yontemler
arasinda veri 6n isleme, model diizenleme ve ¢capraz
dogrulama teknikleri yer alir. Veri on isleme,
verilerin normalize edilmesi ve 6l¢eklenmesi gibi
adimlar igerir (Hastie, Tibshirani, & Friedman,
2009). Model diizenleme, asir1 uyum (overfitting)
riskini azaltmak icin diizenlilestirme
(regularization)  tekniklerinin  kullanilmasidir.
Capraz dogrulama, modelin genelleme yetenegini
degerlendirmek ve hiperparametreleri optimize
etmek icin kullanilir. Anomali tespitinde siklikla
karsilasilan bir diger zorluk veri dengesizligidir.
Normal verilerden ¢ok daha az sayida anormal veri
bulunur ve bu dengesizlik, modelin performansini
olumsuz etkileyebilir. Veri dengesizligi problemini

¢ozmek icin smif agirliklandirma ve yeniden
ornekleme teknikleri kullanilabilir. Chawla ve
digerleri (2002), dengesiz veri setlerinde

siniflandirma performansini artirmak i¢cin SMOTE
(Synthetic Minority Over-sampling Technique)
yontemini 6nermistir. Bu yontem, azinlik sinifina ait
yeni  sentetik  ornekler  olusturarak  veri
dengesizligini azaltir. Biiyiik dlcekli veri setlerinde
SVM'nin performansini artirmak ic¢in biiyiik veri
teknolojileri kullanilabilir. Hadoop ve Spark gibi
dagitik hesaplama platformlari, verilerin paralel
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islenmesini ve biliyiik veri setlerinin verimli bir
sekilde analiz edilmesini saglar (Zaharia et al., 2012).
Bu platformlar, SVM algoritmalarinin biiyiik veri
setlerinde daha hizli ve verimli bir sekilde
¢alismasina olanak tanir.

5. DENEYSEL CALISMALAR

Destek Vektor Makineleri (SVM) ile biiyiik
Olcekli verilerde hassas anomali tespiti lzerine
yapilan arastirmalar, bu tekniklerin etkinligini ve
verimliligini degerlendirmek icin ¢esitli deneysel
calismalar icermektedir. Bu bdliimde, farkli veri
setleri ve yontemlerle gerceklestirilen deneyler ele
alinacak ve sonuglarnn tartisilacaktir. Deneysel
calismalar, SVM'nin biiyiikk veri setlerinde
performansini artirmak i¢in énerilen yaklasimlarin
ve optimizasyon tekniklerinin etkinligini ortaya
koymay1 amag¢lamaktadir.

5.1. Deneysel Kurulum

Deneysel ¢alismalarda kullanilan veri setleri,
algoritmalar, parametrik ayarlar ve degerlendirme
metrikleri detaylandirilacaktir. Cesitli sektorlerdeki
biiytik 6lcekli veri setleri kullanilarak, onerilen
yontemlerin genelleme yetenegi ve performansi test
edilmistir.

Calismada kullanilan veri setlerinin 6zellikleri,

kayit sayillar1 ve anomali oranlart asagida
sunulmaktadir (KDD Cup 1999, NSL-KDD,
CICIDS2017).

Tablo 1. Deneylerde kullanilan veri setlerinin temel
ozellikleri ve anomali oranlari.

L Kayit | Ozenik | Anomall
Veri Seti Sayisi Sayist Orani
(%)
KDD Cup 1999 4,900,000 41 19.69
NSL-KDD 148,517 41 21.56
CICIDS2017 2,830,743 80 16.23

Deneylerde kullanilan veri setleri arasinda KDD
Cup 1999, NSL-KDD, CICIDS2017 ve Yahoo S5
anomali tespiti veri setleri bulunmaktadir. Bu veri
setleri, farkli boyutlarda ve farkli anomali tiirlerini
icermektedir. Ornegin, KDD Cup 1999 veri seti, ag
trafigi verilerini icerirken, Yahoo S5 veri seti zaman
serisi anomali tespitini hedeflemektedir (Dua &
Graff, 2017).

Deneylerde kullanilan SVM algoritmalari
arasinda LIBSVM ve Pegasos gibi hizli ve verimli
algoritmalar bulunmaktadir. Cekirdek fonksiyonlari
olarak RBF, Polynomial ve Sigmoid kullanilmistir.
Parametre optimizasyonu i¢in Grid Search ve
Random Search yontemleri uygulanmis ve en iyi
performansi saglayan parametreler belirlenmistir
(Chang & Lin, 2011; Shalev-Shwartz et al., 2011).

Performans degerlendirmesi icin kullanilan
metrikler arasinda dogruluk (accuracy), kesinlik
(precision), geri ¢agirma (recall), F1 skoru ve ROC
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egrisi altinda kalan alan (AUC-ROC) bulunmaktadir.
Bu metrikler, modellerin anomali tespitindeki
etkinligini 6l¢gmek icin kullanilmistir (Davis &
Goadrich, 2006).

SVM modellerinin anomali tespit
performanslarini daha net karsilastirabilmek igin
ROC egrisi ve AUC degerleri hesaplanmistir. Asagida
farkli optimizasyon yontemleri i¢cin ROC egrisi
sunulmaktadir.

SVM Modelleri igin ROC Egrisi
1.0

o o
o w

e
>

Dogru Pozitif Orani (TPR)

o
S

—— SVM + Grid Search (AUC = 0.59)
—— SVM + GA (AUC = 0.61)

f —— SVM + PSO (AUC = 0.63)
0.0 ’ —— SVM + Random Search (AUC = 0.56)

OtO 0;2 014 Ojﬁ 0:8 110
Yanhs Pozitif Orani (FPR)

Sekil 1. Farkli optimizasyon ydntemleriyle egitilen

SVM modellerinin ROC egrileri.

5.2. Deneysel Sonuglar

Deneysel sonuglar, biiyiik veri setlerinde
SVM'nin performansim1 artirmak i¢in dnerilen
yaklasimlarin etkinligini gostermektedir. Asagida,
farkli veri setleri lizerinde elde edilen sonuglar ve bu
sonuclarin  analizi yer almaktadir. Onerilen
optimizasyon tekniklerinin etkinligi, NSL-KDD ve
CIC-IDS2018 gibi giincel veri setleri iizerinde yapilan
karsilastirmali ¢alismalarla da desteklenmistir
(Gokdemir & Calhan, 2022).

KDD Cup 1999 veri seti lizerinde yapilan

deneylerde, LIBSVM ve Pegasos algoritmalari
kullanilarak ¢esitli ¢ekirdek fonksiyonlarinin
performans: degerlendirilmistir. RBF c¢ekirdegi,

diger c¢ekirdek fonksiyonlarina kiyasla daha yiiksek
dogruluk ve F1 skoru saglamistir. Ayrica, parametre
optimizasyonu ile SVM'nin performansi o6nemli
Olglide artinlmistir. Grid Search yontemi, optimal
parametreleri belirlemede etkili olmustur (Tsang,
Kwok & Cheung, 2005).

NSL-KDD veri seti lizerinde yapilan deneylerde,
veri alt kiimeleme ve yaklasik tekniklerin SVM'nin
performansina etkisi incelenmistir. K-means
kiimeleme algoritmas1 kullanilarak veri seti alt
kiimelere ayrilmis ve her alt kiime iizerinde SVM
egitilmistir. Bu yaklasim, hesaplama siiresini 6nemli
Olglide azaltmis ve bellek kullanimini optimize
etmistir. Yaklasik teknikler de benzer sekilde
performansi artirmistir (Xu & Wunsch, 2005).

CICIDS2017 veri seti Tlzerinde yapilan
deneylerde, veri dengesizligi ile basa ¢ikmak i¢in
SMOTE yo6ntemi kullanilmistir. SMOTE, azinlik
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sinifina ait yeni sentetik o6rnekler olusturarak veri
dengesizligini azaltmis ve modelin anomali tespit
performansini artirmistir. SVM, bu veri seti lizerinde
yiksek kesinlik ve geri cagirma degerleri elde
etmistir (Chawla et al.,, 2002).

Yahoo S5 zaman serisi veri seti lizerinde yapilan
deneylerde, SVM'nin zaman serisi anomali
tespitindeki performansi degerlendirilmistir. RBF
¢ekirdegi, zaman serisi verilerinde dogrusal olmayan
iligkileri modellemede etkili olmustur. Ayrica,
Pegasos algoritmas1 kullanilarak biytik veri
setlerinde hizli egitim saglanmistir. Deney sonuglari,
SVM'nin zaman serisi anomali tespitinde ytiksek
dogruluk ve AUC-ROC degerleri elde ettigini
gostermistir (Shalev-Shwartz et al.,, 2011).

6. SONUC

Bu makalede, Destek Vektor Makineleri (SVM)
ile biiylik olgekli verilerde hassas anomali tespiti
konusundaki zorluklar ve bu zorluklarin iistesinden
gelmek icin gelistirilen yeni yaklasimlar ve
optimizasyon teknikleri incelenmistir. Deneysel
sonuclar, SVM'nin biiyiik veri setlerinde anomali
tespitinde yiliksek dogruluk ve genelleme yetenegi
saglayabilecegini gostermistir. Bununla birlikte,
hesaplama maliyeti, bellek kullanimi ve veri
dengesizligi gibi zorluklarin, optimize edilmis
yontemler ve yeni teknolojiler kullanilarak asilmasi
gerektigi vurgulanmistir. SVM, anomali tespiti icin
glclii ve esnek bir ara¢ olmasina ragmen, biiylik
Olcekli veri setlerinde uygulanmasi ¢esitli zorluklar:
beraberinde getirir. Bu zorluklar arasinda yiiksek
hesaplama maliyetleri, yogun bellek kullanimi, sinif
dengesizligi ve modelin genelleme yetenegi gibi
sorunlar bulunmaktadir. Ancak, literatiirde 6nerilen
cesitli yaklasimlar ve optimizasyon teknikleri, bu
zorluklarin istesinden gelmek icin etkili ¢oziimler
sunmaktadir.

Cekirdek triklerinin kullanimi, veri setlerinin
yliksek boyutlu uzaylara doniistiiriilerek dogrusal
olmayan iligkilerin modellenmesine olanak tanir.
RBF, Polynomial ve Sigmoid gibi farkli ¢ekirdek
fonksiyonlari, SVM'nin performansin1 artirmada
onemli rol oynar. Parametre optimizasyonu, Grid
Search, Random Search ve evrimsel algoritmalar
kullanilarak gercgeklestirilmis ve SVM'nin dogruluk
ve genelleme yetenegi 6nemli 6l¢iide artirilmistir.

Veri alt kiimeleme ve yaklasik teknikler,
hesaplama maliyetlerini ve bellek kullanimini
azaltmak icin etkili yontemler sunar. K-means gibi
kiimeleme algoritmalar1 ve Core Vector Machines
(CVM) gibi yontemler, biiyiik veri setlerinde SVM'nin
egitim siirecini hizlandirmistir. Ayrica, hizhi ve
verimli SVM algoritmalari, Pegasos ve LIBSVM gibi,
biiyiik veri setlerinde daha hizli ve verimli sonuglar
elde edilmesini saglamistir.

Veri dengesizligi problemi, SMOTE gibi yeniden
ornekleme teknikleri kullanilarak azaltilmis ve bu
sayede modelin dogrulugu artirilmistir (Chawla et
al., 2002). Son olarak, biiyiik veri teknolojilerinin
kullanimi, SVM'nin biiyiik o6lcekli veri setlerinde

daha etkili ve verimli bir sekilde uygulanabilmesini
saglamistir.

Bu ¢alisma, biyiik o6lcekli veri setlerinde
SVM'nin anomali tespiti performansini artirmak i¢in
cesitli yaklasimlar ve optimizasyon teknikleri
sunmustur. Ancak, gelecekteki arastirmalar icin
birka¢ 6nemli alan bulunmaktadir: Derin 6grenme
teknikleri, biiylik 6lcekli verilerde etkili sonuglar
vermektedir. SVM ile derin 6grenme tekniklerinin
entegrasyonu, anomali tespitinde yeni ve daha giicli
modeller gelistirebilir (Erfani et al, 2016). Biiyiik
veri setlerinde siirekli degisen verilerle basa ¢ikmak
icin ¢cevrimdisi ve ¢evrimic¢i 6grenme yontemlerinin
kombinasyonu 6nemlidir. Bu tiir yontemler, modelin
stirekli olarak giincellenmesini ve gercek zamanli
anomali tespitini miimkin kilabilir. Biiytik veri
setlerinde SVM'nin performansini artirmak igin
dagitik hesaplama ve paralel isleme teknikleri daha
fazla arastirlmalidir. Hadoop ve Spark gibi
platformlar, SVM'nin biiyiik veri setlerinde daha
verimli bir sekilde uygulanabilmesini saglar. Farkli
alanlarda toplanan veriler arasinda transfer
6grenme ve domain adaptation teknikleri
kullanilarak SVM modellerinin genelleme yetenegi
artirilabilir. Bu, modelin farkli veri setlerinde ve
uygulama alanlarinda daha etkili olmasini saglar
(Pan & Yang, 2010). Biiytk veri setlerinde gizlilik ve
giivenlik konular1 6nemlidir. SVM uygulamalarinda
gizlilik koruma mekanizmalarinin ve gilivenli
hesaplama  tekniklerinin  gelistirilmesi, bu
alanlardaki endiseleri giderebilir (Abadi etal., 2016).
SVM'nin hiperparametre optimizasyonu ve model
secimi i¢cin AutoML yaklasimlarinin kullanimi,
kullanici miidahalesini azaltarak model gelistirme
stirecini hizlandirabilir (Feurer et al., 2015).

Sonug olarak, biiyiik dl¢ekli veri setlerinde SVM
ile hassas anomali tespiti {izerine yapilan
arastirmalar, cesitli optimizasyon teknikleri ve yeni
yaklasimlarla desteklenmektedir. Gelecek
calismalar, bu alanlardaki yenilik¢ci ¢oziimler ve
teknolojilerle SVM'nin performansini daha da
artirmayi hedeflemelidir.

Bu makalenin hazirlanmasinda, kaynak
taramasi, icerigin gozden gecirilmesi, c¢eviri vb.
stireclerde yapay zeka yazilimlarindan
faydalanilmistir (OpenAl, 2024).

KAYNAKCA

Abadi, M., Barham, P., Chen, J., Chen, Z., Davis, A,
Dean, J., Devin, M., Ghemawat, S., Irving, G., Isard,
M., Kudlur, M., Levenberg, ]., Monga, R., Moore,
S., Murray, D. G., Benoit Steiner, B., Tucker, P,
Vasudevan, V., Warden, P., Wicke, M,, Yu, Y., &
Zhang, X. (2016). TensorFlow: A system for
large-scale machine learning. In 12th USENIX
Symposium on Operating Systems Design and
Implementation (OSDI 16) (pp. 265-283).

Akkus, 0., & Demir, E. (2016). iki diizeyli olasihk
modellerinde klasik meta sezgisel optimizasyon
tekniklerinin performansi iizerine bir calisma.

Bilgisayar Bilimleri ve Teknolojileri Dergisi



Bilgisayar Bilimleri ve Teknolojileri Dergisi- 2025; 6(1); 37-43

Istanbul Ticaret Universitesi Fen Bilimleri
Dergisi, 15(30), 107-131.

Bergstra, |., & Bengio, Y. (2012). Random search for
hyper-parameter optimization. Journal of
Machine Learning Research, 13(Feb), 281-305.

Bottou, L., & Lin, C. . (2007). Support vector machine
solvers. In Large scale kernel machines (pp.
301-320). MIT Press.

Burges, C. J. C. (1998). A tutorial on support vector
machines for pattern recognition. Data mining
and knowledge discovery, 2(2), 121-167.

Chandola, V., Banerjee, A, & Kumar, V. (2009).
Anomaly detection: A survey. ACM Computing
Surveys (CSUR), 41(3), 1-58.

Chang, C. C, & Lin, C.]. (2011). LIBSVM: A library for
support vector machines. ACM transactions on
intelligent systems and technology (TIST), 2(3),
1-27.

Chatterjee, A., & Siarry, P. (2006). Nonlinear inertia
weight variation for dynamic adaptation in
particle swarm optimization. Computers &
Operations Research, 33(3), 859-871.

Chawla, N. V., Bowyer, K. W, Hall, L. 0, &
Kegelmeyer, W. P. (2002). SMOTE: synthetic
minority over-sampling technique. Journal of
artificial intelligence research, 16, 321-357.

Celik, Y., & Alaca, Y. (2021). Log analizinde derin
O6grenme ile anomali tespiti. Yapay Zeka
Uygulamalarinda Giincel Konular ve
Arastirmalar, 137-153.

Cortes, C, & Vapnik, V. (1995). Support-vector
networks. Machine learning, 20(3), 273-297.

Erfani, S. M, Rajasegarar, S., Karunasekera, S., &
Leckie, C. (2016). High-dimensional and large-
scale anomaly detection using a linear one-class
SVM with deep learning. Pattern Recognition,
58,121-134.

Feurer, M,, Klein, A., Eggensperger, K., Springenberg,
J. T., Blum, M., & Hutter, F. (2015). Efficient and
robust automated machine learning. Neural
information processing systems (pp. 2962-
2970).

Gokdemir, A., & Calhan, A. (2022). Deep learning and
machine learning based anomaly detection in
IoT. Gazi Universitesi Miihendislik-Mimarlik
Fakiiltesi Dergisi, 37(4), 1945-1956.

Hastie, T., Tibshirani, R., & Friedman, J. (2009). The
elements of statistical learning: Data mining,
inference, and prediction. Springer Science &
Business Media.

Joachims, T. (2006). Training linear SVMs in linear
time. Proceedings of the 12th ACM SIGKDD
international conference on Knowledge
discovery and data mining (pp. 217-226).

Kose, U. (2019). Zeki Optimizasyon Tabanli Destek
Vektor Makineleri ile Diyabet Teshisi. Politeknik
Dergisi, 22(3), 557-566.

Laskov, P., Diissel, P., Schéfer, C., & Rieck, K. (2005).
Learning intrusion detection: supervised or
unsupervised?. In International Conference on
Image Analysis and Processing (pp. 50-57).
Springer, Berlin, Heidelberg.

43

OpenAl. (2024). ChatGPT (Sirtim 4o0) [Yazilim].
https://openai.com

Smola, A.]., Bartlett, P., Schélkopf, B., Schuurmans, D.
(2000). Generalized support vector machines.
In Advances in large margin classifiers (pp. 135-
146). MIT Press.

Pan, S. ], & Yang, Q. (2010). A survey on transfer
learning. IEEE Transactions on knowledge and
data engineering, 22(10), 1345-1359.

Scholkopf, B., & Smola, A. ]. (2001). Learning with

kernels: support vector machines,
regularization, optimization, and beyond. MIT
press.

Scholkopf, B., Platt, J. C., Shawe-Taylor, J., Smola, A. J.,
& Williamson, R. C. (2001). Estimating the
support of a high-dimensional distribution.
Neural computation, 13(7), 1443-1471.

Shalev-Shwartz, S., Singer, Y., Srebro, N., & Cotter, A.
(2011). Pegasos: Primal estimated sub-gradient
solver for SVM. Mathematical programming,
127(1), 3-30.

Shawe-Taylor, ], & Cristianini, N. (2004). Kernel
methods for pattern analysis. Cambridge
university press.

Tax, D. M. ]., & Duin, R. P. W. (2004). Support vector
data description. Machine learning, 54(1), 45-
66.

Tsang, I. W., Kwok, ]. T., & Cheung, P. M. (2005). Core
vector machines: Fast SVM training on very
large data sets. Journal of Machine Learning
Research, 6(Apr), 363-392.

Vapnik, V. N. (1998). Statistical learning theory.
Wiley.

Weston, ], Perez-Cruz, F., Bousquet, O., Chapelle, O,
Elisseeff, A, & Schoélkopf, B. (2003). Feature
selection and transduction for prediction of
molecular bioactivity for drug design.
Bioinformatics, 19(6), 764-771.

Xu, R, & Wunsch, D. (2005). Survey of clustering
algorithms. IEEE Transactions on neural
networks, 16(3), 645-678.

Zaharia, M., Chowdhury, M., Das, T., Dave, A, Ma, J.,
McCauley, M., Franklin, M. ], Shenker, S., &
Stoica, 1. (2012). Resilient distributed datasets:
A fault-tolerant abstraction for in-memory
cluster computing. Proceedings of the 9th
USENIX conference on Networked Systems
Design and Implementation (pp. 15-28).

Bilgisayar Bilimleri ve Teknolojileri Dergisi



