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ABSTRACT: Radiology reports are essential for clinical decision-making and diagnosis, containing 

complex and detailed information. However, their unstructured nature makes efficient processing and 

analysis challenging, increasing the workload of healthcare professionals and slowing down clinical 

workflows. Natural Language Processing (NLP) techniques provide effective solutions by extracting 

meaningful information from such texts, reducing expert workload, and expediting decision-making 

processes. This study focuses on Named Entity Recognition (NER) in chest radiology reports using 

the RadGraph dataset, annotated with four tag types. The objective is to compare the performance of 

two NLP models—BERT (Bidirectional Encoder Representations from Transformers) and LSTM 

(Long Short-Term Memory) —to identify the most suitable approach for clinical data. Various 

training parameters, including learning rate, optimization algorithm, and input size, were optimized 

to enhance model performance. To address the class imbalance in the dataset, data augmentation 

techniques were applied, and both models were fine-tuned. The results revealed that BERT, 

leveraging its attention mechanism, demonstrated superior performance in identifying complex terms 

and entities, outperforming LSTM in accuracy, precision, recall, and F1 score. While LSTM 

effectively captured long-term dependencies, it required longer training times. This research 

highlights the potential of NLP in automating the extraction of clinical entities from radiology reports. 

It provides valuable insights for optimizing models and developing clinical decision support systems, 

ultimately aiming to enhance the efficiency of healthcare workflows. 
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1. INTRODUCTION 

In recent years, artificial intelligence technologies have revolutionized many areas of life and 

attracted attention with innovative solutions. NLP technologies, one of the most prominent of these 

developments, are gaining more and more importance, especially in the healthcare sector. The 

complex expressions and findings often encountered in radiology reports can make it difficult to 

interpret the reports correctly, especially for inexperienced physicians, and can lead to misdiagnoses 

(Yamashita et al., 2022; Nishio et al., 2024). At this point, integrating NLP methods can play a critical 

role in overcoming these challenges. Integration of NLP into the healthcare system can provide 

significant improvements in diagnosis and treatment processes by offering various advantages to both 

physicians and patients. 

This study focuses on the automatic, accurate and efficient labeling of important findings and 

comments in radiology reports using NLP techniques. The study examines how effective NER 

techniques in these reports are and how these techniques perform with different models. The 

hypothesis of the study is that by integrating BERT and LSTM models with NER techniques, critical 

information in radiology reports can be accurately and quickly labeled and the most effective method 

can be determined by comparing the performance of these models. 

As a result of the literature review, the RadGraph dataset was studied (RadGraph Dataset, 

2021). When the dataset was analyzed, it was seen that there was an unbalanced distribution between 

the number of tags (“ANAT-DP=5366”, “OBS-DP=5046”, “OBS-U=584”, and “OBS-DA=1389”). 

To overcome this problem, the dataset was expanded. In the data preprocessing stage, the data were 

processed according to the needs of the selected dataset in order to present the data more consistently 

and to improve the performance of the model (M. Wang and Hu, 2021; Uskaner Hepsağ et al., 2023). 

After 2019, most of the NLP studies focus on deep learning architectures (Nag et al., 2024; C. Pereira 

et al., 2024). In this context, both RNN (Recurrent Neural Network) based LSTM model and 

Transformer architecture-based BERT model are considered in our study (Uskaner Hepsağ et al., 

2023; Rani et al., 2024). Different training parameters were tested on the models and the most 

successful performing parameters were determined (Yan et al., 2022).  

As a result, when this study was completed, significant progress was made in the automatic 

analysis of radiology reports and the extraction of important findings. By comparing BERT and 

LSTM models, it became possible to determine the most appropriate NLP methods for supporting the 

diagnosis and treatment processes of physicians. 

 

2. MATERIALS AND METHODS 

 
Figure 1. Workflow applied in the study 
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The study focuses on NER, which aims to speed up the evaluation of radiology reports by 

physicians and reduce errors in diagnoses. The steps planned in the study process were implemented 

as shown in the workflow diagram in Figure 1. 

2.1 Dataset Selection 

The study was conducted with the Radgraph (RadGraph Dataset, 2021) dataset, which includes 

the MIMIC-CXR and CheXpert datasets offered in the PhysioNET Database. In order to access the 

dataset, it was requested to complete the trainings prepared by the dataset providers and to achieve a 

90% success rate in the exams. This process consisting of 2 sections and 16 modules was completed 

and the dataset was accessed. The RadGraph dataset was created by tagging chest radiology reports 

from the MIMIC-CXR and CheXpert datasets. The MIMIC-CXR dataset was created in collaboration 

with Massachusetts General Hospital and MIT Laboratory for Computational Physiology and de-

identified personal health information (PHI) in accordance with HIPAA requirements. The CheXpert 

dataset was developed by Stanford University and was similarly de-identified in accordance with 

HIPAA requirements, and PHI was replaced with fake PHI using automated and manual methods. 

During the development of the RadGraph dataset, the MIMIC-CXR and CheXpert datasets were used 

to identify radiology reports entity names and relationships. In the tagging process, three radiologists 

tagged the reports according to the schema developed by Dr. Curt Langlotz on the Datasaur.ai 

platform. As a training set, 425 MIMIC-CXR reports were used, 75 reports were used for 

development and 50 MIMIC-CXR and 50 CheXpert reports were used for testing. The dataset used 

includes four entities—ANAT-DP (Anatomical Descriptor Present), OBS-DP (Observation 

Descriptor Present), OBS-DA (Observation Descriptor Absent), and OBS-U (Observation Descriptor 

Uncertain)—as well as three relationship types, aimed at structuring clinical information in radiology 

reports. Four entity labels were used in the study. 

 

 
Figure 2. Commonly used words from the RadGraph dataset 

 

2.2 Model Selection and Parameter Settings 

The analysis of radiological reports has become the focus of deep learning methods today. The 

literature in this field reveals that RNN and Transformer deep learning architectures are increasingly 

used for processing radiology reports (Sun et al., 2023). These methods are of great importance for 

understanding the complexity of text data, extracting the information they contain, and effectively 

classifying reports. Deep learning techniques offer powerful tools for obtaining valuable insights from 

radiology reports (C. Pereira et al., 2024). 
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RNN is a deep learning model for processing sequential data. Especially when used in areas 

such as time series data and natural language processing, it takes into account the sequential structure 

of the data and associates the information from previous steps with the current steps. Because of this 

feature, it provides successful results in language processing problems (Zhang et al., 2018). 

The “Transformer” architecture is a deep learning model based on the attention mechanism 

developed by Google in 2017 and presented in the paper “All You Need is Attention” (Vaswani et 

al., 2017). Traditionally used sequential processing structures such as RNN or Long Short-Term 

Memory (LSTM) are replaced by attention-based mechanisms in the Transformer architecture. 

Attention-based mechanisms are particularly notable for their “Multi-Head Attention” structure. This 

structure ensures that attention-oriented vectors are generated for each input token. The input tokens 

and vectors are combined to create an output. The importance of each token in the text relative to 

other tokens is determined and the contextual relations of the text are modeled more effectively 

(Brasoveanu & Andonie, 2020). The Transformer model has revolutionized the field of natural 

language processing and has achieved the best results in many tasks (Rahali and Akhloufi, 2023). 

This study focuses on deep learning architectures such as the LSTM model based on RNN 

architecture and the BERT model based on “Transformer” architecture. The features of the models 

used in the study are given below. 

2.2.1 LSTM (Long short-term memory) 

LSTM is a special kind of RNN family and is designed to solve the problem of long-term 

dependency over time. It works using specialized memory units called cells. These cells can control 

information through input, output and forget gates. Thanks to these structures, LSTM can more 

effectively learn long-term dependencies and relationships in extensive texts (M. Tarwani and Edem, 

2017).  In this study, the performance of the LSTM model will be evaluated using an English-

language dataset in the medical field. The model scheme presented in Figure 3 forms the basis of the 

study and the input representation is integrated into the architecture of the model (Uskaner Hepsağ et 

al., 2023). 

 

 
Figure 3. Schematic of the LSTM model used in the study 
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At the core of the LSTM architecture are the “Cell State” and various gates. “Cell State” is the 

channel through which information is carried in memory. The gates decide which information is 

important. The Forget Gate makes decisions about previous knowledge (ht) and current knowledge 

(xt). Sigmoid activation determines which information to forget. Input Gate updates the cell state. 

Sigmoid operation decides which information to update. Tanh activation organizes the data. The 

information to be updated is determined by multiplying the results. Output Gate determines the input 

of the next cell (ht+1). It is also used for prediction. The sigmoid operation helps to determine the 

input, while the tanh operation determines the state of the current information. Using these 

mechanisms, LSTM can effectively learn long-term dependencies and process complex language 

structure. Therefore, it is frequently used in the field of natural language processing, especially in 

tasks such as text prediction, translation, sentiment analysis, Entity Name Extraction (Rahman et al., 

2021). 

2.2.2 BERT (Bidirectional encoder representations from transformers) 

BERT is a deep learning model based on the Transformer architecture developed by Google, 

which is an important milestone in the field of natural language processing (Vaswani et al., 2017). It 

is based on the masked language model. Some words in the text are subjected to random masking to 

improve the model's ability to understand the context. Its main architecture is a bidirectional 

transformer encoder. When processing a text by a given language model, allows to learn the context 

of each word with the influence of both preceding and following words. It provides a more powerful 

model that can use a wider context to determine the meaning of a word in a text. BERT is pre-trained 

on a large training dataset. In the training phase, a large amount of text data is used to improve the 

model's overall language understanding capability (Turchin et al., 2023). Figure 4 shows the 

schematic of the BERT model used in this study (Uskaner Hepsağ et al., 2023). 

 

 
Figure 4. Schematic of the BERT model used in the study 
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In the diagram, the input layer receives the text of the radiological report and creates a basic 

structure to operate on this text. The word embedding process converts the words into numeric values 

to better capture the semantic relations of the text and enable the model to process the words in a 

more meaningful way. The encoder block processes the words in the text and extracts their features. 

The parallel attention mechanism determines the importance of each word and feature, allowing the 

model to give more weight to important words. In this way, the model can focus more on critical 

information in the text for more effective entity name extraction. 

2.3 Data Augmentation 

In this study, a BERT-based data augmentation technique was applied to increase the 

representation of classes with low tag counts (Abuzayed et al., 2021; Liu et al., 2022). To address the 

tag imbalances in the dataset, several steps were taken to reach the target number of tags for each 

class. First, the amount of boosting required to reach the targeted number was calculated by 

considering the current number of each tag. As presented in Table 1, sentences with a small number 

of tags in the raw dataset were extracted from the dataset and certain words in these sentences were 

masked. This was done by preserving the context of the sentence.  The BERT model was used to 

predict the masked words. The BERT model performed possible word predictions based on the 

context of the masked word and the most likely word predictions were selected. These predicted 

words were used to replace the missing words in the masked sentences and new sentences were 

generated. Finally, the new sentences generated in this way and the corresponding tags were added 

to the dataset. As a result of this process, the number of tags in the augmented dataset presented in 

Table 1 was reached. Because of this approach, the number of labels with a small number of tags 

increased, allowing the model to learn them better. 

The use of the BERT model played a critical role in gaining a deeper understanding of the 

language context and making accurate word predictions. This data augmentation method can be 

considered as an effective strategy to improve the performance of the model in class imbalanced 

datasets, especially in the field of natural language processing (NLP). 

 

Table 1. Raw- Augmented dataset tag counts 

Tag Raw Data Set Augmented Data Set 

ANAT-DP 5366 5366 

OBS-DP 5046 5046 

OBS-DA 1389 6041 

OBS-U 584 3904 

 

2.3 Evaluation Metrics 

The performances of the LSTM and BERT-based models used in this study are compared 

through the evaluation metrics presented in Table 2. 

 

Table 2. Evaluation Metrics 

Metric Formula Description 

Accuracy Accuracy=Correct Predictions/ 

Total Predictions 

Represents the proportion of correctly identified 

entities out of the total extracted entities. This metric 

measures the overall success of the model. 

Precision Precision= True Positives / 

True Positives + False Positives 

 
 

Indicates how many of the entities identified by the 

model are correct. High precision reflects the model's 

ability to make accurate predictions. 
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Table 2. Evaluation Metrics (continued) 

 

3. RESULTS AND DISCUSSION 

3.1 Results 

This study was performed on the Google Colab Pro+ platform using the A100 GPU. Various 

hyperparameter combinations were examined on LSTM and BERT models. The parameters that 

provide the highest performance were optimized. With these parameters, data augmentation methods 

were applied and model training and testing were performed on the enriched data set obtained at the 

end of this process. The experimental studies aimed to maximize the performance of the models and 

provide the highest accuracy rate on medical data. 

3.1.1 Determination of the optimization algorithm 

In the first stage, the performance of ADAM (Adaptive Moment Estimation) and SGD 

(Stochastic Gradient Descent) optimization algorithms were evaluated in detail using LSTM and 

BERT models on the RadGraph dataset. In the training process, early stopping technique was applied 

and training was performed for a total of 50 epochs. The impact of both algorithms is compared in 

terms of performance metrics such as model accuracy, loss and processing time. The test results and 

the success levels of the optimization algorithms are presented in Table 3. 

 

Table 3. Performance results of different optimization algorithms in BERT and LSTM models 

 BERT LSTM 

 ADAM SGD ADAM SGD 

Accuracy (%) 89.25 90.10 78.21 79 

Precision (%) 87.10 87.96 75.36 76.21 

Recall (%) 88.40 88.75 76.45 77.14 

F1 Score (%) 87.75 88.35 75.90 76.67 

 

As a result of the analysis of the test results, no significant performance difference was found 

between the ADAM and SGD optimization algorithms. At the same time, the SGD algorithm resulted 

in longer training times.  Therefore, in order to minimize the computational cost, the studies were 

continued with the ADAM optimization algorithm. 

3.1.2 Determining the learning rate 

Within the scope of the study, the learning rates presented in Table 4 were tested with the 

ADAM optimization algorithm. As a result of the experiments, the learning rate providing the highest 

performance was determined and presented in Table 5. 

 

 

Metric Formula Description 

Recall Recall= True Positives/ 

True Positives + 

False Negatives 

Shows how well the model can identify actual 

entities present in the reports. High recall indicates that 

the model is capable of capturing most of the true 

entities. 

F1 Score F1 Score=2×Precision+Recall/ 

Precision × Recall 

The harmonic means of precision and recall, the 

F1 score balances these two metrics, particularly in 

cases where the dataset has imbalanced labels. This 

metric assesses whether the model performs well in both 

precision and recall. 
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Table 4. Learning rates used in the study 

Literature Learning Rate 

Houlsby et al., 2019 1 x 10-4 

Lamproudis et al.,2021 1 x 10-5 

Choi et al., 2020 2 x 10-5 

 

As a result of the examination of the test results, it was determined that the learning rate 

providing the highest success was 1 x 10-5 in the BERT model and 1 x 10-4 in the LSTM model. In 

line with these findings, the studies were continued on the learning rates that provided the highest 

success. 

 

Table 5. Performance results of different learning rates in BERT and LSTM models. 

 BERT LSTM 

 2 x 10-5 1 x 10-5 1 x 10-4 2 x 10-5 1 x 10-5 1 x 10-4 

Accuracy (%) 89.25 90.24 90.10 78.21 79.56 79.74 

Precision (%) 87.10 89.34 88.80 75.36 78.12 78.99 

Recall (%) 88.40 88.98 88.98 76.45 78.96 79.90 

F1 Score (%) 87.75 89.16 88.89 75.90 78.54 79.44 

 

3.1.3 Determining the learning rate 

The effects of different input sizes (64, 128, 256) on the performance of the models were 

investigated. In the training process, the optimization algorithm, learning rate and epoch parameters 

determined in the previous steps were used. The results obtained are presented in Table 6 to evaluate 

the effects of input sizes on model performance. 

 

Table 6. Effect of different input sizes on model performance in BERT and LSTM models 

 BERT LSTM 

 64 128 256 64 128 256 

Accuracy (%) 85.69 90.24 90.84 76.52 79.74 80.11 

Precision (%) 89.42 89.34 89.97 77.75 78.99 79.45 

Recall (%) 85.63 88.98 90.26 76.69 79.90 79.68 

F1 Score (%) 87.48 89.16 90.11 77.22 79.44 79.56 

 

3.1.4 Model performance evaluation on augmented data set 

As a result of the training performed with the RadGraph dataset using the parameter values 

specified in the previous work packages, the optimum hyperparameters were determined. In line with 

these optimum parameters, the model training was performed on the new data set created by the data 

augmentation process applied to the RadGraph data set. The training results are presented in Table 7. 

 

Table 7 Performance results of LSTM and BERT models on the augmented dataset 

 BERT LSTM 

Accuracy (%) 95.48 85.26 

Precision (%) 94.23 83.57 

Recall (%) 96.69 84.88 

F1 Score (%) 95.44 84.22 
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According to the training results, as observed in the RadGraph dataset, the BERT model 

achieved a higher success rate compared to the LSTM model. While the F1 score of the BERT model 

was 95.44, the F1 score of the LSTM model was 84.22. 

Figure 5(a) and (b) show the confusion matrices of the LSTM and BERT models, respectively. 

When the confusion matrices are analyzed, it is seen that the BERT model misclassifies medical 

entities such as ANAT-DP, OBS-DP, OBS-DA, and OBS-U much less than the LSTM model. It is 

observed that the BERT model recognizes common entities such as ANAT-DP and OBS-DP with 

high accuracy. On the other hand, the LSTM model has higher error rates, especially in the rarer 

OBS-DA and OBS-U classes. This is evident in the LSTM confusion matrix in Figure 5, where the 

false positive and false negative rates are more pronounced. 

One of the main reasons why the BERT model is more successful is its transformer-based 

structure. BERT is better able to model long-distance dependencies between words in the text, and 

thanks to its bidirectional language model, it produces more accurate results by taking into account 

both the preceding and following context. Especially in datasets where contextual information is 

critical, such as medical reports, the high performance of the BERT model makes it more 

advantageous than the LSTM. 

 

  

(a) (b) 

Figure 5. (a) Confusion matrix of BERT model, (b) Confusion matrix of LSTM model 

 

Figures 6(a) and (b) show the loss function plots of the LSTM and BERT models respectively 

during the training process. It is observed that the loss curve of the LSTM model is wavy and slow. 

This wavy structure indicates that the LSTM model experiences instability in the learning process 

and has difficulty in optimizing the parameters of the model. The sequential processing structure of 

the LSTM can cause gradient loss in long sentences and complex contextual relations. This slows 

down the learning process of the model, especially for long and complex texts such as the one used 

in this dataset, and causes it to face more noise. In contrast, the loss curve of the BERT model was 

smoother and faster. Due to the advantages of the attention mechanisms, the BERT model learned 

contextual information more effectively at each step and reduced errors faster. This steady reduction 

suggests that the model generalizes the dataset better and produces more optimized results at each 
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learning step. Moreover, this regular structure in BERT's training process enabled it to achieve higher 

performance in less time and significantly reduce training loss. 

 

  

(a) (b) 

 

In this study, while comparing the performance of BERT and LSTM models on the augmented 

RadGraph dataset, the basic metrics of precision, recall, accuracy and F1 score are taken into account. 

The results show that the BERT model outperforms the LSTM model in all of these metrics. The 

higher precision of the BERT model indicates that the model increases the number of true positive 

classifications and decreases the number of false positive predictions. This is particularly evident for 

the ANAT-DP and OBS-DP tags. The fact that the BERT model classifies entities in medical reports 

more carefully and accurately provides a significant advantage in preventing misdiagnosis. In terms 

of recall, the BERT model was also more successful than the LSTM. The BERT model successfully 

identified a large proportion of positive examples that should be labeled correctly. Especially in 

medical texts, the recall rate is critical to prevent false negatives. Since false negatives can have 

serious consequences, for example if a disease is missed, this superiority in recall rate shows that the 

BERT model offers a significant advantage for medical data analysis. 

Finally, the F1 score measures the overall performance of the model by balancing both metrics, 

precision and recall. The BERT model has a high F1 score of 95.44%, indicating that the overall 

performance of the model is consistent and reliable. These results show that the BERT model is more 

effective than the LSTM in the task of named entity recognition in medical texts and provides more 

accurate results with fewer errors. 

3.2 Discussion 

The studies conducted in literature were examined and compared with the developed model as 

shown in Table 8. 

 

Table 8. Comparison of this study with other studies in the literature 

Study Dataset Dataset Privacy Method Results (F1 score) 

Thurkal et al. (2023) Chest X-Ray Private BERT 78.97 

Jain et al. (2021) RadGraph Public 
PubMed 

BERT 
0.86 
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Table 8. Comparison of this study with other studies in the literatüre (continued) 

Study Dataset Dataset Privacy Method Results (F1 score) 

López-Úbeda et al. 

(2020) 
Chest CT Private LSTM 75.77 

Yuan et al. (2019) 
Chest X-Ray 

 
Public 

CNN and 

LSTM 

CNN 0.90 

LSTM 0.90 

Banerjee et al. (2019) 
Chest CT 

 
Private RNN 0.77 

Cornegruta et al. (2016) Chest X-Ray Private BiLSTM 0.90 

Proposed Method Augmented RadGraph Public 
LSTM and 

BERT 

LSTM 0.84 

BERT 0.95 

 

When the table presented above is examined, it is seen that Thurkal et al. on a special dataset 

of chest X-ray radiology reports, an F1 score of 78.97 was reported using the BERT model (Thurkal 

et al., 2023). In another study with the RadGraph dataset, Jain et al. utilized the PubMed BERT model 

and obtained an F1 score of 0.86 (Jain et al., 2021). López-Úbeda et al. analyzed chest CT radiology 

reports with the LSTM model and achieved an F1 score of 75.77 (López-Úbeda et al., 2020). In the 

study by Yuan et al. in 2019, both CNN and LSTM models were tested on Chest X-Ray reports and 

an F1 score of 0.90 was recorded in both models (Yuan et al., 2019). Banerjee et al. reported an F1 

score of 0.77 in their study with the RNN model on Chest CT reports (Banerjee et al., 2019). In 2019, 

Cornegruta et al. obtained a successful result with an F1 score of 0.90 using BiLSTM model on private 

Chest X-Ray radiology reports (Cornegruta et al., 2016). 

In this study, unlike other studies in the literature, a comprehensive parameter optimization is 

performed on both BERT and LSTM models. These parameters are applied to the publicly available 

RadGraph dataset. The unbalanced label distribution in the RadGraph dataset was balanced with data 

augmentation techniques to improve the performance of the model. A comparison was made between 

the BERT and LSTM models using this newly created balanced dataset, and the results showed that 

the BERT model not only outperformed the LSTM model with a 95% success rate, but also 

outperformed other studies in the literature (Tokgoz et al.,2021; Yang et al.,2019). 

 

4. CONCLUSIONS 

In this study, BERT and LSTM models are studied using the publicly available RadGraph 

dataset of chest radiology reports. In the first stage, different optimization algorithms were tested for 

both models and it was determined that the ADAM algorithm gave the best results for both models. 

Then, various experiments were performed on the learning rate parameter and optimization was 

performed to determine the optimal value. In addition, as a result of the comparisons made on the 

maximum length parameter, a value of 256 was selected as the most appropriate parameter. After 

determining the parameters, improvements were made to the dataset in order to minimize the label 

imbalance in the dataset. The data augmentation process enabled the model to learn rare classes better 

and thus increased the overall performance rate. At this stage, labels with a small number of instances 

were increased to homogenize the overall distribution in the dataset. The regularized dataset was 

tested in BERT and LSTM models in line with the specified parameters. The comparison results 

showed that the BERT model performed better than the LSTM model, with an F1 score of 95% for 

the BERT model and 84% for the LSTM model. In the future, this study is planned to be optimized 

with different parameters to further improve the F1 score. In addition, the results obtained have the 
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potential to be integrated with Hospital Information Management Systems (HIMS) to provide support 

to specialist physicians. 
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