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ABSTRACT

Today, information is recognized as the main factor of production. Humanity is living in the era of information society with
the developments in information and communication technologies, and therefore the processing, preservation and
dissemination of information is of utmost importance. Another concept that has come to the forefront with technological
developments and digitalization is the concept of "war without borders”, which also includes hybrid wars. As a matter of
fact, the wars of the information society continue beyond the notions of border and distance. All activities that can harm
social integrity, polarize societies and create insecurity, conflict and instability are important components of war without
borders. Due to the many features and conveniences it provides, public discourse in a digitalized society is now shaped on
social and other internet platforms. Therefore, these platforms have become a target for both states and other interest
groups. “Structured information”, which corresponds to disinformation, misinformation, and fake news concepts, is
circulated on these platforms instead of traditional methods to reach its targets and has serious consequences, including
crises. Essentially, the study seeks to answer the question "Why and how does structured knowledge shape human
behaviour in practice? After providing the necessary definitions, the article aims to show the relationship between
structured knowledge and social psychology, political psychology and political crises. The study uses a qualitative research
method, a literature review technique and a descriptive analysis. In terms of theoretical foundations, it discusses why and
how disinformation processes can have critical consequences with current examples from Tirkiye and the world. In
conclusion, the role and importance of social and political psychology in the combat against structured information has
been demonstrated, and it has been assessed that the journey of structured information, which can turn into political

crises, passes through these fields.
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Giiniimiizde bilgi temel iiretim faktorii olarak kabul edilmektedir. insanlik bilgi ve iletisim teknolojilerindeki gelismelerle
bilgi toplumu cagini yasamakta, dolayisiyla bilginin islenmesi, muhafaza edilmesi ve yayilmasi azami dnem arz etmektedir.
Teknolojik gelismeler ve dijitallesmeyle 6n plana ¢ikmis olan bir diger kavram ise hibrit savaslari da biinyesinde barindiran
“sinirsiz savas” kavramidir. Nitekim bilgi toplumunun savaslari sinir ve mesafe mefhumlarinin 6tesinde devam etmektedir.
Sosyal bitlnlige zarar verecek, toplumlar kutuplastirarak giivensizlik, catisma ve istikrarsizlik yaratabilecek biitiin
faaliyetler de sinirlari olmayan savasin onemli bilesenleridir. Sagladigi bircok ozellik ve kolayliklar nedeniyle, dijitallesen
toplumda kamu soylemi artik sosyal platformlar ve diger internet platformlarinda sekillenmektedir. Dolayisiyla bu
platformlar hem Ulkeler hem de diger gikar gruplarinin hedef tahtasindadir. Dezenformasyon, mezenformasyon, sahte
haber gibi kavramlara karsilik gelen “yapilandiriimis bilgiler” hedeflerine ulastiriimak tzere geleneksel yontemler yerine
ozellikle bu platformlarda dolagima sokulmakta ve krizler de dahil olmak tizere ciddi sonuclar dogurmaktadir. Calismada,
temel olarak “Yapilandiriimig bilgi pratikte insan davranislarini neden ve nasil sekillendirmektedir?” sorusuna cevap
aranmaktadir. Makalede gerekli tanimlamalar yapildiktan sonra sirasiyla, yapilandinimig bilginin sosyal psikoloji, politik
psikoloji ve siyasi krizlerle olan iligkisini ortaya koymak amaglanmaktadir. Calismada nitel arastirma yontemi kullanilarak
literatiir taramasi tekniginden istifade edilmekte ve betimsel bir analiz gerceklestirilmektedir. Teorik dayanak agisindan
dezenformasyon slreclerinin Tirkiye'den ve diinyadan glincel orneklerle neden ve nasil kritik sonuclar dogurabilecegi
tartigilmistir. Sonug olarak, yapilandinlimig bilgiyle mucadelede sosyal ve politik psikolojinin roli ve onemi ortaya
konulmus, vapilandirimis bilginin siyasi krizlere donlsebilen yolculugunda istikametinin bu alanlardan gectigi

degerlendirilmistir.
Keywords: Yapilandiriimis Bilgi, Dezenformasyon, Sosyal Psikoloji, Politik Psikoloji, Siyasi Kriz
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INTRODUCTION

In today's world, where interstate wars have become rare phenomena, the concepts of "hybrid
warfare" and its "potential form," which can be described as "hybrid threat," were first used in a master's
thesis in 2002. In 2007, the concept gained popularity when Hoffman used it to describe the
unconventional warfare methods Hezbollah employed against Israel in 2006 (Hoffman, 2007). The
concept of 'hybrid' has been subordinated to the concept of 'unrestricted warfare," which is considered
a more inclusive concept semantically (Gezer & Kdsen, n.d.). Disinformation and its derivative concepts,
influenced by technological advancements in today's world, have emerged as significant elements within
the broad spectrum of unrestricted warfare. On the other hand, as social media and other internet
platforms have increasingly adapted to the communication culture, changes have also occurred in the
routine of communication and journalism. These platforms have become widespread tools for circulating
structured information due to the advantages they offer in terms of ease of access, speed, low cost, and
two-way interaction. Since social media users are often unaware that online content is deliberately
manipulated (structured) and are easily deceived by unverifiable information, social media has played a
significant role in the emergence and spread of such deceptive communication (Ray & George, 2019, p.

2742).

On the other hand, the term "post-truth,” was first used by Steve Tesich in 1992 in an article
titled "A Government of Lies" in The Nation to refer to earlier political events and scandals such as
Watergate, the Iran-Contra affair, and the First Gulf War (McDermott, 2019, p. 18). In the article some of
the defining characteristics of the post-truth era were described as: ‘approaching issues based on self-
interest or personal beliefs instead of objective truth, and making the selection of truth a matter of
choice’ (Orug, 2020, p. 142). This phenomenon still contributes to the success of disinformation activities.
Today represents a period that Wardle and Derakhshan refer to as "information disorder," where the
spread of false, decontextualized, distorted, and fabricated information has reached alarming levels
(Chaves & Braga, 2019, p. 478). The concept of "disinformation," which points to information disorder,
is parallel to its derivatives, misinformation and malinformation; the term "“information" remains
constant at the root, with only the prefix changing. Every information disorder can have harmful

consequences. However, the distinguishing factor is whether there is "intent to deceive." This is the
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reason why the term "structured information" has been chosen instead of "disinformation" in this study.
Deception, aimed at a specific purpose, is possible through the structuring of an event that may carry
the characteristics of information or news, whether it is real or not. People may accept this information
as true due to various social, political and psychological reasons and motivations. Moreover, by sharing
it, they may contribute to the spread of this information, thereby contributing to the serious

consequences that structured information can cause, including crises.

Indeed, it is evident that the chaos triggered by socio-psychological and political-psychological
reasons and effects can have political consequences. The destination of structured information, as a
result of these effects, may culminate in political crises (Dutucu, 2022, p. 68), which encompass all types
of crises and thus have a broad spectrum. While studies on the psychological reasons that lead
structured information to success continue to increase in global literature, research in our country's

literature remains limited. This study aims to contribute to the literature.

After providing the necessary definitions, the article aims to show the relationship of structured
knowledge to social psychology, political psychology and political crises. In line with this purpose, the
question "Why and how does structured knowledge shape human behaviour in practice? The study uses
a qualitative research method, a literature review technique and a descriptive analysis. In terms of the
theoretical basis, the study discusses why and how disinformation processes can have critical
consequences with current examples from Turkiye and the world. The lack of a publication that examines
the relationship between structured information and social psychology, political psychology and political
crises in both Turkish and foreign literature makes this article important. In this context, the research

questions to be answered can be listed as follows:
RQ1) Where do constructed knowledge and social psychology intersect?
RQ2) How can the intersection of constructed knowledge and political psychology be defined?

RQ3) How can the role and impact of structured knowledge in political crises be described?

THE GENERAL FRAMEWORK OF STRUCTURED KNOWLEDGE

The concept of "hybrid warfare" was first introduced by William J. Nemeth in 2002 in his master's

thesis titled Future Wars and Chechnya: A Case Study for Hybrid Warfare; the concept was defined as an
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advanced version of guerrilla warfare (Nemeth, 2002, p. 29). Thus, the concept, which would later gain
popularity through Hoffman, was initially defined in the context of security, terrorism, and military
strategy. It was later expanded in NATO sources to include corruption, migration, and other security
issues within a broader spectrum. Today, studies on "hybrid wars" and their potential form, "hybrid

threats," now also encompass cyber-security.

Currently, hybrid warfare refers to actions carried out with the intent to weaken or harm the
target and involves the use of elements such as disinformation, cyberattacks, economic pressure, the
deployment of irregular armed groups, and the use of regular forces—often in combination (Dupuy,
Nussbaum, Butrimas & Granitsas, 2021). Hybrid warfare, which can be conducted by non-state actors
in addition to nation-states, covers all modes of warfare, including conventional military capabilities,
tactics, and combat units; unconventional terrorist actions fueled by chaos; all forms of discrimination

and violent activities; cyber-warfare; and financial and media wars (Josan & Voicu, 2015, p. 50).

The hybrid structure, unlike traditional approaches, defines the changing nature of conflict. Thus,
it is a discussion on what future priorities will be, how forces will be positioned, and where investments

will be directed (Ozer, 2018, p. 29).

Hybrid conflict is defined as "full-spectrum warfare with both physical and conceptual
dimensions.” The first dimension is combat against an armed enemy, while the second involves the
struggle for control and support of the local population in the broader war zone, which also highlights
the need for legislation to define what constitutes an "attack" or a "war zone" (Iskandarov & Gawliczek,

2020, p. 4). Therefore, this structure holds critical importance. Because it:

= Defines the changing character of conflict better than counterinsurgency;

= (hallenges the current “traditional” thinking and the dual intellectual framework that shapes the
debate;

= Highlights the true level of detail or spectrum breadth of human conflict;

= Raises awareness of the potential risks and opportunity costs presented by various options in the

ongoing threat/force posture debate (Hoffman, 2009, p. 6).

Hoffman states that the concept of hybrid warfare is rooted in a combination of theories such

as unrestricted warfare, combined warfare, and fourth-generation warfare (Ozer, 2018, p. 35).
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Moreover, in this broad spectrum filled with conflicts where the motivations of the participants are not
always clear, the physical boundaries of wars in the cyber world have disappeared. Today, it is stated
that the concept of "unrestricted warfare" encompasses hybrid or asymmetric wars as well (Gezer &
Kosen, n.d.). In this study, it has been assessed that this expression is semantically acceptable. The
concept was first introduced into the literature through the work Unrestricted War by Chinese officers
Quiao Liang and Wang Xiangsui (Liang & Xiangsui, 2002). Major VVan Messel, who mentions numerous
examples such as a 16-year-old hacker accessing the Pentagon's secure internet system and a global
investor causing economic instability in the Malaysian market, argue that unconventional warfare
elements and non-state actors pose a greater threat to sovereign nations. These elements and actors
have become more serious adversaries for every professional army. They state that "non-military war
operations" better reflect the reality that people will use "any means imaginable" to achieve their

objectives (Van Messel, 2005, p. 3).

Since the political and economic costs of military operations in the modern world are high, it has
become increasingly attractive to turn to influence operations by utilizing advancements in
communication technologies. Shea divides hybrid wars into three groups, with the second group
involving activities that weaken social cohesion, polarize societies, and create an environment of
insecurity and fear—often through illegal means (Shea, 2018, p. 6). Activities aimed at intentionally
damaging critical infrastructures like cyber security and the accuracy of "information” in circulation,
volume of which continues to grow daily thanks to advancements in news and communication
technologies, fall within this second group. Indeed, those who control these activities can analyze
individual and mass tendencies and attitudes toward events by examining the data spread and followed
on internet-based social media platforms. With this information, they can reach various statistics, create
desired agendas through posts from influential accounts, and manage perception (Aslantas, 2022, p.

181).

The era we live in is referred to as the "post-truth" era. In 2016, the term "post-truth" was
chosen as the word of the year by Oxford University, and it was defined as "relating to or denoting
circumstances in which objective facts are less influential in shaping public opinion than appeals to

emotion and personal belief" (Oxford Languages, 2016). In a 2018 report by the Rand Corporation that
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examined the "declining role of facts and analysis," four key factors contributing to the erosion of truth

were highlighted (Kavanagh & Rich, 2018, p. 79). These are:

= Cognitive processes and biases;

= (Changes in the information system, including the rise of social media and the transformation of the
media industry;

= Competition in the demands placed on the education system;

= Political and socio-demographic polarization.

Structured information can be directed towards military, political, or economic (commercial)
fields, and this is not a new phenomenon for humans. For instance, in 1835, The Sun newspaper
published six fictional articles about the claim of "life on the moon," later known as the 'Great Moon

Hoax,' to boost its sales with a sensational story (Thornton, 2000, p. 1).

In today's digital world, the platforms where information is shared have caused significant
changes in the information consumption habits of individuals and societies. This is because the vast
volume and speed of data have made the environment more conducive to the spread of false or
misleading information (Jayakumar, Anwar & Ang, 2021, p. 8). As a result, disinformation and fake news
research has focused on the digital distribution of information. In 2019 alone, Facebook shut down 5.4
billion fake accounts, and it is estimated that hundreds of millions of fake accounts still persist (CNN

Business, 2019).

In the literature, there are many concepts used to refer to false, misleading, or semi-true
information. These include "disinformation," "fake news," "false news,"” "misinformation,"

"malinformation," "rumor," and similar terms (Kapantai, Peristeras, Christopoulou & Berberidis, 2020, p.
2). Shu et al. added to this terminology the concepts of "hoaxes" and "conspiracy theories," defined as
"messages created mostly to convince or manipulate others to perform or refrain from predetermined
actions using a threat or deception" (Vukovic, Pripuzic & Belani, 2009, p. 1; Shu, Bhattacharjee, Alatawi,

Nazer, Ding, Karami & Liu, 2020, p. 2). On the other hand, Wardle describes seven types of

misinformation (Wardle, 2018, cited in Heuer & Glassman, 2023, p. 1). These are:

= Misleading content,

= False connection,
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= False context,

= Manipulated content,

= Completely fabricated content,

= Fake content mimicking real sources,

= Satire.

It is clear that these aforementioned concepts have social effects and political consequences.
With the elimination of physical boundaries in warfare in the cyber world, interstate conflicts have
shifted to different platforms, leading to the emergence of unconventional methods. In the post-truth
era, where people increasingly form opinions based on emotions rather than information, disinformation

and its related concepts continue to emerge as crucial components of these "unconventional” methods.

The terms "disinformation," "misinformation,” and even "black propaganda" are sometimes
used interchangeably, and their definitions may overlap, as all three involve the presence of false or
misleading messages in their informative content (Guess & Lyons, 2020, p. 10). However, the
connections between information, misinformation, and disinformation seem to revolve around the
concepts of meaning, truth, and intent (Sge, 2019, p. 3). n this study, the term "disinformation," defined
as "any kind of false, erroneous, or misleading information intentionally designed, presented, and
promoted to cause harm or benefit the public" (Hleg, 2018, cited in Kapantai, Christopoulou, Berberidis
& Peristeras, 2021, p. 1302), is the focus. The term "structured information" has been used to
emphasize disinformation as a tool of manipulation, highlighting the element of intent, which
distinguishes it from similar concepts and makes it an overarching "umbrella term." Indeed, the report
prepared by the the Republic of Tirkiye Directorate of Communications Center for Countering

Disinformation also describes disinformation as an "umbrella term" that encompasses false news and

information (Dezenformasyonla Micadele Rehberi, 2023, p. 12).

Misinformation is typically an action generated by a specific person with false or misleading
information, but without malicious intent. In contrast, disinformation involves the intentional,
consistent, and systematic dissemination of false, misleading, or distorted information through multiple
channels to influence a targeted audience. Therefore, misinformation is ‘false’ information produced

without the intent to harm, whereas disinformation can be defined as ‘false information’ deliberately
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created to harm an individual, a segment of society, an organization, or a country" (Jayakumar, Ang &
Anwar, 2021, p. 25). Another derivative of structured information, the term "fake news," gained
popularity following the 2016 U.S. presidential campaign (Spicer, 2018, p. 5). Fake news is a form of
disinformation, consisting of false information deliberately crafted to mislead people while presenting

itself as credible news (Jayakumar et al.,, 2021, p. 37).

Combating structured information has become a priority for today's leaders. This is because
such activities are often chosen for influence campaigns due to the convenience they offer, such as
gaining financial or political advantage. Developments like deepfake technology, the better utilization of
neuroscience discoveries, advancements in big data analytics, and deep learning make it possible to use

more powerful tools for influencing society.

While fifty out of a hundred news stories produced in Turkiye and related to Tirkiye are not true,
the rate of fake news in question is 15 percent in the UK, 12 percentin France and 9 percentin Germany
(Dezenformasyonla Miicadele Rehberi, 2023, p. 8). Therefore, understanding the nature of structured
information and identifying solutions to the issue is of particular importance for Turkiye. In this context,
the report published by the Republic of Turkiye Directorate of Communications in 2023 outlines a series
of methods for combating structured information, both for individuals and the state (Dezenformasyonla
Micadele Rehberi, 2023, pp. 90-110). The report provides recommendations for individuals on how to

perform fact-checking, identify false news, and verify visuals. Report suggests:

= Focusing on the source of the information,
= Questioning, follow, and verify sources,

= Being aware of verification platforms and methods.

On the institutional level, the state's measures and policy decisions constitute the official
response to structured information. In this context, Turkiye passed a comprehensive legislation known
as the "Law Amending the Press Law and Some Laws", known as the “Countering Disinformation

Regulation”on October 18, 2022 (Oymak, 2022, p. 504).

In addition to state institutions, academic studies are ongoing in the fight against structured
information. For example, Jayakumar et al. outlined four layers of actions that state institutions can take

to combat influence activities and agents (Jayakumar et al.,, 2021, p. 30). According to this:
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= In today's complex information environment, it is essential to have a clear and accurate
understanding of the information landscape and society's relationship with its information
networks. Echo chambers, inorganic factors (if any), troll networks, bot networks, and micro-
targeting campaigns that are not aimed at sales should be analyzed, and the owners of these factors
and networks must be identified.

= Having experts with technical capabilities to combat influence in the information field is important
for all public institutions and other sectors.

= The "Lisa Case" in Germany proved that exposing influence operations to the public increases
society's resistance to such operations (NATO Review, 2016). Therefore, opening disinformation
activities to public debate, strengthening media literacy, and particularly enhancing logical reasoning
education within the digital information environment will contribute to societal resilience. The
government should be urged to create programs that track organized disinformation campaigns and
make the findings available to the public.

= (Cooperation with digital media platforms should be established. Platforms hold key data. It is
important to have transparent rules that help control inorganic information and organized

disinformation—i.e., structured information—without limiting individual rights and freedoms.

On the other hand, Stengel proposed five solutions for combating structured information, listing
them as Section 230, Privacy and Elections, Algorithms/Rating Systems/Artificial Intelligence, Media,

and Advertising (Stengel, 2019, p. 290). According to this:

Laws should encourage platform companies to take proactive steps and responsibility in
combating disinformation. Information that contains clear falsehoods should be removed from
platforms. The mentioned Section 230 is part of the 1996 Communications Decency Act in the United
States, stating that online platforms or their users are not classified as publishers and are therefore
immune from lawsuits regarding the content they post (Communications Decency Act, 1996). This article
viewed platforms as mere 'tools,’ failing to hold them accountable for the content and actions of their
users. The consequences of this perspective continue to negatively affect many countries, including the
U.S. today. For example, Instagram, after the assassination of Hamas leader Ismail Haniyeh, removed

condolence posts at its own discretion, which resulted in the platform being shut down for nine days in
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Turkiye. It was reopened after meetings between platform representatives and the Turkish government

under the social media law (Maslak, 2024).

In January 2023, U.S. President Joe Biden, like his predecessor Trump, expressed disapproval of
Section 230, stating in an interview with the Wall Street Journal that he opposes "big-tech abuses" and
proposed revisiting Section 230 of the 1996 Communications Decency Act, among other issues (The

Economist, 2023).

Additionally, the more popular a post is, the more valuable it becomes for the algorithm. This
also encourages people to create emotional and deceptive stories, as these types of content generate
higher advertising revenue. Platforms should be transparent about how their algorithms work. In recent
years, rating systems have been developed that enable users to evaluate the credibility of specific stories
and news sources. Credibility criteria can help readers become more discerning when navigating
environments that may contain false information. As a news rating tool flags a site as trustworthy,
readers' confidence in the accuracy of its news increases, whereas in the case of negative ratings, this

belief decreases (Stengel, 2019, pp. 296-297).

Artificial intelligence and machine learning have great potential to detect and remove online

structured information and fake news.

= (ontent analysis employs keywords to find suspicious material.
= Pattern recognition can identify clusters or patterns of suspicious content.
= Data-driven network analysis can differentiate between online networks created by real people and

those artificially created by bots.

Scientists from the American Psychological Association offer eight specific recommendations
for scientists, politicians, media, and the public to address the persistent threat of misinformation in the

health field (APA, 20244, p. 28). These are:

= Avoid repeating misinformation if no corrections can be added.

= (ollaborate with social media companies to comprehend and mitigate the spread of misinformation.

= Misinformation correction strategies should be used alongside tools that have been shown to
encourage healthy behaviors.

= Utilize reliable sources to counter misinformation and deliver accurate health information.

S4
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= Frequently and repeatedly debunk misinformation using evidence-based approaches.

= Preemptively debunk misinformation to protect vulnerable audiences by fostering skills and
resilience from an early age.

= (all for social media companies to provide data access and transparency to facilitate scientific
studies on misinformation.

= Invest in groundbreaking research on the psychology behind misinformation, particularly in

developing strategies to counteract inaccurate health information.

Psychological science makes important contributions to understanding the origins and spread
of structured information and how to effectively combat it. However, while studies related to the
psychological dimension of structured information are increasing worldwide, they have not yet achieved

the same momentum in Turkiye.
THE RELATIONSHIP BETWEEN STRUCTURED KNOWLEDGE AND SOCIAL PSYCHOLOGY

It is estimated that the amount of misinformation people encounter constitutes between 0.2%
and 29% of overall information consumption, though this rate may be higher for particular groups or
subjects like health (APA, 2024b). The "gullibility" exhibited by people continues to harm the peace of the
public sphere and polarize individuals. We live in the "post-truth" era, a term first used by Ralph Keyes
in 2004 and later named Oxford Dictionary's word of the year in 2016 (GUven, 2020, p. 20). One of the
features of this era is that people create a "truth" based on emotions rather than grounding it in facts,
believing that their personal truth is more important than the real truth (Pala & islek, 2021, p. 375). In
this context, as the influence of structured information expands, the recovery of the damaged perception
of reality becomes almost impossible, and truth itself is no longer as attractive as manipulation
(Dezenformasyonla Miicadele Rehberi 2023, p. 5). On the other hand, Collins Dictionary also continued
the trend by selecting "fake news"—misinformation spread under the guise of news—as the word of
the yearin 2017, and Rand Corporation presented a 326-page report examining the "diminishing role of

facts and analysis" (Kavanagh & Rich, 2018).
The seriousness of the situation was highlighted in the same source with the following quote:

“This is not an issue between Republicans and Democrats,” said Harold Varmus, former director of the

National Institutes of Health (2017). “This is about a more fundamental divide between those who believe in
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evidence and those who insist on dogma.” According to British historian Simon Schama (2017), this divide is

extremely significant: “Indifference to the distinction between truth and lies is a precondition of fascism.

(Varmus, 2017, p. 3).

The concept of "fascism" mentioned here can be evaluated in an ideological context, as well as
providing an explanation for the "my truth" mentality. Due to confirmation bias or other cognitive or
psychological reasons behind the phenomenon, some people are more likely to fall for disinformation
than others, and these individuals tend to create echo chambers (Shu, Bhattacharjee, Alatawi, Nazer,
Ding, Karami & Liu, 2020, p. 24). Therefore, it is necessary to examine structured information from a
psychological perspective. Studies on the psychology of structured information has increased lately;
however, discussions persist about the mechanisms behind the spread of misinformation, its impact on

behavior, and the most effective methods for combating it (APA, 2024c¢, p. 12).

Ecker and others state that two driving forces, cognitive and socio-emotional, lead to believing
in misinformation (Ecker, Lewandowsky, Cook, Schmid, Fazio, Brashier, Kendeou, Vraga & Amazeen,
2022, p. 15). The mentioned cognitive factors include intuitive thinking, cognitive failures, and misleading
facts. According to this, intuitive thinking involves a lack of analytical thinking and/or deliberation;
cognitive failures involve neglecting source cues or information, forgetting the source or contradictory
evidence; and misleading facts are shaped by factors like familiarity, fluency, and consistency. On the
other hand, socio-emotional factors include source cues, emotions, and worldviews. Thus, source cues
involve elites, in-group factors, and the appeal of the situation; emotion includes emotional information
and mood; and worldviews consist of personal opinions and elements of partisanship. In the post-truth
era, the tendency to believe in information that appeals to emotions, personal interests, and beliefs
rather than in objectively accepted facts highlights the importance of socio-emotional factors. Indeed,
research shows that emotional or sensational stories—likely containing misinformation—are shared
much more widely than less emotional, less sensational stories. (Stengel, 2019, p.296) Accordingly, the
algorithms that organize the stories flowing into today's digital news world operate based on how viral
a story is and its sharing rate. These narratives, which appeal to emotions and cause cognitive illusions,
reduce access to real and accurate news and diminish their impact. This implies that structured

information appealing to emotions will spread more rapidly. Therefore, effective interventions against
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misinformation rely on understanding the underlying psychology (Greifeneder, Jaffé, Newman, &

Schwarz, 2021, p. 1).

The high-paced flow of information, especially driven by smartphones today, forces consumers to
reduce the amount of time spent on any news to just a few seconds. People are increasingly consuming only
the headline of an article and, if available, the accompanying visual, paying little attention to the source and
often not bothering to read the full text of the story. As a result, the emotional processing of news items are
increasing significantly, leading to a rise in the number of 'highly emotional’ stories (Jayakumar et al., 2021,

p. 24-25).

In general, psychological research on countering misinformation has introduced several
"interventions." However, more research is needed to clarify the combination of these interventions in
real-world environments across countries and cultures. Psychology researchers have suggested two

types of interventions to reduce the spread and growth of misinformation (APA, 2024d).

Accordingly, system-level strategies, such as laws and tech regulations, concentrate on wide-
ranging structural changes, whereas individual-level methods seek to modify personal attitudes
Approaches that focus on individual behavior interventions include debunking, prebunking, literacy

training, and nudging. Accordingly:

"Debunking" is effective when people have encountered misinformation and works best when it
provides a thorough explanation that disproves the false claims and presents the correct facts.
Debunking interventions can be most effective in specific situations. "Prebunking" aims to avert
individuals from believing misinformation before it takes hold. Recent studies show that prebunking can
be applied in mass real-world environments as is social media. Nevertheless, it is still unclear whether
prebunking works in all conditions and across different cultures. Thus, studying this issue in a cultural
context is particularly important. The primary technique is psychological inoculation, in which being
exposed to a mild form of falsehood helps strengthen resistance to later persuasion efforts. As in all
areas, "literacy training" is crucial for the phenomenon of structured information. Further research is
required to identify the most effective literacy interventions for combating misinformation; however,
these interventions can be particularly impactful when combined with other anti-misinformation
strategies, like debunking. Finally, "nudges" are subtle changes in the environment that aim to change
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behaviors in consistent and beneficial ways. Researchers have employed different forms of nudges to

discourage individuals from spreading misinformation (APA, 2024c):

= Accuracy nudges encourage individuals to evaluate the accuracy of information before sharing it,
= Social norms nudges emphasize community behavior standards in reporting information,

= Motivational nudges incentivize individuals to prioritize accuracy in their sharing.

Among the psychological reasons behind the spread of structured information, "biases" are
prominent. Some biases, which play a large role in the development of both individual and broader group
identities, disappear with the transmission of information, while certain biases, especially those
assumed to have an emotional connection to the individual, persist indefinitely (ilhan & Cevik, 2013, p.
63). Intuitive biases are tendencies for individuals to confide in simple patterns to decrease critical
thinking efforts, and people often accept information as true because of these intuitive biases (Ackland
& Gwynn, 2021, p. 28). People rely on their prior beliefs and views. In many real-world conditions,
individuals will have a motivation to believe one version of an event over another; thus, people often
have an internal motivation not to back down (Ecker, Lewandowsky, Fenton & Martin, 2014, p. 293).
When information supports these biases, it has a higher chance of being believed. (confirmation bias)
and, therefore, more likely to be spread. In their work examining how the accuracy of information is
evaluated and what causes people to believe in some things and not others, Lewandowsky, Ecker,
Seifert, Schwarz, and Cook identified four factors that influence whether a person believes in information
(Lewandowsky, Ecker, Seifert, Schwarz & Cook, 2012, p. 112). These factors are: the consistency of the
message with the recipient's beliefs and views, the coherence and plausibility of the message itself, the
credibility of the source, the general acceptability of the information by others. Another reason for the
spread of misinformation relates to normative pressures, where people spread false information to seek
social approval and acceptance. This is connected to social identity theory (Tajfel & Turner, 2001, 2004,

cited in Ackland & Gwynn 2021, p. 29).

Individuals define, evaluate, and classify themselves within the framework of the social groups
to which they belong (Ata & Ataman, 2020, p. 257). Building on this point, Henri Tajfel and colleagues
developed Social Identity Theory to better understand the nature and reasons for intergroup relations

(Devine, 2015, p. 6). Social identity theory, which suggests that individuals have a social identity that
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includes membership in a social organization in addition to their personal identity, rests on three basic

assumptions (Tajfel, 1978 cited in Sierra & Mcquitty, 2007, p. 104). According to these assumptions:

= Individuals define and assess themselves based on the social groups to which they belong,

= People’s social identities are shaped by the perceived standing of the social group they belong to,
influencing whether it is viewed favorably or unfavorably.

= Qut-group members are conditioned to use a reference framework to evaluate the prestige of

another group.

When individuals categorize themselves and feel "the same" as other members within the group
they belong to, they begin to see themselves as interchangeable with the group's members.
Consequently, cognitive representation shifts from the personal self to the collective self (Ulutas, 2020,
p. 101). Due to the emotional perception of "unity" and "belonging," it is clear that the dominant norms
of the group will influence the individual who receives the message, driven by the "us and them"
distinction. In the real world, the laboratory equivalent of ethnocentrism is in-group bias, which refers to
the tendency to prefer the in-group over the out-group in evaluations and behaviors. This is because
"social categorization,” one of the processes that define social identity, creates boundaries between
groups by producing group-specific perceptions and preferences, leading to in-group favoritism and out-
group discrimination (Tajfel and Turner, 1986, pp. 281-282). For example, a person who identifies as a
socialist may tend to emphasize the cruelty and aggression of capitalism in an exaggerated way, viewing
others who consider this system acceptable as less fair compared to other socialists. As a result,
structured information highlighting the unjust attitudes and behaviors of capitalism may be accepted as
true without the need for verification due to these tendencies, biases, and classifications. By sharing this

information or news again, individuals may contribute to its spread on social media platforms.
THE INTERSECTION OF STRUCTURED KNOWLEDGE AND POLITICAL PSYCHOLOGY

There is a strong relationship between psychology and political science. The history of political
psychology, can be traced back to Greek philosophers who suggested that human nature, which forms
the basis of political philosophy, is fundamentally "political.” As a scientific field, political psychology
deals with examining political processes from a psychological perspective. At the broadest level, political

psychology is concerned with the political thoughts and behaviors of individuals within politically
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organized communities. It examines political behavior both on the individual level (e.g., decision-making)
and on the collective level (e.g., collective action) (Staerkle, 2015, p. 427). Political psychology, which can
be described as the application of findings from psychology to political science, also explores the social
psychological and cultural variables that determine individuals' political attitudes and behaviors. It
studies the interaction between selected policies and public preferences, the influence of elitist
approaches on public policies, political leaders, and decision-making behaviors (Caliskan, 2021, pp. 179-

180).

The convergence of structured information and political psychology is not new. For example,
Roman emperors used messages on coins as a form of mass communication to assist their power, while
Nazi propaganda was largely carried out through print media, radio, and cinema (Ecker et al., 2022, p.13).
However, the 2016 U.S. Presidential Elections and the subsequent Brexit process drew attention to a
different form of fake news—misleading political narratives centered on social media. A study
conducted in the U.K. revealed that, before the 2016 elections, about a quarter of American adults (27%)
visited fake news sites, each reading an average of 5.5 articles during that period. The study found that
"fake news sites accounted for an average of 2.6% of all articles Americans read on news-focused sites"

(Guess & Lyons, 2020, p. 18).

Today, in the digital ecosystem, which is continually rebuilt by the digital infrastructure providing

countless benefits to misinformation efforts, virtual-network societies have emerged.

"In this system created by network society, the circulation of misinformation is also shaped by
the network, with different characteristics emerging in various communities or platforms. Therefore, we
first address the misinformation problem within the context of social media and then in virtual

communities formed on messaging applications" (Perdahci & Koger, 2023, p.13).

Internet platforms, through the flows they offer, play a dominant role in shaping the preferences
and activities of their members and the network society to which they belong, based on the information
they acquire about users' consumption routines. As a result, the organic spread of structured information
online can be triggered by interest groups pursuing political or financial rewards, leading vulnerable
individuals to further spread misinformation (Bastick, 2021, p. 1). These "flows," which shape the
elements and routines of culture, have given rise to the phenomenon of "algorithmic culture" (Striphas,
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2015, cited in  Bilgici, 2023, p. 221). However, the number of users capable of critically evaluating this
influence remains a topic of debate. In their study, Flaxman, Goel, and Rao found that social networks
and search engines increase the average ideological distance between individuals. Their research
revealed that these platform algorithms enable filter bubbles that distort reality, suppress opposing
views, and fragment the public sphere, ultimately reinforcing ideological polarization and political

division (Pariser, 2011, cited in Flaxman, Goel, and Rao, 2016, p. 2).

Social media platforms and many other internet-based applications reach billions of individuals,
allowing senders to tailor persuasive messages to individual users' specific psychological profiles. An
example of this was the Facebook-Cambridge Analytica scandal during the 2016 U.S. Presidential
election. It was revealed that Cambridge Analytica, a data analysis and political consulting firm that
contributed to Brexit campaigns in the U.K. and the Presidential Elections in the U.S., used the personal
data of 87 million Facebook users for political purposes (Glden, 2019, p. 212). Following various
structured information activities, a survey conducted nationwide after the 2018 midterm elections in the
U.S. revealed a significant decline in trust in the election system, particularly among Republican voters,
after unfounded rumors about the elections spread on internet platforms. Despite efforts to debunk
these rumors, voters were driven away from politics (Pratelli, Petrocchi, Saracco & de Nicola, 2024, p. 2).
Indeed, once an individual believes in structured information, it is difficult to change this belief
(Lewandowsky et al., 2012). Efforts to correct misinformation can, in some cases, perpetuate its spread,

especially within ideological groups (Nyhan and Reifler, 2010, p. 1).

People routinely prefer to consume content that aligns with their pre-existing beliefs, often
finding themselves in echo chambers—a concept frequently discussed in the literature. Controlled
experiments have shown that participants tend to follow the news from outlets that align with their
political views (Munson and Resnick, 2010, p. 1). On the other hand, a study conducted on social media
users found that "the majority of users assess individuals or accounts they believe share misinformation
or fake news based on whether they know them or not, or whether they share political alignment. They
tend to be more tolerant of people and accounts they feel close to and engage in behaviors such as
ignoring or blocking messages from users with whom they feel personally or politically distant" (Akytz
& Akpinar, 2023, p. 158). This situation reflects both political psychological polarization and the concept
of social belonging mentioned in social identity theory, manifesting as "political belonging."
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The chaotic environment created by structured information has grown exponentially, especially
during the 2019 COVID-19 pandemic and the misinformation activities carried out on social media during
the 2020 U.S. Presidential Elections. The aim of these activities is to change the perceptions of target
audiences, resulting in mass behavior changes, creating public outrage, undermining trust in central
authority, altering the value systems of target societies, and fostering a sense of vulnerability
(Jayakumar etal., 2021, p. 24). Itis clear that structured information activities have political psychological
effects and consequences that need to be considered regarding individuals as political beings, their
political attitudes, behaviors, and decisions, and the groups and networks to which they feel politically
affiliated. This underscores the importance of awareness in combating structured information. Indeed,
the intentional circulation of structured information, and thus the attacks on minorities, press freedom,
and the rule of law, challenges the fundamental norms and values upon which institutional legitimacy
and political stability are built (Bennett & Livingston, 2020, p. XV). Echo chambers reverberating with

fake news can render democracies ungovernable (Yochai, Robert, & Hal, 2018, p. 5).
THE INTERACTION BETWEEN STRUCTURED KNOWLEDGE AND POLITICAL CRISES

Crises are extraordinary situations that can arise from a variety of causes, ranging from natural
disasters to human error, economic problems to socio-cultural changes, scandals to inadequate sources
of information and communication, all within societal, economic, political, and military contexts.
Although "political crisis" may evoke a narrower concept of crisis, it is an overarching term that includes
all types of crises, whether they originate outside the political sphere but become politicized, as every

crisis ultimately has political implications and affects political agendas (Dutucu, 2022, pp. 95-96).

Especially in the digital age, crises are increasingly accompanied by "infodemics" and the spread
of misinformation, making it more difficult for citizens and crisis response institutions to achieve Shared
Situational Awareness (Shahbazi & Bunker, 2023, p. 1). This is because crises are events with social and
political psychological factors and consequences. According to Hermann, crises have three common
characteristics: they cause perceptions of threat, create time pressure, and are unexpected (Hermann,
1963, p. 64). According to Habermas, moments of crisis represent a failure in which beliefs in leadership,
social order, and traditional values are questioned; as a result, the masses can become ungovernable,

making it more difficult to control and prevent social conflict (O'Connor, 1987, p. 3). From a socio-political
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perspective, whether the event is a mining accident, an oil spill, or a scandal—regarded as a crisis—all
crises are perceived as "a breakdown in the social construction of reality." In other words, a crisis is the
product of a disruption in collective meaning-making (Turner, 1976 cited in Pearson & Clair, 1998, p. 7).
Indeed, an event becomes a crisis when a sufficient number of people perceive it as such, and as a result,
social order, unity, and shared values and beliefs may fade, leading to increased individualism,

disobedience, and violence.

On the other hand, the harms caused by structured information are drawing increasing attention
with each passing day. While the world faces interconnected crises such as war, climate change, and
pandemics, the explosion of misinformation and disinformation has weakened public deliberations and
shaken confidence in science (Nobel Prize Summit, 2023). Additionally, during times of crisis, the flow of
information accelerates, and there is greater exposure to structured information (Dezenformasyonla
Mlcadele Rehberi, 2023, p. 66). The major earthquake that occurred on February 6, 2023, in Tirkiye,
affecting many provinces, and the manipulation activities experienced during the COVID-19 pandemic
serve as examples of this situation. During the pandemic, there was widespread disinformation globally,
and the World Health Organization labeled this situation as an "infodemic," thus underscoring that
structured information is as dangerous as the pandemic itself (Aydin, 2023, p. 2603). In this study, the
relationship between structured information and political crises has been evaluated as two-dimensional.
The first dimension is that structured information carries the momentum to deepen an existing crisis
situation. The examples mentioned above are instances of the first dimension. During moments of crisis,
structured information activities not only harm the flow of information but can also directly and
negatively affect crisis intervention processes. The structured information circulated aims to deepen the

crisis (Dezenformasyonla Miicadele Rehberi, 2023, pp. 67-68). These aims are:

= Tosteerindividuals' decisions by preventing access to accurate information regarding the extent and
scope of the crisis,

= to create a perception that the state is not capable of successfully intervening in the crisis, thus
fostering a sense of distrust among the public,

= to exploit fears and anxieties arising from chaos, thereby breaking societal resilience.
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Thus, today, combating structured information has become part of crisis management

processes.

The second dimension of the link between crises and structured information is that structured
information can directly play a source role. The events initially sparked in Kayseri and later spreading to
other cities, following the circulation of structured information about an incident that occurred on June
30, 2024—referred to as the “Kayseri Events” in the media—serve as an example of this situation
(Korkmaz, 2024). The alteration (structuring) of real information is one of the most successful
disinformation activities, as the most effective disinformation contains a certain degree of truth
(Dezenformasyonla Micadele Rehberi, 2023, p. 18). According to a statement by the Turkish Ministry
of Interior, approximately 343,000 posts related to the incident were made from around 79,000
accounts on the social media platform X. It was determined that 37% of these accounts were bots, and
68% of the posts were made for provocative purposes. Investigations were initiated for 63 accounts, and

10 individuals were referred to the prosecutor’s office (CNN Tirk, 2024).

On the other hand, like citizens, leaders can also be targets of structured information and may
be influenced by the psychological biases inherent in human nature. The lack of accurate information and
the inability to distinguish between truth and falsehood can have a decisive impact on decision-making
in general, and in crisis situations accompanied by time pressure, it can lead to dangerous outcomes. In
such cases, even though public discussions may focus on so-called fake news, the political and social
difficulty in distinguishing truth from structured information and correcting misinformation stems from

natural psychological biases (McDermott, 2019, p. 18).
CONCLUSION

Due to the intertwined nature of the definitions of disinformation and related concepts, and their
occasional interchangeability, this study refers to deliberately fabricated, decontextualized, or distorted
information used as a tool for manipulation as "structured information,” which is considered a more
inclusive umbrella term. Structured information continues to be a significant component of the great
struggle in the information society and the battle without borders. Therefore, countering structured
information is among the priorities of states. Due to the many conveniences, it offers, social media is the

most critical source through which structured information is circulated.
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In recent years, the field of psychology has become central in studies aimed at understanding
why and how structured information spreads. In Tlrkiye, however, studies focusing on the psychological
aspect of the issue are limited. This study also aims to contribute to this limitation. In the study,
structured information was evaluated from a socio-psychological and political psychological perspective.
The interaction of the concept with political crises, which are similarly socio-psychological and political

psychological phenomena, was also discussed.

In addition to the social psychological ripple effect of disinformative content, it should also be
focused on deforming the trust in the truth with the audience it affects. The fact that structured
information that appeals to emotions is more popular than rational content is based on the fact that the
masses do not accept to be on the wrong/incorrect/incomplete/flawed side. It can be said that the most
determining psychological factor behind the dissemination of structured information is prejudices. In the
context of political psychology, it can be said that users/viewers/listeners are politically and ideologically
distant from structures with which they disagree and prefer structured information against these
structures. In chaotic environments caused by political crises, individuals do not operate confirmation
mechanisms with emergency effect and accordingly tend to lynch and harm different political views and

actors.

Although both state institutions and academics continue to develop various methods, including
the use of artificial intelligence, to combat structured information, the problem remains serious and
continues to harm societies. Of course, the biggest duty and responsibility for combating structured
information falls on the user/viewer/listener. The efforts of individuals to access the truth will

organically block structured information.

On the other hand, one of the features of the post-truth era is that people tend to choose their
own truth over objective realities. This situation, which reflects the distinctive reality of the post-truth
era, facilitated by developments in communication technologies, continues to be one of the factors that
help structured information achieve its goal. Including this situation, the failure to resolve the problem

globally highlights the need for a better understanding of its reality.

Both governments and users have critical responsibilities in combating disinformation on all

media platforms. In this process, all stakeholders should build a unity of discourse and action with the
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support of civil society organisations, associations, think tanks and trade unions. In order to combat
structured information disseminated through mass media, attention should be paid to the following
issues: Users should increase their knowledge and practice of technology and media literacy. In
particular, users should have a septic attitude towards the content on social media. In order to
understand whether the news, content, photos and videos on social media have a structured content or
not, it is necessary to check the source first and look at who shared that information/content. After the
title of the news, itis important to examine the details underneath and read the subheadings. The author
of the news/content and its reliability should be questioned. The date of all content should be checked.
Care should be taken as an old dated post/photo/video can be presented as if it is up-to-date. It should
be investigated whether there is evidence, statistics or data supporting the content. Users should be
self-critical while following the news and get rid of their prejudices and stereotypes. They should put
aside their prejudices towards some media organisations, online news sites and social media
phenomena. Social media users should follow verification organisations, follow national and
international verification mechanisms and check the news and content disseminated especially in times
of crisis from different sources. In addition, images in news and content on critical issues should be
verified. Images should be tested by searching in search engines and their dates should be examined.
Finally, parody and sponsored advertisements produced by accounts with high followers for
entertainment and interaction purposes should not be taken seriously and content and news that are

not absolutely sure of their accuracy should not be shared on social media.

States should update their anti-disinformation legislation and take legal measures against the
production and dissemination of fake news and manipulative content and images. States should also
hold social media platforms accountable and take measures to restrict and, if necessary, close accounts
that produce and disseminate disinformation. In addition, states should prevent this issue from
becoming widespread through deterrent penalties for disinformative content. In order to curb
disinformation, the public authority should make a statement as soon as possible through the correct
communication channel. Uncertainty should never be allowed to occur in the crisis environment created
by fake news and structured information. Otherwise, erroneous content will spread very quickly. Public
institutions should raise awareness of young people through reputable and recognised social media

influencers and provide awareness training on social media literacy. All these measures and the level of
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awareness will prevent the spread of structured information in times of political crisis and contribute to

the resilience of the fragile psychology of the masses.

Structured information can both cause a crisis on its own and be used to deepen the effects of
an existing crisis, leading to polarization and fractures in society, making societies more exposed to
structured information during times of crisis. This situation holds an important place within the broad
spectrum of political crises. Itis considered that this study, along with future studies in the same context,
will help raise awareness in society, including among those in leadership, and contribute to the

development of methods to combat structured information.
GENISLETILMIiS OZET

21.yuzyihn enformasyon, iletisim ve medya ekosisteminde “hibrit savas” ve onun potansiyel hali
olarak ifade edilebilecek “hibrit tehdit” kavramlan ilk kez 2002 yilinda bir yiksek lisans tezinde
kullanilmis, 2007 yilinda ise Hoffman tarafindan, 2006 yilinda Hizbullah'in israil'e karsi kullandigl —
konvansiyonel olandan farkli- savag yontemlerini betimlemek icin kullanilmasiyla popilerlik kazanmistir
(Hoffman, 2007). Hibrit kavrami 2024 yili itibariyla semantik olarak daha kapsayici bir kavram olarak
kabul edilen sinirsiz savas kavramiyla ifade edilmektedir (Gezer & Kdsen, t.y). Dezenformasyon ve tirevi
diger kavramlar ise glinimiz dinyasindaki teknolojik gelismelerle, sinirsiz savaslarin genis

spektrumunda onemli bir unsur olarak karsimiza gikmaktadir.

Dezenformasyon ve tirevi kavram ve tanimlarin i¢ ice gecmis olmalar ve zaman zaman
birbirlerinin yerine kullanilabiliyor olmalari nedeniyle bu ¢alismada, manipllasyon amaciyla bir arag
olarak kullanilan, kasith olarak uydurulmus, baglamindan kopariimig veya tahrif edilmis bilgilerden,
kapsayici bir cati kavram olacag degerlendirilen "yapilandinlmis bilgi" olarak bahsedilmistir.
Yapilandiriimig bilgiler bilgi toplumunun blyiik miicadelesi ve sinirlari olmayan savasin 6nemli bir bileseni
olmaya devam etmektedir. Dolayisiyla yapilandinlmis bilgiyle micadele devletlerin oncelikleri
arasindadir. Yapilandiriimig bilgiyle micadelede hem devlet kurumlari hem de akademisyenler yapay
zeka dahil olmak tzere teknolojik imkanlar da kullanarak cesitli yontemler gelistirmeye devam etse de
sorun ciddiyetini korumaya ve toplumlara zarar vermeye devam etmektedir. Caligmada deginildigi Gzere,
sorundan istatistiki olarak daha fazla etkilenen ulkeler soz konusudur. 2023 yilinda, Cumhurbaskanlig

lletisim Baskanlig tarafindan yayimlanan Dezenformasyonla Miicadele Rehberi'ne gére Tiirkive bu
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tlkelerden biridir. Dolayisiyla Tirkiye yapilandinlmis bilgiyle miicadele icin yapilan calismalarin 6zenle

surdurilmesi gereken tlkelerdendir.

Yapilandirilmis bilginin cok hizli sekilde yayilmasini ve kabul edilmesinin arkasindaki psikolojik
nedenlere yonelik calismalar dinya literatirinde artmaya devam ederken, Tirkge literatiirdeki
calismalar sinirhdir. Bu calisma ile bu sinirihiga bir katkida bulunmak amaclanmistir. Calisma,
yapilandinlimisg bilginin insan davranisini nasil etkiledigi ve neden/nasil yayildigini tartismaktadir. Bu
nedenle calismada yapilandinimig bilginin hedef kitledeki karsiigini anlamak icin sosyal psikolojik ve
politik psikolojik nedenler irdelenmistir. Ayrica bu nedenlerle, yapilandiriimig bilginin siyasi krizler de dahil

olmak uzere ciddi sonuglari olabilecegi tartisilmistir.

Makalede gerekli tanimlamalar yapildiktan sonra sirasiyla, yapilandinimis bilginin sosyal
psikoloji, politik psikoloji ve siyasi krizlerle olan iligkisini ortaya koymak amaclanmaktadir. Bu amag
dogrultusunda “Yapilandirilmis bilgi pratikte insan davranislarini neden ve nasil sekillendirmektedir?”
sorusuna cevap aranmaktadir. Calismada nitel arastirma yontemi kullanilarak literatir taramasi
tekniginden istifade edilmekte ve betimsel bir analiz gerceklestiriimektedir. Teorik dayanak acisindan
dezenformasyon streclerinin Tirkiye’den ve dinyadan giincel érneklerle neden ve nasil kritik sonuglar
dogurabilecegi tartigiimistir. Hem Tirkge hem de yabanc literatlirde yapilandirnimig bilginin sosyal
psikoloji, politik psikoloji ve siyasi krizlerle iligkisini inceleyen bir yayin olmamasi bu makaleyi 6nemli
kilmaktadir. Bu baglamda cevap Uretilmesi hedeflenen arastirma sorularini su sekilde siralamak

mumkunddr:
AS 1) Yapilandinlmis bilgi ile sosyal psikoloji hangi cercevede bulusmaktadir?
AS 2) Yapilandinlmis bilgi ile politik psikolojinin kesisim noktasi nasil tanimlanabilir?
AS 3) Yapilandinlmis bilginin siyasi krizlerdeki rolii ve etkisi nasil betimlenebilir?

Glndmuzde hibrit savas, hedefi zayiflatmak veya zarar vermek amaciyla yurutilen eylemleri
ifade etmekte ve vyaniltici bilgilendirme, siber saldin, ekonomik baski, dlzensiz silahli gruplarin
konuslandirilmasi ve dizenli kuvvetlerin kullanilmasi gibi unsurlar —genellikle bir arada kullaniimasini-

ifade etmektedir (Dupuy, Nussbaum, Butrimas & Granitsas, 2021).
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Yasadigimiz cag hakikat otesi olarak adlandinimaktadir. 2016 yilinda Oxford Universitesi
tarafindan yilin kelimesi segilen hakikat 6tesi, nesnel gergeklerin, kamuoyunu sekillendirmede duygulara
ve kisisel inanca hitap etmekten daha az etkili oldugu durumlarla ilgili veya bunlari ifade eden bir kavram
olarak tanimlanmistir (Oxford Languages, 2016). Rand Corporation tarafindan 2018 yilinda yayimlanan
gerceklerin ve analizin azalan rolinin incelendigi bir raporda hakikatin ¢lirimesine katkida bulunan dort

temel etkenden bahsedilmektedir (Kavanagh & Rich, 2018, s. 79). Bunlar;

= Biligsel islem ve onyargilar

= Sosyal medyanin yikselisi ve medya endistrisinin dontisimu de dahil olmak tzere bilgi sistemindeki
degisiklikler

= Egitim sistemine yonelik taleplerdeki rekabet

= Siyasi ve sosyodemografik kutuplagsma olarak siralanmistir.

Yapilandirilmis bilgi, askeri, siyasi veya ekonomi alanlarina yonelik olabilir ve bu durum insanlar
icin veni bir olgu degildir. Ornegin, 1835 yilinda The Sun gazetesi, satislarini artiracak sansasyonel bir
hikaye olan “Ay’'da yasam oldugu” iddiasiyla ilgili, sonrasinda “Bilyiik Ay Aldatmacasi” olarak anilan, hayal

uriind 6 makale yayinlamistir (Thornton, 2000, s. 1).

Ecker ve digerleri, biligsel ve sosyo-duygusal olmak Gzere iki itici glictin yanhs bilgiye inanmaya
neden olacagini ifade eder (Ecker, Lewandowsky, Cook, Schmid, Fazio, Brashier, Kendeou, Vraga &
Amazeen, 2022, s. 15). Bahsi gecen bilissel etkenler; sezgisel diistinme, biligsel basarisizliklar ve yaniltici
gerceklerdir. Buna gore sezgisel disinme: Analitik diustinme ve/veya mizakere eksikligi; biligsel
basarisizliklar: Kaynak ipuglarini veya bilgileri ihmal etmek, kaynagi veya karsit kanitlar unutmak; yaniltici
gercek: Asinalik, akicilk ve tutarhlik etkenlerinden olusur. Diger yandan sosyo-duygusal etkenler ise
kaynak ipuglari, duygu ve diinya goruslerinden olusmaktadir. Buna gore kaynak ipuglarr: elitler, grup ici
etkenler ve albeni durumu; duygu: duygusal bilgi ve duygu durumu ve diinya gorusleri ise: kisisel gorusler
ve partizanlik 6gelerinden olusmaktadir. Hakikat otesi cagda objektif olarak kabul edilen bilgiler yerine,
duygularing, kisisel ¢ikar ve inanglarina hitap eden bilgilere inanma durumu sosyo-duygusal etmenlerin
onemini ortaya koymaktadir. Nitekim arastirmalar, duygusal veya sansasyonel olan hikayelerin —
muhtemelen mezenformasyon iceren hikayelerin- daha az duygusal, daha az sansasyonel hikayelere

gore cok daha genis bir sekilde paylasildigini gostermektedir (Stengel, 2019, s. 296). Buna gore, glinimuiz
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diinyasinin ozellikle dijital haber akisina disecek hikayeleri diizenleyen algoritmalar hikayenin ne dlctide
viral olduguna ve paylasiima oranina gore calismaktadir. Duygulara hitap ederek biligsel yanilsamalara
neden olan bu anlatilar, gercek ve dogru haberlere erisimi ve bunlarin etkisini azaltmaktadir. Bu durum
da duygulara hitap eden yapilandinlmis bilginin daha gticlt bir ivmeyle yayilacagi anlamina gelecektir. Bu
nedenle yanhg bilgilendirmeye karsi etkili mudahaleler gelistirmek altta yatan psikolojiyi anlamaya

baglidir (Greifeneder, Jaffé, Newman & Schwarz, 2021, s. 1).

Bireyler rutin olarak dnceden sahip olduklari inanglara uygun icerikleri tiketmeyi tercih etmekte
ve boylece literatuirde siklikla kullanilan yanki odalarina dahil olmaktadirlar. Yapilan kontrollt deneylerde
katihmallarin gtindemi kendi siyasi gorusleriyle uyumlu yayin organlarindan takip etme egiliminde oldugu
tespit edilmistir (Munson & Resnick, 2010, s. 1). Diger yandan sosyal medya kullanicilar tizerinde yapilan
bir arastirma; “...kullanicilarnin cogunlugunun yanlis bilgi ya da yalan haber paylastigini diistindigu kisi ya
da hesaplarn, tanidigi/tanimadigi veya politik yakinhigl olan/olmayan seklinde bir ayrima gore
degerlendirdigini, yakinlik duydugu kisi ve hesaplara daha toleransli davrandigini, kisisel ya da politik
olarak uzak oldugu kullanicilardan gelen mesajlari gormezden gelmeye ve engellemeye yonelik
eylemlerde bulundugunu” ortaya koymustur (Akyiz & Akpinar, 2023, s.158). Bu durum hem politik
psikolojik kutuplagmanin hem de sosyal kimlik teorisinde bahsi gecen sosyal aidiyetin "politik aidiyet”

olarak tezahurudr.

Ozellikle dijital cagda, krizlere giderek daha fazla yanlis bilginin yayilmasi eslik etmekte, bu da
vatandaslar ve krize miidahale eden kurumlar arasinda ortak durumsal farkindalik elde etme ¢abalarini
zorlastirmaktadir (Shahbazi & Bunker, 2023, s. 1). Clinku krizler sosyal ve politik psikolojik etken ve
sonuclari olan olaylardir. Krizlerin stres, korku gibi psikolojik etkilerine deginen Hermann'a gore krizlerin
ortak l¢ ozelligi, tehdit algisina ve zaman baskisina neden olmalari ve beklenmedik olmalaridir (Hermann,
1963, s. 64). Habermas'a gore ise kriz anlari liderlige, toplumsal diizene ve geleneksel degerlere olan
inanclarin sorgulandig bir basarisizlik durumudur; bu nedenle kitleler yonetilemez hale gelebilmekte ve
sosyal catismanin kontroll ve onlenmesi zorlagmaktadir (O'Connor, 1987, s. 3). Sosyo-politik perspektife
gore bir maden kazas, petrol sizintisi ya da bir skandal -kriz olarak degerlendirilen olay ne olursa olsun-
tim krizler gercekligin sosyal insasinda bir ¢okls olarak algilanmaktadir, yani aslinda kriz kolektif

anlamlandirmadaki bu bozulmanin bir Grintdir (Turner, 1976 akt. Pearson & Judith, 1998, s. 7).
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Diger yandan yapilandiriimis bilginin zararlari her gecen gtin daha cok dikkat cekmektedir. Dinya
savas, iklim degisikligi, pandemi gibi birbiriyle baglantili krizlerle karsi karsiyayken, yanlis bilgi ve
dezenformasyon patlamasi kamu miizakerelerini zayiflatmis ve bilime olan giiveni sarsmistir (Nobel Odiil
Zirvesi, 2023). Ayrica kriz donemlerinde, bilgi akisi hizlanmakta ve yapilandiriimis bilgiye daha fazla
maruz kalinmaktadir (Dezenformasyonla Miicadele Rehberi, 2023, s. 66). 6 Subat 2023 tarihinde
Turkiye'de gerceklesen, 11 ili etkileyen blyik deprem ve Covid-19 salgini sirecinde tecriibe edilen
manipulasyon faaliyetleri bu duruma ornek teskil etmektedir. Pandemi sirecinde diinya genelinde bir
dezenformasyon yasanmis, Diinya Saglk Orgiitli bu durumu infodemi olarak isimlendirmis, béylece
yapilandiriimis bilginin salginin kendisi kadar tehlikeli oldugunun altini gcizmistir (Aydin, 2023, s. 2603). Bu
calismada yapilandinimis bilgi ve siyasi krizler arasindaki iligkinin iki boyutlu oldugu degerlendirilmistir.
Bunlardan ilki yapilandirilmis bilginin halihazirda ortaya ¢ikmis olan kriz durumunu derinlestirebilecek bir
ivmeyi blinyesinde barindirmasidir. Yukarida bahsedilen ornekler birinci boyutun &rnekleridir. Kriz
anlarinda yapilandinlmis bilgi faaliyetleri bilgi akisina zarar vermekle kalmayip krize midahale sireglerini
dogrudan ve olumsuz yonde etkileyebilmektedir. Dolagima sokulan vyapilandinlmis bilgi, krizi

derinlestirmeyi amaglamaktadir (Dezenformasyonla Micadele Rehberi, 2023, ss. 67-68). Bu amaglar:

= Krizin boyutu ve kapsami hakkinda dogru bilgiye erisilmesini engelleyerek bireylerin kararlarini
yonlendirmek.

= Devletin krize midahalede basarili olabilecek kapasitede olmadigr algisini olusturarak, kamuoyunda
glvensizlik hissiyati olusturmak.

= Kaostan faydalanarak korku ve endigeleri somurmek, boylece toplumsal direnci kirmak.

Dolayisiyla gliniimuzde, krizlerle micadele sireclerine yapilandiriimis bilgi ile miicadele sirecleri
de eklenmis durumdadir. Diger yandan hakikat o6tesi cagin oOzelliklerinden biri insanlarin objektif
gerceklikler yerine kendi dogrusunu secme egiliminde olmasidr. iletisim teknolojilerindeki gelismelerle
hakikat otesi cagin belirgin gercekligini yansitan bu durum, yapilandirlmisg bilginin amacina ulagmasinda
kolaylastirici etkenlerden olmay siirdirmektedir. Bu durum dahil olmak tzere, sorunun evrensel capta
¢ozume kavusturulamamig olmasi, gercekliginin daha iyi kavranmasinin gerekliligini ortaya koymaktadir.
Bu baglamda son yillarda yapilandiriimig bilginin neden ve nasil yayildigini anlamaya yonelik calismalarda

psikoloji alani odaga oturmaktadir. Bu calisma ve ileride ayni baglamda yapilabilecek diger ¢alismalarin,
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yonetenler dahil olmak Uzere toplumdaki farkindaligin artmasina fayda saglayacag, ayrica

yapilandinlmis  bilgiyle  micadele  yontemlerinin  gelistirilmesine  katkida ~ bulunacag

degerlendirilmektedir.
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