Related Dynkin games for doubly reflected BSDEs under weak assumptions
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Abstract: We take the results of existence and uniqueness of the solution for doubly reflected backward stochastic differential equations (BSDEs in short) proved recently by Hassairi in [7], we study its connection with Dynkin games problem under very weak assumptions. We show in the present paper that this differential game have a value function and a saddle point.
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1 Introduction

The Dynkin game problem has been largely studied in the literature. The first results ([1],[2]) were obtained under the Mokobodzki’s condition which says that the payoffs are separated by the difference of two nonegative finite supermartingales. To verify Mokobodzki’s condition in practice appears as a difficult question.

We recall that it is well known that BSDEs with two reflecting barriers are connected with zero-sum Dynkin games because the solution of such BSDE provides the value function and the saddle point of the associated game. However the known results, the data are supposed to be square integrable or $L^p$-integrable with $p \in (1,2)$ (see for [4,6]), which is restrictive. So if we assume only the $L^1$-integrability, and this is the novelty of this work, our result enlarge the class of data for which the Dynkin game has a value and a saddle point. Our work is strongly linked with the results obtained in [7] where the author assumed that the data are just integrable and that the solution of BSDE obtained is continuous and belongs to class $D$.

This paper is organised as follows: In section 2, we introduce some notations used in the rest of the paper and recall the known results proved in [7]. In section 3, under the integrability on the data we prove that the Dynkin game associated has a value function which represents the solution of the doubly reflected BSDE and a saddle point.

2 Main assumptions and known results

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a probability space such that $(\mathcal{F}_t^0 := \sigma\{B_s, s \leq t\})_{t\leq T}$ be the natural filtration of $B = (B_t)_{0\leq t\leq T}$ a standard $d$-dimensional Brownian motion, while $(\mathcal{F}_t)_{t\leq T}$ is the completed filtration of $(\mathcal{F}_t^0)_{t\leq T}$ with the $\mathbb{P}$-null sets of $\mathcal{F}$, therefore $(\mathcal{F}_t)_{t\leq T}$ is right continuous and complete. We denote by $\mathcal{P}$ the $\sigma$-algebra of $\mathcal{F}_t$-progressively measurable sets on $[0, T] \times \Omega$ and finally $\mathcal{F}$ is the space of all $\mathcal{F}_t$-stopping times $\tau \in [0, T]$, $\mathbb{P} – a.s.$
A zero-sum Dynkin game on \([\tau, T]\), where \(\tau\) a stopping time, is a differential game on stopping times between two players \(p_1\) and \(p_2\) whose advantages are opposed. In other words, when \(p_1\) (resp. \(p_2\)) decides to stop the game at the stopping time \(\nu\) (resp. \(\sigma\)), then \(p_1\) pays to \(p_2\) an amount denoted \(J_\tau(\nu, \sigma)\). For more details, one can see [5].

**Lemma 1.** The study of zero-sum Dynkin games contains two principles points.

(i) the Dynkin game have a value function on \([\tau, T]\) i.e.

\[
\sup_{\sigma} \inf_{\nu} J_\tau(\nu, \sigma) = \inf_{\nu} \sup_{\sigma} J_\tau(\nu, \sigma)
\]  

(ii) the Dynkin game have a saddle point, that is, there exists a couple of stopping times \((\nu_\tau, \sigma_\tau)\) which verifies

\[
J_\tau(\nu_\tau, \sigma) \leq J_\tau(\nu, \sigma_\tau) \leq J_\tau(\nu_\tau, \sigma_\tau).
\]

We will consider the same notations as in [7] for the coherence of the paper. Let \(f(\tau, \omega, y, z, \xi), L\) and \(U\) be our set of data which satisfy the following assumptions.

An \(\mathbb{R}\)-valued process \(f := (f_t)_{t \leq T}\) which belongs to \(L^1([0, T] \times \Omega, dt \otimes d\mathbb{P})\) such that.

(i) \(f\) is Lipschitz in \((y, z)\) uniformly in \((t, \omega)\), i.e., there exists a constant \(\kappa\) such that for any \(t, y, y', z, z'\),

\[
\mathbb{P} - a.s., \ |f(t, y, z) - f(t, y', z')| \leq \kappa(|y - y'| + |z - z'|);
\]

(ii) \(\mathbb{P} - a.s., \ \forall r > 0, \ \int_0^T \sup_{|s| \leq r} |f(s, y, 0) - f(s, 0, 0)| ds < +\infty.
\]

(iii) There exist two constants \(\gamma \geq 0, \alpha \in [0, 1]\) and a nonnegative progressively measurable process \(g\) such that

\[
\mathbb{E}[\int_0^T g_t ds] < +\infty \quad \text{and} \quad |f(t, y, z)| \leq \gamma(g_t + |y| + |z|)^\alpha, \ \forall t \in [0, T], y \in \mathbb{R} \ \text{and} \ \z \in \mathbb{R}^d.
\]

\(\xi\) is an \(\mathbb{R}\)-valued, \(\mathcal{F}_T\)-measurable random variable such that \(\mathbb{E}[|\xi|] < +\infty,\)

\(L\) and \(U\) are continuous, \(\mathcal{P}\)-measurable, of class \(\mathbb{D}\) and satisfying.

\[
\mathbb{P} - a.s., \ \forall t < T, \ L_t < U_t \ \text{and} \ \limsup_{T \to +\infty} L_T \leq \xi \leq U_T.
\]

Let us now recall the definition of the notion of a \(\mathbb{D}\)-solution of the doubly reflected BSDE associated with \((f, \xi, L, U)\) considered in [7] in the following result.

**Lemma 2.** Under the above assumptions on \((f, \xi, L, U)\), a solution for such an equation is a quadruple of processes \((Y, Z, K^+, K^-) := (Y_t, Z_t, K^+_t, K^-_t)_{t \leq T}\) \(\mathcal{P}\)-measurable with values in \(\mathbb{R}^{1+d+1+1}\) such that.

\[
\begin{aligned}
Y_t &\in \mathbb{D} \text{ and continuous}, Z_t \in \mathcal{A}^0 \text{ and } K^\pm \in \mathcal{C}_t, \\
Y_t &= \xi + \int_0^T f(s, Y_s, Z_s) ds + (K^+_t - K^-_t) - \int_0^T Z_s dB_s, \ \forall t \in [0, T] \\
L \leq Y \leq U \text{ and } \int_0^T (Y_s - L_s) dK^+_s = \int_0^T (U_s - Y_s) dK^-_s = 0, \ \mathbb{P} - a.s.
\end{aligned}
\]

where for \(\beta \in (0, 1]\), \(\mathcal{A}^\beta\) be the set of \(\mathcal{F}_t\)-predictable processes \((X_t)_{t \in [0, T]}\) with values in \(\mathbb{R}^d\) such that

\[
\|X\|_{\mathcal{A}^\beta} = \mathbb{E}[\left(\int_0^T |X_s|^2 ds\right)^{\beta/2}] < +\infty.
\]
If $\beta = 1$, $\mathcal{M}^{\beta}$ (i.e. $\mathcal{M}^1$) is a Banach space endowed with this norm and for $\beta \in (0, 1)$, $\mathcal{M}^\beta$ is a complete metric space with the resulting distance.

$\mathcal{M}^\beta$ is the set of $\mathcal{P}$-measurable processes $Z := (Z_t)_{t \leq T}$ with values in $\mathbb{R}^d$ such that $\int_0^T |Z_t(\omega)|^2 \, ds < \infty$, $\mathbb{P}$-a.s. and $\mathcal{C}_t$ is the set of $\mathcal{F}_t$-adapted continuous non-decreasing processes $K := (K_t)_{t \in [0, T]}$ such that $K_0 = 0$ and $K_T < \infty$, $\mathbb{P}$-a.s.

We say that a $\mathcal{P}$-measurable process $X := (X_t)_{t \in [0, T]}$ belongs to class $\mathbb{D}$ if the family of random variables $\{X_\tau, \tau \in \mathcal{F}\}$ is uniformly integrable. In ([3], pp.90) it is observed that the space of continuous (càdlàg) $\mathcal{F}_t$-adapted processes from class $\mathbb{D}$ is complete under the norm

$$
||X||_1 = \sup_{t \in \mathcal{F}} \mathbb{E}[|X_t|].
$$

### 3 Connection with BSDEs

Let us consider the zero-sum Dynkin game on $[\tau, T]$ associated with $(f, \xi, L, U)$ where the payoff after $\tau$ is given by:

$$
J_\tau(v, \sigma) = \mathbb{E}\left[\int_{\tau}^{\min(\nu, T)} f(s, Y_s, Z_s) \, ds + L_\sigma \mathbb{1}_{[\nu < \gamma]} + U_\nu \mathbb{1}_{[\nu \geq \gamma]} \mathbb{1}_{[\nu = \gamma = T]} \big| \mathcal{F}_\tau \right],
$$

where $\nu$ and $\sigma$ are two stopping times. The value function of such game is an $\mathcal{F}_t$-adapted process $Y_t$ such that $\mathbb{P}$ -- a.s., $\forall t \in [\tau, T],

$$
Y_t = \text{ess } \inf_{v \in \mathcal{J}} \text{ ess } \sup_{\sigma \in \mathcal{J}} J_t(v, \sigma) = \text{ ess } \sup_{\sigma \in \mathcal{J}} \text{ ess } \inf_{v \in \mathcal{J}} J_t(v, \sigma),
$$

where $\mathcal{J}$ is the set of stopping times that take values in $[\tau, T]$. The random variable $Y_\tau$ is called the value of the zero-sum Dynkin game on $[\tau, T]$.

Using the notion of local solution mentioned in [7], let $(Y_t, Z_t, K_\tau^+, K_\tau^-)_{t \leq \gamma}$ be a local solution on $[\tau, \gamma]$ for the doubly reflected BSDE. Let $(v_\tau, \sigma_\tau)$ the couple of stopping times defined as follows:

$$
v_\tau = \inf \{ s \geq \tau, Y_s = U_\tau \} \wedge T \quad \text{and} \quad \sigma_\tau = \inf \{ s \geq \tau, Y_s = L_\tau \} \wedge T.
$$

In the following result we give some feature, which is fairly not known, of the value function of Dynkin game.

**Theorem 1.** If $\max\{v_\tau, \sigma_\tau\} \leq \gamma$ then

$$
J_\tau(v_\tau, \sigma) \leq J_\tau(v_\tau, \sigma_\tau) = Y_\tau \leq J_\tau(v, \sigma_\tau),
$$

for any two stopping times $v$ and $\sigma$. Therefore $Y_\tau$ is the value function of the zero-sum Dynkin game on $[\tau, T]$ and $(v_\tau, \sigma_\tau)$ is a saddle point for the game.

**Proof.** Thanks to the continuity of the process $Y$ on $[\tau, \gamma]$ and $\max\{v_\tau, \sigma_\tau\} \leq \gamma$ then $Y_{v\tau} = U_{v\tau}$ on the interval $[v_\tau < \gamma]$ and $Y_{\sigma_\tau} = L_{\sigma_\tau}$ on the interval $[\sigma_\tau < \gamma]$. The rest of the proof is classical (one can see [5]) and based on the existence of the solution for the doubly reflected BSDE then our desired result is a direct consequence of theorem 4.1 in [7]. □
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