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In the financial sector, as past economic and social events have shaken trust, this trust is being regained through 
the internet and computer technologies. Emerging in the 19th century, financial technology has led to a new 
economic understanding with digital money and especially bitcoin. The decentralized structure of bitcoin and 
the encryption systems used for security play an important role in preventing fraud and have become the center 
of attention of investors. As its value has increased, studies on price predictions have naturally increased. This 
study aims to predict the impact of data obtained from digital economy news sites on bitcoin price using natural 
language processing and machine learning techniques. In line with this goal, text vectorization was performed 
with the TF-IDF statistical method. Synthetic Minority Oversampling Technique (SMOTE) was applied to eliminate 
the imbalance in the vectorized data set. Classification models such as Logistic Regression, Decision Trees, 
Random Forest, Support Vector Machines, K-Nearest Neighbor, Extra Trees, Bernoulli Naive Bayes and Multilayer 
Perceptron were applied to the obtained output. 
According to the results of the performance of different machine learning models in predicting the direction of 
bitcoin price fluctuation, the Extra Trees Classifier model showed the highest performance with an Accuracy of 
86.71%, recall of 86.71%, precision of 86.99% and F1 score of 86.59%. 
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Makine Öğrenimi Modelleri Kullanarak Bitcoin Fiyat Yönünü 
Tahmin Etme  

ÖZ 
Finans sektöründe, geçmişte yaşanan ekonomik ve sosyal olaylar güveni sarsarken, internet ve bilgisayar 
teknolojileri sayesinde bu güven yeniden kazanılıyor. 19. yüzyılda ortaya çıkan finansal teknoloji, dijital para ve 
özellikle bitcoin ile yeni bir ekonomik anlayışa yol açmıştır. Bitcoin'in merkezi olmayan yapısı ve güvenlik için 
kullanılan şifreleme sistemleri dolandırıcılığın önlenmesinde önemli rol oynamış ve yatırımcıların ilgi odağı haline 
gelmiştir. Değeri arttıkça fiyat tahminleri üzerine yapılan çalışmalar da doğal olarak artmıştır. Bu çalışma, dijital 
ekonomi haber sitelerinden elde edilen verilerin bitcoin fiyatı üzerindeki etkisini doğal dil işleme ve makine 
öğrenmesi tekniklerini kullanarak tahmin etmeyi amaçlamaktadır. Bu hedef doğrultusunda TF-IDF istatistiksel 
yöntemi ile metin vektörleştirmesi yapılmıştır. Vektörleştirilen veri setindeki dengesizliği gidermek için Sentetik 
Azınlık Aşırı Örnekleme Tekniği (SMOTE) uygulandı. Elde edilen çıktılara Lojistik Regresyon, Karar Ağaçları, 
Rastgele Orman, Destek Vektör Makineleri, K-En Yakın Komşu, Ekstra Ağaçlar, Bernoulli Naive Bayes ve Çok 
Katmanlı Perceptron gibi sınıflandırma modelleri uygulanmıştır. 
Farklı makine öğrenimi modellerinin bitcoin fiyat dalgalanmasının yönünü tahmin etmedeki performans 
sonuçlarına göre, Ekstra Ağaçlar Sınıflandırıcı modeli %86,71 Doğruluk, %86,71 hatırlama, %86,99 kesinlik ve 
%86,59 F1 puanı ile en yüksek performansı göstermiştir. 

Anahtar Kelimeler: Yapay Zeka, Bitcoin, Makine Öğrenimi, Doğal Dil İşleme, Borsa, Kripto 

a  20239257006@cumhuriyet.edu.tr  ORCID: 0009-0008-5822-3393 b  hakankekul@cumhuriyet.edu.tr ORCID: 0000-0001-6269-8713 

How to Cite: Açı T, Kekül H (2024) Predicting Bitcoin Price Direction Using Machine Learning Models, Journal of Engineering Faculty, 2(2): 205-213 

http://cumfad.cumhuriyet.edu.tr/
https://orcid.org/0000-0001-6269-8713
http://creativecommons.org/licenses/by-nc/4.0/


Açı et al. / Journal of Engineering Faculty, 2(2): 205-213, 2024 

206 

Introduction 

Economic events and phenomena in the past have 
from time to time damaged the economy and the financial 
system and caused a loss of trust. This damaged sense of 
trust is intended to be regained with the help of internet 
and computer technologies, which are among the most 
important developments of today. Originating in the 19th 
century, financial technology, which means technological 
innovation in the field of finance, is the world's newest 
economic understanding.While trying to regain the 
damaged sense of trust with this understanding, digital 
money bitcoin, which has a system that will deeply shake 
the foundations of the economy, has emerged [1]. 

The idea of digital money is relatively new, but it has 
not been successfully implemented until recently[2]. The 
pioneer of cryptocurrencies within digital currencies is 
bitcoin. It is a decentralized system. That is, it is a digital 
currency that is not managed by a bank or government. 
Transactions are tracked and verified through a security 
system called encryption. In this way, negative situations 
such as fraud and fraud are prevented [3]. 

While the value of bitcoin, which is taking strong steps 
forward in the economic sector, is increasing day by day, 
the number of studies on future price prediction has also 
increased. In addition to being a source of information for 
a society, it has been determined that newspaper news, 
from which economic perception is obtained, has an 
impact on price forecasts [1]. With the development of 
the internet and technology, news and newspapers have 
been moved to digital platforms, increasing the ease and 
speed of access. 

Basically, in this study, the effect of the texts obtained 
from digital economy news sites on bitcoin price is tried to 
be predicted by using machine learning models with 
natural language processing techniques.  

The study seeks to answer the following research 
questions. 

R.Q. 1: Does news have an impact on predicting the 
direction of financial markets? 

R.Q. 2: Can natural language processing and machine 
learning algorithms predict the direction of financial 
market instruments? 

After this stage, the study is organized as follows. 
Section 2 presents a detailed analysis of the literature. The 
third section presents the proposed methodology. The 
fourth section presents the findings obtained. The study 
concludes with a discussion of the implications of the 
findings. 

Literature Review 

In recent years, when the demand for crypto assets 
has increased considerably, accurately predicting the 
cause of the asset's price movements and the direction of 
the price has become an important issue as it will realize 
the aim of reducing the risk of investors and providing 
more return. Although many studies have been conducted 
on this problem, its history is not old [4]. 

The effects of developments in computer and internet 
technologies on the economy have been previously 
analyzed in the literature. Over a period of 9 years, all 
news articles with positive or negative content published 
in 5 different newspapers were analyzed and associated 
with blockchain technology data. With the help of artificial 
neural network learning algorithm, the effects of news in 
national financial newspapers on bitcoin price are 
investigated. As a result, it is found that bitcoin news 
published in financial newspapers have a partial effect on 
price prediction. The study has become a reference for 
understanding the effects of Fintech innovations and 
artificial intelligence methods on the economy [1]. 

Some researchers believe that bitcoin and other 
cryptocurrencies could disrupt the way the traditional 
economy works. This is because blockchain technology 
completely eliminates the link between the financial 
authority and the banking sector. On the other hand, low-
cost transactions, limited supply, preference against 
fluctuations in national currencies, and the fact that it can 
be easily transferred to very distant borders have made 
bitcoin an important stakeholder of the economy in 
recent years[5]. As of October 2024, the supply of bitcoin 
circulating in the market is 19,774,818. Its maximum 
supply is 21,000,000 and its approximate value on 
29.10.2024 is 72,800 dollars. The market capitalization is 
$1,441,611,379,618 [6]. 

In a study on bitcoin price prediction, a correlation 
study was conducted on whether the price is correlated 
with the volume of tweets containing the bitcoin hashtag 
on twitter social media and web search media results. It 
was aimed to determine whether there is any relationship 
between the sentiment of tweets and the queries made 
by users on Google search engine and bitcoin price. In the 
first 3 months of 2015, the cross-correlation value 
between tweets, Google trends data on the same dates 
and bitcoin price was 0.64. This result confirms that tweet 
volumes and Google trends query volumes can predict 
bitcoin price fluctuations. As seen from the artificial neural 
network models and correlation results used in the 
studies, there was a positive relationship between the 
sentiment of tweets and bitcoin price[7], [8], [9], [10]. 

While econometric methods were frequently used in 
the past for stock market price prediction, machine 
learning methods, which have proven to be significantly 
more successful in recent years, are preferred. For this 
reason, the use of classical econometric methods has 
significantly decreased [11]. 

In studies measuring the reaction of markets to 
financial developments, it has been observed that 
financial markets react strongly to news about the legal 
status of cryptocurrencies. In addition to general bans on 
the use of bitcoin in financial transactions, markets were 
negatively affected by news that explicitly stated that 
cryptocurrencies would not be treated as currencies. On 
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the other hand, news about restrictions on the 
interoperability of cryptocurrencies with the financial 
system in the fight against terrorism and money 
laundering also negatively affects bitcoin and the crypto 
market[12]. 

There have also been studies that propose a hybrid 
model that combines sentiment analysis and machine 
learning to predict Bitcoin's price movements. 
Researchers have analyzed data from news articles and 
social posts with deep learning techniques and machine 
learning algorithms and achieved successful results[13], 
[14], [15], [16], [17]. 

In addition to social media platforms such as twitter, 
reddit, forums, etc., there are also studies on predicting 
the bitcoin price direction. Successful results have been 
achieved with the advantage of high compatibility 
between Google searches and reddit searches[18]. It has 
also been concluded that what is written in forums has a 
greater impact on bitcoin[19]. 

The widespread use of Bitcoin and the increasing 
speed of internet use in instant communication brings 

with it the necessity to predict future changes in finance. 
Determining the direction of Bitcoin's price fluctuations 
will become very important. In this study, which can be 
used as a guide for investors, text classification was 
performed using natural language processing methods 
and machine learning models on a dataset of news and 
headlines from five different international economic news 
sites and the direction of bitcoin price fluctuations was 
tried to be predicted. 

Methodology 

In recent years, text classification methods have been 
used to predict the direction of bitcoin price fluctuations. 
In this study, classification models such as Logistic 
Regression, Decision Trees, Random Forest, Support 
Vector Machines, Extra Tree Classifier, Multilayer 
Perceptron Classifier, Bernoulli Naive Bayes and K-Nearest 
Neighbor were applied. 

Figure 1. Model diagram 

Logistic Regression 
Although the Logistic Regression model resembles a 

model used for regression analysis, it is a supervised 
learning algorithm used for classification problems[20], 
[21]. 

Logistic regression calculates the probability of the 
dependent variable taking the expected value using 
independent variables. The Sigmoid Function in Figure 2 is 

 used for classification. It compresses the output value 
between 0 and 1. It may not give good accuracy when the 
training data is small[22]. 

Mathematical representation of Sigmoid Function: 

𝑆𝑆(𝑥𝑥) = 1
1+e−𝑎𝑎𝑎𝑎

(1) 

Figure 2. Sigmoid function graph 
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Decision Trees 
Decision trees are a type of machine learning model 

that helps identify patterns in data. In this model, decision 
nodes and leaf nodes are created based on the training 
data. The algorithm divides the dataset into small subsets 
based on different criteria. By drawing optimal lines, it 
divides the data into clusters that will move the data to 
the maximum data point. It is suitable for complex data 

sets and can overlearn if the maximum depth is not set 
well. As the decision tree gets deeper, it becomes more 
complex to compute. It often requires longer 
training times. It is insufficient in regression applications 
[20]. 

Figure 3. Decision Tree diagram 

 Random Forest 
The Random Forest model is a machine learning 

method used in both classification and regression 
problems. It has a working logic similar to the structure of 
Decision Trees. The data set is divided into random parts 
and decision trees are created. In the prediction phase, 
the predictions of these decision trees are averaged. The 
reason for using the Random Forest model in this study is 
that it largely avoids the problem of overfitting the 
previous data used during training[23]. 

Support Vector Machines 
Support Vector Machines originated in the field of 

statistical learning theory[24]. It produces a linear 

algorithm that generates a function to maximize the 
distance between classes. The class function is 
constructed using sample data on the edge of the 
class[25].  Creates a model that can predict class labels for 
a dataset with specified features. The data in the training 
set is expressed as a feature vector. Feature vectors are 
mapped to the feature space using the kernel function. A 
hyperplane that optimally separates the classes is created 
and tested [26]. 

K-Nearest Neighbor
K-Nearest Neighbor is a model that performs

classification by using the closeness of a given feature to 
another feature that is closest to it[27]. 

Figure 4. K-Nearest neighbor model 

As shown in Figure 4, the distance of the unknown sample 
point (green point) to three known and close points is 
examined. By verifying the distance of the known red 
point to the green point, it is inferred that the green point 
is also red. Commonly used distance measures are 

Euclidean distance, Manhattan distance and Minkovski 
distance[27]. 
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It is a different version of the random forest classifier. 
It is a machine learning model that makes predictions 
using an ensemble of decision trees. Due to its similarity 
with random forest, it often performs similarly or 
better[28]. 

In this model, which uses a simpler algorithm, nodes 
branch randomly instead of using a decision criterion to 
make the best split. While this method reduces complexity 
and processing overhead, it does not perform well when 
analyzing large datasets with high noise. From a statistical 
point of view, it usually increases bias and decreases 
variance[29]. 

Multilayer Perceptron Classifier 
It is one of the most widely used machine learning 

methods, especially in classification. The model uses a 
method called Delta Learning Rule. The purpose of this 
rule is to minimize the error between the desired output 
and the output produced in the network. It consists of 3 
layers: input layer, hidden layer and output layer. 
Information from the input layer is introduced to the 
network, reaches the output layer through hidden layers 
and is transferred to the outside world. In the model using 
the learning-by-training method, both examples and 
outputs generated from these examples are given to the 
network. The network produces solutions in the problem 
space using these examples[30]. 

Bernoulli Naive Bayes 
It implements naive Bayes classification algorithms 

designed for the case where each of the multi-class 
features is a binary (Bernoulli, boolean) variable. 
Therefore, the classifier requires feature vectors with 
binary values. Given other types of data, it can convert 
data to binary format depending on the binarize 
parameter. BernoulliNB can use word presence/absence 
vectors instead of word count vectors in text classification. 
BernoulliNB can perform better than the multinomial 
model, especially for data sets containing shorter 
documents[31]. 

Text Pre-Processing 
For the bitcoin price fluctuation direction prediction 

process by applying machine learning models using the 
texts in the text field in the dataset, the class data labeled 
in the dictionary structure in the sentiment column was 
parsed as a separate column. Columns other than the text 

column and class columns were deleted from the dataset. 
Digitization was performed on the data in the class field. 
The neutral label was replaced with the numerical values 
0, the positive label with 1 and the negative label with 2. 
For model training and predictions, the dataset was 
divided into 80% training group and 20% test group and 
performance metrics were obtained by training the 
models. 

The raw text data in the Text field has been pre-
processed to make it suitable for the model. 

 All data has been converted to lower case.
 Numeric values have been removed, all

special characters except letters A-Z have
been replaced with spaces (instead of
punctuation marks).

 English words that do not make sense on their
own (the,a,or,and etc.) have been separated
from the data set.

TF-IDF And Smote Application 
Term Frequency - Inverse Document Frequency, or TF-

IDF for short, is a numerical statistic that tells how 
important a word is in a document collection. It allows to 
focus on important words. "Important" here means 
frequently found in one document but rarely found in 
others. It balances term frequency (how often a word 
appears in a document) and inverse document frequency 
(how rare and common a word is in the whole corpus)[32]. 
Basically, TF-IDF is the product of the term frequency (TF) 
of terms and the inverse document frequency (IDF). In this 
way, the text data is digitized and normalized. 

The TF-IDF calculation formula is as follows[33]. 

𝑇𝑇𝐹𝐹(𝑡𝑡, 𝑑𝑑) = log(1 +𝑓𝑓𝑟𝑟𝑒𝑒𝑘𝑘𝑎𝑎𝑛𝑛𝑠𝑠(𝑡𝑡, 𝑑𝑑)) (2) 
𝐼𝐼𝐷𝐷𝐹𝐹(𝑡𝑡,𝐷𝐷) = log( 𝑁𝑁 𝑠𝑠𝑎𝑎𝑦𝑦(𝑑𝑑∈𝐷𝐷:𝑡𝑡∈𝑑𝑑 ) (3) 
𝑇𝑇𝐹𝐹 − 𝐼𝐼𝐷𝐷𝐹𝐹(𝑡𝑡, 𝑑𝑑,𝐷𝐷) = 𝑇𝑇𝐹𝐹(𝑡𝑡, 𝑑𝑑) ∗ 𝐼𝐼𝐷𝐷𝐹𝐹(𝑡𝑡,𝐷𝐷) (4) 

Here, frequency(t,d) is the number of times word t 
occurs in the dth document; count(d∈D:t∈d) is the 
number of times word t is found in the documents that 
make up the corpus D[33]. 

For the text data in the Text domain, TF-IDF statistical 
text vectorization was applied as a term weighting 
method. As can be seen in Figure 5, when the data in the 
Sentiment class column is analyzed, it is seen that there is 
an unbalanced data set. 
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Figure 5. Sentiment class field data distribution 

      When there is a severe imbalance between classes, the 
performance of the model is adversely affected. SMOTE 
stands for Synthetic Minority Over-sampling Technique. It 
allows the training data to be made more balanced by 
artificially (synthetically) multiplying the samples 
especially on the minority class[34]. 

Data Set 
The study used a dataset of 31037 news headlines and 

news texts obtained from the kaggle web application, 

taken from leading international cryptocurrency news 
sites such as cryptonews.com, cryptopotato.com and 
cointelegraph.com and published in English between 
2021-10-12 / 2023-12-19 (Table 1 shows a cross-section of 
the dataset).  

As can be seen in Table 2, the dataset consists of 7 
columns: Date, Sentiment, Source, Subject, Text, Title and 
Url. 

Table 1. An example from the data set 
Date Sentiment … Text 

1 2023-12-19 
06:40:41 

{'class': 'negative', 
'polarity': -0.1,
'subje... 

… Grayscale CEO 
Michael... 

2 2023-12-19 
06:03:24 

{'class': 'neutral', 
'polarity': 0.0, 
'subject... 

… In an exclusive 
interview... 

3 2023-12-19 
05:55:14 

{'class': 'positive', 
'polarity': 0.05, 
'subje... 

… According to the 
Federal... 

4 2023-12-19 
06:40:41 

{'class': 'positive', 
'polarity'... 

… Some suggest EVM... 

     In the Source column, 3 values consisting of 
cryptonews, cryptopotato, cointelegraphy are observed. 
There are 13010 news records with cointelegraphy, 10459 
with cryptonews and 7568 with cryptopotato. 

In the subject column of the dataset, there are 6 
different value classes: bitcoin, altcoin, blockchain, 
ethereum, nft, defi. There are 9968 records with bitcoin, 
9278 with altcoin, 6947 with blockchain, 2274 with 
ethereum, 1533 with nft, and 1037 with defi. 

In the text field with English news texts, the longest 
data consists of 513 characters and 87 words, and the 
shortest value consists of 26 characters and 5 words. 

In the title field, which contains English news titles, the 
longest data consists of 254 characters, 42 words, and the 
shortest data consists of 1 character, 1 word. 

While there are 30423 different data in the text field, 
all 31037 data in the url field are unique. This means that 

the values with the same news texts were published at 
different url addresses at different times. 

In the sentiment column, in addition to the class 
section and the negative, neutral and positive impact of 
the bitcoin price, there are also polarity and subjectivity 
data. In the polarity field, the degree to which the text is 
positive or negative is expressed as a number between -1 
and 1. -1 means completely negative, 0 means neutral and 
1 means completely positive. For example, a value of -0.1 
indicates that the text is slightly negative. In the 
Subjectivity domain, the degree of subjectivity of the text 
is expressed as a number between 0 and 1. 0 means 
completely objective (based on facts) and 1 means 
completely subjective (based on personal opinions). For 
example, a value of 0.8 indicates that the text is highly 
subjective. In other words, personal opinions, feelings or 
evaluations predominate in the text. In the study, the class 
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data in the Sentiment field was used as target and the data 
in the text field was used as input. 

Table 2. Data set column information 

 Column Name Description 
date Date and time of the news 
sentiment Bitcoin's sensitivity to news (positive - negative - neutral) 
source Name of the news source website 
subject The subject of the content of the news item (in one word, 

the subject to which it relates) 
text News text 
title News headline 

Results 

According to the prediction results on 8 different 
machine learning models including Logistic Regression, 
Decision Trees, Random Forest, Support Vector Machines, 
K-Nearest Neighbor, Multilayer Perceptron Classifier,
Extra Tree Classifier, Bernoulli Naive Bayes Classifier, it
was observed that the Extra Tree Classifier model showed
the best performance in the performance metrics

obtained. The accuracy of the model was 0.8671, 
precision was 0.8699, F1 score was 0.8659 and recall was 
0.8659. The K-Nearest Neighbor model showed the lowest 
success in predicting the direction of bitcoin price 
fluctuation. The accuracy of this model was 0.3412, 
precision was 0.5795, F1 score was 0.2727, and recall was 
0.3412 (The classification metric values of all models are 
given in Table 3). 

Table 3. Table of performance metrics of models 
Model Name Accuracy Precision F1 Score Recall 

LR 0,8241 0,8334 0,8238 0,8241 
SVM 0,8194 0,8316 0,8163 0,8194 
RF 0,8473 0,8535 0,8457 0,8473 
DT 0,8096 0,8087 0,8091 0,8096 
ETC 0,8671 0,8699 0,8659 0,8671 
ML 0,7693 0,7915 0,7691 0,7693 

BNB 0,7192 0,7163 0,7163 0,7192 
K-NN 0,3412 0,5795 0,2727 0,3412 

     Precision and f1 score results are more important than 
other metrics as performance metrics in multiple 
classification models. The Extra Tree Classifier model 
shows that the accuracy of the predictions is high with a 
precision value of 86.99%. It has a balanced performance 
with an f1 score value of 86.59%. 

The Confusion Matrix, which expresses how accurately 
the model predicts which classes or which classes have 
confusion in prediction, is presented in Figure 6. As can be 
seen from Figure 6, 1998 instances were correctly 

predicted as negative. A total of 79 examples were 
incorrectly predicted as negative when they should have 
been predicted as negative, 57 of which were neutral and 
22 of which were positive. 2377 samples were correctly 
predicted as neutral, while 404 samples were incorrectly 
predicted as neutral. 998 samples were correctly 
predicted as positive and 352 were incorrectly predicted 
as positive. The most successful class in prediction is the 
negative class. 
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Figure 6. Extra tree classifier confusion matrix table 

     The ROC curve shows the relationship between the 
True Positive Rate (TPR) and False Positive Rate (FPR) of 
the model for different classes. Figure 7 also shows the 
AUC (Area Under Curve) value for each class. The AUC 
values for all classes are quite high (0.93, 0.94, and 0.95), 
indicating that the model is generally very successful in 

discriminating between the three classes. The slope of the 
ROC curves is quite steep and close to 1. This indicates that 
the model achieves high true positive rates even at low 
false positive rates. 

Figure 7. Extra tree classifier ROC curve plot 

Conclusion and Discussion 

This study aims to develop a text classification model 
for predicting the direction of bitcoin price fluctuation 
that can guide the decision-making process of investors in 
the crypto asset market. In the literature, the use of 
machine learning models in financial forecasting is 
increasing. This study aims to contribute to similar studies 
and evaluates machine learning models to predict bitcoin 
price frontier through texts obtained from news websites. 

Extra Tree Classifier, which is the model used in the 
research, showed the highest classification success with 
performance metrics such as 86.71% accuracy rate, 
86.99% precision, 86.59% F1 score and 86.71% sensitivity. 
According to the confusion matrix analysis, the model has 
a very high discriminative performance between the 
Negative and Neutral classes, but more misclassifications 
occur in the Positive class compared to the others. In the 
ROC curve analysis, AUC values of 0.93 and above were 
reached for all classes, and it was concluded that the 
model made a successful classification in general. 

According to these results, ensemble methods such as 
Extra Tree Classifier can be used effectively in predicting 
bitcoin price direction. The findings confirm that financial 
markets can be influenced by text-based data, such as 
news content, with the help of the development of 
financial technology tools, and that such data can be 
useful in price prediction studies. By combining natural 
language processing techniques and machine learning 
models, the study can provide important layers for 
investors to reduce their risks and support their decision-
making processes. 

One of the limitations of the study is that the dataset 
used is limited to certain news sources. Model 
performance can be further improved by using a larger 
data set. Improvements can be made to increase the 
prediction accuracy of the positive class. In future studies, 
it is aimed to increase the predictive power of the model 
by using more advanced deep learning-based models 
other than machine learning models. 
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