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Building an Integrated Database for Turkish Startups: A
Systematic and Novel Framework

ABSTRACT

In recent years, the Turkish startup ecosystem has grown significantly thanks to the increase in government
support, diversification of private investments, the spread of startup culture worldwide, and technological
developments. Despite the rapidly increasing numbers, there is no up-to-date, comprehensive, and analytically
serviceable database for new entrepreneurial firms in different sectors. This study creates an integrated and
centralized database for startups in Tiirkiye by using a hybrid methodology that combines traditional ETL
processes with modern data engineering techniques. All data belonging to the companies were obtained from
public databases and national techno-hub pools via the web scrape method and stored in a database on MongoDB,
a document-based NoSQL database. While data preprocessing provided consistency, integrity, and structural
integrity, exploratory data analysis revealed critical insights into the geographical distribution, fields of activity,
and workforce metrics of the startup ecosystem in Tiirkiye. The findings obtained at the end of the study provide
very valuable information to stakeholders, including researchers, policymakers, and firms operating in different
sectors. The data pipeline construction methodology introduced in the study, characterized by its scalability and
adaptability, also serves as a replicable framework for data engineering projects in other fields. Future research
can further enhance its analytical capacity by enriching this dataset with financial metrics and sectoral impacts.

Keywords- Turkish Startup Ecosystem, Integrated Database, MongoDB, Exploratory Data Analysis, Web
Scraping, DataOps

Highlights

e The Turkish startup ecosystem has grown significantly in recent years, and this study aims to address the lack
of an up-to-date and analytically serviceable database by constructing an integrated, centralized startup
database for Tiirkiye.

e A hybrid data engineering methodology was developed, combining traditional ETL processes with modern
data engineering techniques.

e Comprehensive data collection was performed using web scraping from public databases, stored and
managed on MongoDB.

e Data preprocessing and exploratory analysis ensured consistency and revealed critical information about the
geographic distribution, business lines, and workforce metrics of Turkish enterprises.

e The proposed data pipeline offers a scalable, replicable framework that can be applied to similar data-driven
projects in other domains, with potential future extensions to include financial and sectoral metrics.

Tiurk Startuplar icin Entegre Bir Veritabani Olusturma:
Sistematik ve Yenilik¢i Bir Cerceve

Oz

Son yillarda, Tiirkiye'deki startup ekosistemi, devlet desteklerinin artmasi, 6zel yatirimlarin gesitlenmesi, startup
kiiltiiriiniin diinya ¢apinda yayilmasi ve teknolojik gelismeler sayesinde 6nemli dl¢iide biiyiimiistiir. Hizla artan
sayilara ragmen, farkli sektorlerdeki yeni girisimei firmalar icin giincel, kapsamli ve analitik olarak kullanilabilir
bir veri tabani bulunmamaktadir. Bu ¢alisma, geleneksel ETL siireglerini modern veri miihendisligi teknikleriyle
birlestiren hibrit bir metodoloji kullanarak Tiirkiye'deki startup'lar i¢in entegre ve merkezi bir veri tabani
olusturmaktadir. Sirketlere ait tiim veriler, web kazima yontemi ile kamuya agik veri tabanlarindan elde edilmis
ve belge tabanli bir NoSQL veri tabani olan MongoDB'de bir veri tabaninda depolanmistir. Veri 6n isleme
tutarhilik, biitiinliik ve yapisal biitiinliik saglarken, kesifsel veri analizi Tiirkiye'deki startup ekosisteminin cografi
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dagilimi, faaliyet alanlar1 ve isgiicii metrikleri hakkinda kritik iggériiler ortaya koymustur. Calismanin sonunda
elde edilen bulgular arastirmacilar, politika yapicilar ve farkli sektorlerde faaliyet gosteren firmalar dahil olmak
iizere paydaslara ¢ok degerli bilgiler sunmaktadir. Olgeklenebilirligi ve uyarlanabilirligi ile karakterize edilen
calismada tanitilan veri hattt olugturma metodolojisi, diger alanlardaki veri miihendisligi projeleri igin
tekrarlanabilir bir ¢erceve gorevi de gormektedir. Gelecekteki arastirmalar, bu veri setini finansal dl¢limler ve
sektorel etkilerle zenginlestirerek analitik kapasitesini daha da artirabilir.

Anahtar Kelimeler- Tiirk Startup Ekosistemi, Biitiinlegik Veri tabani, MongoDB, Kesifsel Veri Analizi, Web
Kazima

One Cikanlar

o Tiirkiye'deki girisimcilik ekosistemi son yillarda 6nemli l¢iide bliylimiistiir ve bu ¢aligma, Tiirkiye’deki
startup’lar i¢in entegre ve merkezi bir veri tabani olusturarak giincel ve analitik olarak kullanilabilir bir veri
tabaninin eksikligini gidermeyi amaglamaktadir.

® Geleneksel ETL siireglerini modern veri miihendisligi teknikleriyle birlestiren hibrit bir veri miihendisligi
metodolojisi gelistirilmistir.

e MongoDB iizerinde saklanan ve yonetilen kamu veri tabanlarindan web kazima yontemi kullanilarak
kapsamli veri toplama gerceklestirildi.

e Veri 0n isleme ve kesifsel veri analizi, tutarlilig1 sagladi ve Tiirk girisimlerinin cografi dagilimi, faaliyet
alanlar1 ve is giicii metrikleri hakkinda kritik bilgiler ortaya cikardi.

e Onerilen veri hatti, diger alanlardaki benzer veri odakli projelere uygulanabilecek, dlgeklenebilir ve
¢ogaltilabilir bir ger¢eve sunmakta olup, gelecekte finansal ve sektorel metrikleri de icerecek sekilde
genisletilme potansiyeline sahiptir.

I. INTRODUCTION

Sartups are fast-growing ventures that offer an innovative product, process, or service that aims to solve
a problem in business or daily life. Not every initiative, not every business is a startup. Startups have a high risk
of failure, but they can become substantial and influential organizations that shape the sector when they succeed.
It is commonly thought that startups are limited to the technology sector due to the impact of digitalization, but
many startups play an important role in the economic growth and innovation processes of countries by offering
remarkable solutions in many different sectors. The startup ecosystem is particularly dynamic in emerging
economies such as Tirkiye [1], where government support, private investment, and technological advances
combine to create fertile ground for entreprencurial ventures [2]. The Turkish startup ecosystem also serves global
markets by easily adapting to the ever-changing demands of the worldwide economy. However, a review of
existing sources reveals that there is no up-to-date, comprehensive, and analytical database of the Turkish startup
ecosystem that covers all sectors. This study aims to address this gap by creating an analytically usable, up-to-date
database specific to the Turkish startup ecosystem and to enable decision-makers, policymakers, universities, and
large companies that want to collaborate with startups to make much more stable decisions [3, 4].

The major motivation behind this study is to contribute to the understanding and development of the
Turkish startup ecosystem. The database resulting from the study is a powerful knowledge base for stakeholders
in all sectors. The insights gained from this data can be used to set targets to encourage innovation and
entrepreneurship in the Turkish business community, both locally and globally.

In the study, a hybrid methodology was applied by combining the data collection, transformation, and
storage steps that constitute the classical Extract, Load, and Transform (ETL) processes with recent data
engineering techniques. In the first step, we extracted data from publicly available sources of startup data and the
most used databases. During this process, we regrettably found out that the vast majority of databases or data stores
established to reflect the startup ecosystem in Tiirkiye contain scattered, inconsistent or limited-scope data. The
lack of organized data further enhances the need for a stable dataset and a framework to collect the data. The data
sources examined in this study have generally served the purpose of showcasing startups. The data sources
examined in this study have generally served the purpose of showcasing initiatives. However, it is important to
note that each data source has its own advantages and disadvantages. One of the sources contains exclusively
data[1], and the other one restricts[2]. Other open data sources provide inconsistent and outdated information.
Additionally, there aren’t any data sources that provide comprehensive information regarding the actual fields of
activity of startups, the region they are in, their scalability, or their potential for dynamic growth. Throughout our
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analysis, the gathered information predominantly consisted of startup names, occasionally accompanied by
LinkedIn page URLs or website URLs. However, critical details, such as the current operational status of these
companies, employee metrics, and their fields of activity, remained inaccessible. We expanded our search area
and scanned all publicly available national, international, and Technopark’s' startup databases on the web and
collected the data, which we verified with employment platforms, on a data store in order to create a centralized
and analytically usable database. We converted the collected data into JSON format to structure it as much as
possible by going through the transformation process by addressing issues such as inconsistencies, missing values,
redundancies, and/or duplication. To effectively present the dataset to a variety of people and applications and as
well as to enhance accessibility, we chose MongoDB, a document-based NoSQL database that is highly compatible
with the JSON format. The data was consolidated into a single instance within the MongoDB database. By
applying exploratory data analysis and data visualization to the data collected, we also obtained explanatory and
predictive insights about the startup ecosystem in Tiirkiye.

In this study, unstructured data obtained from the web was processed using a pipeline architecture with a
modernized ETL process and loaded into a MongoDB NoSQL database. This process was carried out within the
framework of DataOps principles, aiming to automate the data flow, optimize the data processing and transfer
steps and maintain data quality. Thanks to the pipeline architecture, data processing flexibility was increased and
delays in data flow were minimized. While the flexibility and scalability provided by using NoSQL solutions such
as MongoDB comply with the agility principle of DataOps, the traceability and quality control of data processing
steps throughout the process supported continuous improvement and reliability in data processes. This study
contributes both academically and technologically as an innovative application of DataOps in data management
processes. In addition, from a data engineering point of view, the technologies used in the study and the scalable
methodology developed can be used in projects requiring data engineering in different fields. From this point of
view, the paper presents a replicable framework to properly manage the complexity of modern data ecosystems,
both by effectively using a document-based NoSQL database and by modernizing traditional ETL processes.

The remainder of the paper is organized as follows: Section 2 explains the current methods in the literature
regarding the current studies on startup data and related technologies, Section 3 discusses the data extraction,
transformation, and storage processes in depth, describing web scraping techniques and ETL, storage, and data
processing methods. Section 4 presents the main findings from the descriptive analysis of the built system's
components, infrastructure architecture, and data and sheds light on the trends, challenges, and opportunities in
the Turkish startup ecosystem. Section 5 presents the implications of the findings and recommendations for future
research and practical applications. This study will provide a basis for all possible strategic planning by addressing
the current shortcomings in data availability and reliability in unlocking the potential of Tiirkiye's startup
ecosystem, and the methodology used in the study will serve as a guide for similar studies.

II. RELATED STUDIES

Despite the lack of consensus on its definition, a startup can be defined as a nascent entrepreneurial
venture characterized by a team which shares ownership and decisions rights. Knight et al., define start-up as a
team in which team members have a financial interest, the team possesses decision-making authority and agency,
and the team is a social entity with distinct boundaries [5]. The majority of start-ups, which have a great importance
for national economies with their job creation, innovation, industry transformation, regional economic growth and
wealth creation features, fail in the very early stages of their participation in the labor market. Various statistics
show that start-up failure rates are around 90 per cent [6].

As noted in Mandel's paper, a healthy startup ecosystem is essential for economic growth and job creation
and requires policies that support access to capital, talent, markets, and innovative regulatory and fiscal policies.
The primary objective of governments should be to encourage the formation of new firms that can grow rapidly
across a range of industries and regions [7].

As Basole et al. point out in their paper [8], data is vital in building a healthy startup ecosystem, as it is
in all areas of business. Data provides valuable information for entrepreneurs, investors, mentors and policy makers
and supports the development of the ecosystem. A database with robust, reliable and continuously updated data
on startups is always necessary for stakeholders in this field. There are continuously updated databases around the
world with a particular focus on startups [9]. For example, Ticu, in his master study, analyzed the startup ecosystem
in Austria and conducted various analyses on the data collected. Jaki et al. conducted a study on Characteristics
and challenges of the Hungarian startup ecosystem [10]. In addition, there are websites that serve startup data
especially to angel investors and companies that want to cooperate/partner. Many of these websites also provide
this service for a fee.

In Tirkiye, data on startups are generally shared through networks, such as Technopark websites,
TUBITAK Bigg, LinkedIn. In addition, Tiirkiye Technohub Initiative [11], which is supported by the Digital
Transformation Office of the Presidency of the Republic of Tiirkiye, only has data on startups operating in the
field of technology. The data served by other platforms is generally irregular, low quality and outdated.
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Considering the high failure rate of startups, it is a great necessity to create an up-to-date, accurate and constantly
renewed database.

In the study initiated to create an up-to-date and centralized database on startups participating in the labor
market in every sector, the first step was to collect data from reliable sources. This process, which is estimated to
take a very long time with traditional methods, has been accelerated with the web scraping data collection method.
Massimino defines web scraping as the systematic collection of publicly available data [12]. However, as Mancosu
and Vegetti pointed out in their study, many websites include various security measures to restrict bot traffic [13].
However, Krotov and Silva state that web scraping can be applied within an ethical and legal framework within
the scope of scientific research in the public interest [14].

Web scraping goes beyond traditional data collection methods by providing access to large volumes of
data. It is a powerful method for obtaining data from websites and can provide access to large volumes of data far
more than the amount that can be collected by traditional methods such as official statistics or surveys [15]. Thanks
to automation tools such as Selenium, crawling processes that simulate user interactions can be realized [16]. In
literature, this method has a wide range of applications from social sciences to medicine, from marketing to
financial research [17]. For example, Luscombe et al, in their study, described how web scraping techniques should
be used for social science research using algorithmic thinking in the public interest [18]. Goulas and Karamitros
discussed methods of data collection with web scraping for medical and surgical research [19]. In their research,
Rodrigues and Polepally have focused on creating a financial database for educational and research purposes using
web scraping techniques. They demonstrate how to collect and organize publicly available financial data from
various websites, which can be used for research, education, and also other purposes. In addition to Python
Beautiful Soup and Selenium libraries, they also used Scrapy, Ixml and Pandas [20]. Styawati et al. focused on the
use of web scraping in a very different area. They investigated how web scraping can be used to collect data from
multiple freelance job websites to create a streamlined job search experience for users over the web. In the study,
they used a special combination of BeautifulSoup and Selenium libraries in Python for web scraping, which made
it easier to scrape data from the general structure of freelance job websites in their country [21]. Barba et al. address
a very different application of web scraping in their study. The study explores the integration of Al models and
web scraping techniques in businesses and highlights four potential research areas: Machine Learning for
sentiment analysis, Al and Natural Language Processing (NLP) integration, Data intelligence and optimization,
and NLP and Deep Learning (DL) integration. They provide a theoretical and practical overview of emerging
research directions and encourage managers to adopt advanced Al-based models to enhance the value of web data
obtained through scraping [22]. As can be seen, web scraping is a versatile tool that supports a wide range of
disciplines by providing access to valuable data that is difficult to obtain with traditional methods. The applications
of this method, of which we have listed a few examples above, in many different fields make it an important
technique in the modern data-driven world.

The data collected by the web scrape method is not expected to have a singular format. As Sudarajat et
al. stated in their study, the integration of data of different structures collected from different sources brings
difficulties such as data inconsistency, complexity, reliability and technical difficulties [16]. As Zhou et al. stated
in their article, websites often exhibit different structures and formats, making data collection and organization
difficult [24]. Furthermore, as Spaniol et al. state, the reliability of web data can vary significantly, and the open
and anonymous nature of the web has a negative impact on data quality [25]. Finally, as Vording points out in his
paper, a significant proportion of web data is unstructured and requires intensive transformation for analysis [26].
In order to overcome all these challenges, it is essential to create a very powerful data integration architecture.

As Gandhi et al. point out in their work, the cycle of collecting, processing and preparing data for use is long,
but there are modern solutions that simplify and improve this process [27]. These solutions include the traditional
ETL process [28], which is an integral part of BI projects, the ELT process [29], which emerged with big data
analytics, and automated data pipelines [30], which were created specifically for processing real-time data.
Undoubtedly, each of these methods can be used individually or all together in the collection and transformation
of web scraped data.

While traditional ETL processes provide the cleaning and transformation of data in a specific format, data
pipelines processes allow large-scale data to be moved automatically [31]. The focus of the ETL process is to clean
and transform the data in accordance with the target data schema. The focus of data pipelines is the automation of
data flow in a scalable way. A traditional ETL process is mostly responsible for taking data from dedicated sources,
transforming it and moving it to the target database. Even under these conditions, the ETL process usually
consumes more than 70 per cent of the available resources for projects. As Nwokeyi and Matovu state in their
article, it is very time-consuming and challenging to move high volumes of data in many different formats and
without clean content according to the traditional ETL process [32]. On the other hand, web scraping does not only
mean collecting structured or semi-structured data produced by APIs. In the web scraping process, data collected
directly from the raw HTML of the site is also obtained. As Walha et al. point out in their work, it is a natural part
of traditional ETL to integrate data from different data sources and transform them into the format imposed by the
target system. In contrast, data pipelines usually focus on moving large amounts of raw data quickly, so deep
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integration of data is not usually the focus of this process [31]. On the other hand, as Bhatlawande et al. emphasize
in their work, traditional ETL processes are starting to experience serious performance and scalability issues with
the increase in data, while data pipelines can manage large volumes of data by leveraging technologies such as
Docker, Kubernetes and distributed systems [33]. It is necessary to create a scalable architecture that can easily
adapt to the schema changes of web scraped data, provide smooth data flow, and integrate data from different
sources. This architecture, which Hafyani et al. call ETL data pipeline [34], transforms ETL processes in
accordance with the structure of big data, optimizes workflows and resource usage, and makes the integration
process more efficient. This architecture has the capabilities to overcome the challenges of data integration over
the web by providing efficient data extraction, transformation and loading features. While supporting the
integration of data collected from different sources from the web, they also offer automation, and optimization
features to increase performance and scalability.

The superiority of ETL processes over data pipelines is particularly emphasized in situations that require
tight control over data integration, transformation and data quality. However, in modern data projects that require
real-time data processing, large data sources and flexibility, data pipelines can be more advantageous. These
features are also reflected in the storage of the collected data [35]. In their study, Diouf et al. defined the ETL
process as the process of collecting data in different formats from multiple sources and transferring them to a single
central data warehouse and emphasized the importance of the storage process in integrating and centrally managing
the data [36]. This means consolidating the data, which significantly improves the quality of the data [37]. Data
pipelines are generally more flexible than ETL and can handle different types of data sources. Therefore, data
storage methods also vary to reflect this flexibility. Since pipelines are usually built for the management of large
volumes of data with constantly changing/increasing volumes, storage systems must also be flexible and scalable.
At the same time, given the real-time data flow, it is of great importance to ensure both the security of the data in
the storage process and the ability to quickly restore it from backup when necessary [38]. In short, the data storage
strategy in both ETL processes and data pipelines is an important factor that directly affects the performance of
the system, data quality and security of the data. In traditional ETL processes, the preferred method for data storage
is relational databases. The data processed and transformed in the process is loaded and served from a data
warehouse whose schema is rigidly pre-designed. In data pipeline architectures where flexibility and scalability
are at the forefront, NoSQL databases are preferred on cloud infrastructure in order to optimize the use of resources
[39]. When deciding whether to load web scraped data into a relational database or a NoSQL database, the choice
largely depends on the nature of the data and the specific requirements of the application. As Khan et al. point out
in their paper, NoSQL databases are very good in terms of performance for write-heavy operations, which is useful
for applications that continuously generate large amounts of data. Relational databases, on the other hand, can
handle particularly complex queries efficiently and often exhibit high performance in applications that require
complex joins and operations [40]. For large volumes of unstructured data that require high scalability and
flexibility, NoSQL databases are more suitable, as stated in the study conducted by Ali et al. On the other hand, if
the data is structured and the application requires strict data integrity and complex querying, a relational database
may be a better choice [41]. The decision should be based on the specific needs of the application, considering
factors such as data structure, scalability and performance requirements. As Ambre et al. state in their work,
MongoDB fulfils all the above-mentioned constraints, while web scrape is a scalable NoSQL database where data
can be easily stored [42]. According to Rathor et al, MongoDB's indexing capabilities as relational databases
enable efficient querying of large datasets, which is crucial for handling extensive web crawling results. The
database's horizontal scalability through sharding allows for improved performance as data volume increases. It
also offers better query performance compared to traditional relational databases when dealing with large amounts
of data. Its ability to handle high-speed data ingestion makes it suitable for web scraping applications [43].

DataOps applies DevOps principles to data management processes, making data flow faster, more reliable
and collaborative [44]. Bergh et al. state that the DataOps methodology helps big data projects to be executed more
effectively by improving data quality. In the aforementioned book, the authors explain that DataOps methodology
accelerates and automates data processes, makes data available quickly, reduces data errors through automation
and quality control processes, provides more consistent data, and quickly adapts data infrastructures [45].

In the study developed within the scope of the article; after scraping unstructured data from the web, it
automates the data flow, data processing and data transfer steps by uploading the data to MongoDB through a
modernized ETL process. In this process, high quality data will be obtained by being cleaned and integrated into
a single center and converted into a single format. In addition, since a data pipeline that will work end-to-end is
established and the traceability of the data is increased, the principles of DataOps methodology are applied.

1. METHOD

In this project, we aim to construct a comprehensive dataset on startups in Turkey by systematically
collecting, storing, and maintaining the data within a sustainable framework. By implementing a unified
architectural approach, we ensure that both existing and newly acquired data are seamlessly integrated, enabling
the dataset to remain dynamically updated. Furthermore, this framework will facilitate future research and
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analytical operations on the dataset. Following the design of the data collection, Data-Driven Analysis (DDA)
techniques will be applied to extract meaningful insights from data, contributing to a deeper understanding of the
startup ecosystem.

This chapter is structured as follows: Section A outlines the data extraction strategies, while Section B
details the implemented ETL processes. Next, Section C examines potential data storage strategies, and finally,
Section D defines and explains the applied Data-Driven Analysis (DDA) methods.

A. Data Extraction

Data scraping, also known as web scraping, is the process of automatically obtaining information from
websites or online sources [15]. This method is widely used in various fields, such as data analysis, research,
marketing, and software development. In Data Scraping, the primary goal is to collect large volumes of data from
the web autonomously. Instead of manually copying and pasting data, scraping automates the process, allowing
for the efficient extraction of data from multiple pages or sources [46]. This method is useful for allowing data
scientists and other researchers to gather data from web sources [47] but is also used in different fields such as
marketing [46], e-commerce [48], tourism [49] and other startup research [50] for building datasets and also
providing insights to decision makers [46].

A scraper is a tool, script, or program designed to extract data from websites. To access the content of a
web page, the scraper must first communicate with the web server hosting that page. This communication is
initiated by sending a request [ 15]. We realize this process using HTTP (Hypertext Transfer Protocol) which serves
as the foundation for data communication on the World Wide Web. HTTP establishes a set of rules for transferring
files, such as text, images, video, and any other data formats, from a web server to your browser. These files are
generated with HyperText Markup Language (HTML), the standard language used to create a website. It provides
the basis for creating web pages and determining the layout, formatting, and basic appearance of a web page. It is
mostly used with CSS (Cascading Style Sheets) to style the website.

The first step in the process of extracting data from websites is to identify the pages that contain the
relevant data. This process involves analyzing the structure of the website and determining in which area the
relevant data resides since each HTML page has a unique Document Object Model (DOM). The DOM is a
hierarchical representation of HTML documents and defines all elements on the page as nodes. The browser
generates the DOM from the HTML document it reads, and as a result, the content of the page is presented as a
tree-like data model. This makes it possible to access and modify all the components of the web page, such as
headings, paragraphs, images, links, input fields, etc. through programming.

In the data extraction process, the targeted data is located in nodes or clusters of nodes in the DOM tree.
The correct identification of each node ensures that the right data is accessed. Web scrapers use tools such as CSS
selectors or XPath to navigate the DOM and retrieve HTML elements [47].

Once the target pages have been identified, an HTTP request needs to be sent to access the web page.
This is usually done using GET to retrieve data or POST to send data. The GET request asks the server to return
the content of the specified page, which is retrieved as the DOM. At this point, the structure of the DOM is the
basis for analyzing the loaded page and selecting specific data. In addition, the DOM allows not only to
programmatically change and analyze the structure of the page, but also to perform interactive operations on the
page. This is especially important for handling dynamically generated content in JavaScript, as it makes it possible
to trigger scripts running in the browser to extract the data correctly.

Currently, there are many different libraries and programming languages available to perform this
process. Among these, “Beautiful Soup” and “Puppeteer” libraries are particularly noteworthy [51]. Beautiful
Soup [52], a Python library, is frequently used for parsing HTML and XML documents. Retrieving web page
content becomes extremely easy, especially when used in conjunction with the “requests” library. It transforms
the web page into a parse tree, making both data extraction and navigation and search over HTML components
more efficient and easier. Puppeteer [53], a JavaScript library, provides a high-performance API for controlling
Chrome or Chromium browsers. It automates all web-based tasks by making it easy to manage actions such as
clicking buttons, filling out forms, and navigating between pages. This makes it easy to scrape all the data resulting
from an action performed on a page.

In the data extraction phase, scraper collects content such as text, URLs, images, and tables from within
HTML tags. It is evident that not all websites are constructed using the same HTML code. For this reason, the
scraper's code should be customized according to the website it accesses. Puppeteer is also powerful in analyzing
the HTML code of the website it accesses and finding out which tags contain the desired information. Using two
powerful libraries together can make data scraping quite easy and fast.
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B. ETL Process

Data storage is comprised of many software modules, which are responsible for populating the data
storage with fresh data. The process begins with extracting data from an appropriate data source, followed by
transforming it to meet the requirements of the target storage solution, and concludes with loading the data into
the storage. These software modules are known as Extract-Transform-Load (ETL) activities. Each step of ETL
processes can comprise different software modules and solutions, such as scripts written in a programming
language, built-in functions of a storage solution, calls to an external library, and so on. [51] These various ETL
modules aim to prepare the extracted data for loading to the data storage and define all the steps the data goes
through between the data source and the data storage, as seen in Figure 1. During this process, the extracted data
is transformed to comply with the needs of the loading stage. In the transformation stage, the data is transformed
into a common data model, the errors and null values are removed, data values are standardized, data is integrated
into a single consistent data set, duplicates are removed, and finally, sorted. With these steps done, the data is
ready to be loaded into the data storage. These stages are generally comprised of different software modules and,
for that reason, are generally implemented specifically for the needs of the workflow at hand. [54]

" Extract | [ Transform Load
= & A
’ ' ETL

Figure 1. High-level design of the ETL process.

p——

Data

Source(s) Data

Storage

In this study, the extract stage involves gathering data from web scrapers and other sources. During the
transform stage, the data is prepared and converted into a format compatible with the selected storage solution.
Finally, the ETL process concludes with the load stage, where the processed data is inserted into the storage
system.

Table 1. Summary of data storage solutions.

Data Storage Solutions Advantages Disadvantages

Strong  data
compliance).

integrity and consistency (ACID Limited scalability, particularly horizontal

. scaling.
Relational Databases

(RDBMS) Well-suited for complex queries and structured data. Rigid schema design can be inflexible.
Mature and widely supported. Less efficient for unstructured data.
Flexible schema design, ideal for unstructured or semi ~ Weaker consistency guarantees (CAP theorem).
structured data.

NoSQL Databases Scales horizontally easily. Less mature tooling and standardization.
High performance for read/write operations. Complex queries can be less efficient.
Excellent for storing large volumes of unstructured data ~ Not optimized for complex queries.
(e.g., images, videos).
Object Storage

Cost effective and scalable.

Accessible via APIs.

Higher latency compared to block or file storage.

Weaker consistency models and data retrieval.

Data Warehouses

Optimized for analytics and reporting on structured data.
Supports complex queries across large datasets.

Centralized data repository.

Expensive to maintain and scale.
Not ideal for real-time data processing.

Rigid schema design and data integration
complexity.

Data Lakes

Capable of storing structured, semi structured, and
unstructured data.

Highly scalable and cost effective.
Ideal for big data and ML.

Data management and governance challenges
(e.g., data quality).

Slower performance for querying.

Security and access control issues.

C. Data Storage

Undoubtedly, the most crucial phase of a data-driven study is to develop a meticulously defined data
storage strategy. It is of great importance to determine the most appropriate data storage strategy to ensure integrity,
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consistency, accessibility, and security during data use. The first step in determining a data storage strategy is to
understand and interpret the data. It is necessary to define and determine the structure and characteristics of the
data, the types of applications to be implemented with this data, and the purposes of using the data from the very
beginning [55].

The second crucial stage of creating a data storage strategy is to determine the data storage solutions and
data storage infrastructure solutions to be used. Data storage solutions cover a range of options suitable for various
purposes [56]. Table 1 shows the advantages and disadvantages of data storage solutions.

Among the data storage methods listed in Table 1, relational databases and NoSQL databases stand out
as the two most obvious solutions. Both solutions have their own advantages and disadvantages. Although
relational databases are designed to store data, their primary function is to provide up-to-date, consistent, secure,
and integrated data for use in transactional systems. To achieve this, all relational databases must comply with a
set of rules known as ACID rules. As a result, data in relational databases must conform to a predefined and rigid
schema from the moment they are created. These rules facilitate the production of secure and accurate information
in relational databases, but they also cause data flexibility to disappear completely. [40] Data warehouses, designed
to support business intelligence and data analytics systems, have a much more flexible data model compared to
transactional relational databases. However, they still need to conform to a database schema. This is because all
traditional data warehouses are built on relational data models and relational database management system
software. [57] However, in recent years, with the emergence of the concept and principles of Big Data, the need
for these rigid schemas has been replaced by a much more flexible schema, or even a demand for a schemeless
data structure. A data lake is a centralized storage solution that allows the collection, processing, and analysis of
significant amounts of raw data in various formats [58]. In this storage solution, data in various structures can be
stored together, including structured (e.g. data in databases), semi-structured (e.g. XML, JSON), and unstructured
(e.g. text, images, audio). [58] Unlike data warehouses, which are designed to host only structured data per a
predefined schema to perform analyses on a specific subject, a data lake solution allows the storage of different
data types and formats in a way that can be modeled according to emerging needs without the need for a schema.
There are various tools available for creating a data lake, either on-premises or in the cloud. The basic common
point among these tools is that they are distributed file systems [57]. However, in recent years, research on the
potential of various data storage tools for the creation of data lakes and the management of large-scale data has
increased. NoSQL databases represent a data storage solution supported by flexible and customizable data models.
They are designed to provide superior accessibility, scalability, and performance compared to traditional relational
databases. These databases operate on distributed architectures, providing horizontal scalability while also meeting
critical needs such as data flexibility and transaction speed. Optimized specifically for big data analytics and real-
time data processing, NoSQL databases support high availability, but at the expense of weaker consistency. In
addition to being more suitable for processing large volumes of data, they are also more capable of processing data
representing various types and formats. [40] As explained in [41], NoSQL databases are classified into four main
categories according to the data model that forms the basis of their architecture:

1) Column-store NoSQL databases

2) Document-based NoSQL databases
3) Key-value NoSQL databases

4) Graph databases

NoSQL databases are also suitable for processing various types of data in data lakes due to their advanced
scalability and strong performance features [59]. Several studies in the field propose mechanisms for transferring
data from data lakes to NoSQL data warehouses [60]

While deciding about a data storage solution, it is necessary to determine simultaneously the data storage
infrastructure as well. In this process, it is necessary to consider factors such as data volume, required storage
capacity, query performance tolerance, and scalability [61]. This decision ultimately determines whether a cloud
solution or an on-premises system is required as the infrastructure architecture.

Three other factors that significantly affect the determination of an optimal data storage strategy are the
data model, data pipeline, and backup operations. The data model determines how the data will be organized, how
functional associations and dependencies will be built, and the impact of these structures on system performance.
Additionally, it determines the methods of storing and accessing the data. NoSQL databases provide flexibility
through different data models and configurations, including document-oriented, column-oriented, key-value, and
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graph databases. In this way, dynamic data structures are processed much faster, and scalable architecture is
provided. Accordingly, the model structure of the data and application requirements are the primary factors that
inform the selection of a suitable storage solution. In addition, the degree of consistency demanded by the data
model is extremely important in the selection of the storage methodology, which affects data replication and
distribution strategies [62]. The data line, on the other hand, occupies an important place in the data storage process
due to the movement of data. As a result, the fluidity and performance of the data line are directly related to the
scalability and integration ability of the storage method. In addition, backup operations are extremely important to
prevent data loss and ensure data security. Therefore, it is essential that the selected data storage method allows
backup and recovery operations to be carried out effectively and facilitates these processes. Failure to consider
these factors together can lead to significant problems in terms of data management and sustainability in the long
term.

In this study, MongoDB was selected as the data storage solution due to its flexibility and scalability,
which align with the requirements of processing various data types in large volumes. MongoDB's document-based
NoSQL structure [63] allows for the storage of semi-structured data like JSON, making it highly compatible with
the dynamic and evolving data model used in this study. Additionally, its ability to scale horizontally, combined
with its strong performance for CRUD operations [64], made it an ideal choice for handling the diverse data
extracted from web scrapers and other sources.

D. Data Preprocessing and Descriptive Analysis

The ability to produce accurate results in any kind of analysis, from classical methods such as basic
statistical analysis, time series analysis, and regression models to more advanced approaches using machine
learning and artificial intelligence algorithms or complex analyses such as data analytics, clustering, and
forecasting performed on large datasets, depends on the quality and reliability of the data used.

1) Data Preprocessing: Data preprocessing is the process of cleaning, transforming, and structuring raw
data [65]. It is especially crucial while working with real-world datasets [66]. Preprocessing performance is a
critical step that directly affects the accuracy and reliability of the insights to be obtained as a result of the analysis
and, therefore, the success of the type of analysis performed [67].

The Data Preprocessing step, which aims to clean, transform, and prepare raw data, thus transforming it
into a format of quality and usability for subsequent analysis, consists of the following tasks:

e Data Cleaning: This task involves handling missing data, correcting errors, and removing noise from
the data. Techniques such as inputting missing values based on available data or removing rows or columns with
excessive missing values are used in this step. Outliers are also detected and corrected either by deletion or
transformation [68].

e Data Transformation: This process involves scaling, normalizing or encoding the data to improve its
compatibility with the algorithms and models to be used. Data normalization and standardization optimize the
effectiveness of models, methods or algorithms used in data analytics. These methods require transforming data
into a uniform scale or distribution, thus ensuring that all features contribute equally to the analysis and preventing
larger-scale variables from dominating the results. For example, in the context of machine learning applications,
features can be normalized to ensure that they exhibit a similar range. Furthermore, categorical variables can be
encoded using techniques such as one hot encoding or labelling encoding to convert them into numerical
representations that can be understood by algorithms. Continuous variables can also be discretized, when
necessary, into categorical variables with different intervals [68].

e Data Integration and Reduction: Often, data originates from multiple datasets or databases and
requires integration to create a unified dataset. This may require resolving schema mismatches and combining
features from different datasets. Furthermore, data reduction techniques such as principal component analysis
(PCA) can be used to reduce the size of the dataset while retaining its key features [69].

e Feature Engineering: In many cases, especially when working with real-world data, the raw features
contained in the dataset can negatively affect the performance of the model. Feature Engineering involves creating
new features based on the raw features available and reshaping existing ones in a different format to improve
model performance. This step has a significant impact on the performance of models [70].

2) Data Descriptive Analysis (DDA): Data Data Descriptive Analysis (DDA) is the process of
summarizing and visualizing key features of a dataset, usually as a first step before more complex analysis. It
provides insight into the distribution of the data, relationships between variables, and patterns that can inform
subsequent modeling decisions [71]. The basic techniques are as follows:
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o Summary Statistics. Measurements used to obtain a basic understanding of the central tendency and
spread of the data. The most used measures in summary statistics are mean, median, and mode, which are used to
understand central tendency. The mean is an overall indicator of the Center of the data set. The median represents
the middle value in sorted data and is used to understand the Center point in skewed distributions. The mode
represents the most frequent value(s). Especially for categorical variables, frequency counts and mode are
commonly used. Mean, median, and mode are also commonly used in data preprocessing to fill in missing data.
Apart from these measures, we can talk about measures of dispersion, range, variance, and standard deviation. The
range reveals the difference between the highest and lowest values. Variance gives an idea of how far the values
are from the mean. Standard deviation determines the extent to which observations in the data set deviate from the
mean, revealing whether they exhibit a broad distribution or are clustered in a narrower range. It also helps to
identify outliers in the data set [72].

o Distributional Analysis: Understanding the distribution of each attribute is important for selecting
appropriate models and methods. Measures of skewness and kurtosis are often calculated to assess the symmetry
and skewness of distributions. Shape measures such as skewness and kurtosis describe the shape of the distribution.
Skewness measures the asymmetry of the data distribution and indicates whether the data is skewed to the left or
right. Kurtosis, on the other hand, indicates whether the data has thicker or lighter tails than a normal distribution.
Identifying non-normal distributions can encourage the application of transformations or non-parametric methods
in further analysis [73, 74].

o Correlation Analysis: In DDA, correlation analysis focuses on the relationship between variables,
often measuring the strength and direction of relationships between numerical variables by constructing correlation
matrices. For example, Pearson correlation coefficients reveal linear relationships. This gives insight into how
changes in one variable can be associated with changes in another variable. Spearman's rank correlation, on the
other hand, reveals monotonic relationships in non-linear data. In this way, meaningful results can be obtained
even when the relationship between variables is non-linear or the strength and direction of the rank relationship
between data can be more clearly determined [75].

e Data Visualization: Visualizations such as histograms, box plots, and scatter plots provide a graphical
representation of data distributions and relationships between variables. These charts help identify trends, clusters,
and outliers that may not be immediately apparent from summary statistics alone [76].

IV. EXPERIMENTS AND RESULTS

As mentioned in the previous sections, the primary objective of this study is to create an analytically
usable database for startups in Tiirkiye. The extracted data must be transformed into a structural format so that it
can be used for further analytical studies. In the previous chapter, we have defined the methodology for creating
the said database. In this chapter, the results of the methods will be examined, which includes how the data sources
are selected, how the data is extracted from these sources, transformed and loaded into data storage, and finally,
how it is analyzed.

A. Data Sources

The first and vital step towards creating this database is identifying the sources from which the relevant
data will be collected. Even though Tiirkiye's first and largest local employment platform, Kariyer.Net, is one of
the project stakeholders, when we examined the data in the databases owned by the company, we observed that it
was insufficient. Since the company mostly serves organizations above a certain scale, the number of startups
registered in its database was very small. In the second stage, we identified the websites where startup data is
generally made publicly available. Since our main goal was to create a database specific to Tiirkiye, we first
browsed the websites of Technoparks, currently operating in different cities in Tiirkiye. As a result of this scanning
process, the websites of TUBITAK BIGG, which operates under the Scientific and Technological Research
Council of Tirkiye, and ITU Cekirdek, which operates at Istanbul Technical University, came to the fore.
However, the examination of these websites and the data they provide revealed that the information they contain
is inadequate and incomplete, failing to meet our expectations. The Turkish Technohub platform [77], provided
by the Digital Office of the Presidency of the Republic of Tiirkiye, although it offers incredibly high quality and
clean data, was limited in terms of sectoral aspects as it only contains data on startups working in the “Technology”
sector. Nevertheless, we still use this website as a reference to verify the data we collected from our other sources.
All these constraints led us to search different global websites and scrape data from them. As a result of this search
process, we found that StartupWatch [78] and StartupMarket [79] websites contain sector-independent, up-to-date,
clean, complete, and comprehensive data about the startups in Tirkiye.

In order to scrape the selected sites, the websites are thoroughly analysed. This is a crucial step in the
preparation of the web scrapers, as they must be designed in accordance with the structure of the website. The
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HTML codes of each website are analysed to detect which sections of the code contain the required information.
The general structure of a web scraper can be defined as follows:

1) Finding the URL: The first step in scraping the websites is to find the URLs for startups. In our case,
the websites have pages listing all the startups. These pages are ordered in ascending order, so the scraper can
browse through these pages by modifying the URL. By deciding on the URLs, the HTML response of the URL
can be acquired by using the “requests” library for Python [80], which is a library that specializes in handling
HTTP requests.

2) Parsing the HTML code: While browsing these pages, the HTML code of the website must be parsed
in a way to detect the required sections. This is done by following the hierarchical structure of the HTML body.
To this end, a Python library for web scraping “BeautifulSoup” is used, which is primarily used for modifying,
searching, and navigating through a parse tree.

3) Extracting the data: After detecting the necessary sections of the HTML code, the data is extracted
from these sections (such as startup name, location, field of operation etc.). The extracted data is loaded into a
JSON object, which is then sent to the data controller unit for the remaining steps.

B. ETL Process

Following data extraction, the data must be prepared for the loading stage. In the remaining ETL steps
for startup data, the goal is to process the JSON data collected by parsers, ensuring compatibility with MongoDB
and improving data quality. These steps can be summarized as follows: (1) Parsing the data, (2) Transforming the
data, and (3) Loading the data. All stages are implemented using Python and illustrated in Figure 2.
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Figure 2. Diagram of the ETL process.

1) Parsing the Data: In this stage, data from web scrapers and other sources, such as the Kariyer.Net Data
Storage (Section 1 of Figure 2), is parsed. A Startup class is created to store the data in JSON format. This object-
oriented approach enables efficient manipulation and formatting of the data. To ensure consistency, a set of rules
is applied during parsing. These include capitalizing the initials of country names, standardizing company
addresses, correcting spelling errors, and defining a unique identifier for each startup. This phase lays the
groundwork for transforming the parsed data into a structured format compatible with MongoDB.

2) Transforming the data: The transformation stage involves preparing MongoDB-compatible documents
(as shown in Section 3 of Figure 2). MongoDB stores data in BSON (Binary JSON) format with a formatting
similar to JSON, a flexible data structure. In this way, complex data hierarchies can be easily modeled, and
database queries can be made more efficient. To comply with this need, the existing Startup class is encapsulated
with a Startup document class, essentially implementing a DTO (Data transfer object) pattern [81]. This pattern
minimizes the method calls of the main Startup object. This approach not only enhances efficiency but also
supports the flexible modelling of complex data hierarchies.
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3) Loading the data: At this stage, all the data collected from scrapers and other sources was parsed into
the Startup class which is implemented in Python language and converted into JSON format to be compatible with
MongoDB. Transferring the data to MongoDB was easily realized through the Pymongo library. Pymongo is the
official MongoDB driver for Python and supports CRUD (Create, Read, Update, Delete) operations and other
MongoDB operations [73]. In this study, Pymongo is used to perform both update and insert operations. These
operations were performed in both singular and bulk mode. Bulk operations provide an efficient solution when a
large amount of data needs to be added or updated to the database, and update operations are preferred over insert
operations when the document already exists. This method also provides an efficient strategy to avoid data
duplication in the database.

ETL activities are designed to align with data modeling requirements. The primary goal during modeling
is to ensure data consistency while accommodating the flexible nature of the extracted data. Data collected from
various sources, such as scrapers and OLTP systems, is automatically extracted in formats that may vary
significantly. This variability necessitates a flexible modeling approach. Data points can contain empty, numerical,
textual values or even arrays and objects. To handle this diversity effectively, semi-structured data formats are
preferred.

Among the available formats, such as XML, Parquet, and BSON, JSON is chosen for this study due to its
compatibility with MongoDB and widespread use in web applications. MongoDB stores documents in BSON
(Binary JSON) but allows insertions in JSON format [82]. Additionally, JSON is language-independent and a
standard for data interchange in web applications, making it an ideal choice.

Another crucial aspect of data modeling is ensuring data consistency across multiple sources, which may
include overlapping information about the same startup. This overlap can lead to duplicate data during the loading
stage. To address this, a merging strategy is employed in the transformation stage. Each data point receives a
unique identifier generated from the startup's name. When a new data point is inserted, its identifier is queried
against the storage. If a match is found, the existing data is cross-checked with the incoming data. Any new or
differing fields are updated, ensuring no duplicate entries are introduced into the database.

Normalization is also applied to enhance data quality. After duplicates are eliminated using the method
above, inconsistencies in company names are resolved by standardizing capitalization and removing special
characters. Fields containing dates, such as the establishment date, are standardized to a uniform format. Similarly,
categorical fields, such as the startup’s field of operation, are normalized to ensure consistency across all records.
These transformation tasks—normalization, deduplication, identifier assignment, and formatting into JSON—are
managed by the data controller module.

With these processes complete, the extraction and transformation steps are finalized, and the data is ready
for loading into the storage solution. Loading can be performed either in bulk or individually, as depicted in Figure
2. Insert controllers interact with the Mongo Service, which completes the loading stage.

C. Data Storage

When a storage option is selected by the criteria defined in the Data Storage section of the Methodology
chapter, the qualities of the data must be taken into consideration. Additionally, the capabilities provided by the
storage solution must be accounted for. On this premise, the following steps are taken to decide on a storage
strategy:

1) Interpret the data: In this study, the data we collected from various sources (e.g., from OLTP database
of Kariyer.Net and/or via web scrapers) was initially either structured or semi-structured (in JSON format). The
fields of the data after the transformation stage are described in Table 2. These fields can contain null values as
the data source may not contain the field. Additionally, the data contains information for 4319 startups, and this
volume can change with further iterations. This variety in the data and the possible increase in the volume of the
data shares similarities with the qualities of Big Data characteristics. An example startup instance from MongoDB
is illustrated in Figure 3.
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_id: '"cybeerly"

research_fields : ""

description : "Cybeerly 1is a platform providing a virtual classroom with dinnovative t."
website : "cybeerly.com"

corporatization : "E"

linkedin_address : "https://www.linkedin.com/in/rufat-gulmalizade-819a07214/"
establishment_date : "1/1/2021"

location_country : "Tlrkiye"

logo : "https://startupmarket.co/cache/360x180/assets/img/no-image.jpg"
company_name : '"Cybeerly"

employee_count : "4-10"

location_city : "Istanbul"

field_of_operation : "SaaS & PaaS, Egitim"

Figure 3. An example startup instance from MongoDB

2) Storage Type: After the transformation stage, the final format of the data is the JSON format, which
allows flexibility in the data representation. NoSQL databases have advantages when processing JSON documents
as they are better suited for semi-structured data formats.

3) Ease of modeling: The rigidity provided by the relational databases offers reliable data models.
However, this rigidity can provide difficulties when it comes to scalability. In this case, having a flexible data
model brings more advantages.

4) Data management: In the management of the data, we aim to utilize a storage solution that provides
adequate tools for managing a database, such as data recovery and data security.

5) Pipeline integration: The integration of a database can be crucial when it comes to a data pipeline. The
database should have support for drivers in different programming languages.

Table 2. Fields of the data after the transformation stage.

Field Name Description Data Type
1D A unique identifier string for each startup object String, Null
Company name The name of the startup company in string format String, Null
Logo The URL that contains the logo of the startup String, Null

Location country The country where the startup is located (e.g. Tiirkiye)  String, Null
Location city The city where the startup is located. (e.g. Istanbul) String, Null

Field of operation The field that the startup operates (e.g. Technology) String, Null

Website The website URL of the startup company String, Null
LinkedIn URL The LinkedIn profile URL of the company String, Null
Employee count Employee count of the startup String, Null
Establishment date ~ The establishment date of the startup String, Null
Description The provided description of the startup String, Null
Research fields Research fields of the startup String, Null

With regards to these criteria, MongoDB was selected as the storage solution as it conforms to all the
needs of the system. MongoDB is an open-source, document-based NoSQL database [63]. It provides high
performance with high availability and automatic scaling. It provides fast and scalable data storage for semi-
structured data. A data record in MongoDB is called a document and is stored in JSON format, and a group of data
is called a collection, the equivalent of tables in relational databases. A field in a document can contain other
documents, arrays, and arrays of documents. [76] With this feature, it’s possible for MongoDB to support different
data structures and formats, helping with scalability. While setting up a MongoDB instance, different roles are
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created for different users accessing the database to ensure access control in the database. It is possible to query,
search, and analyze the data within a collection.

The underlying infrastructure of data storage is another important decision to make when setting up the
data storage application. There are different options when it comes to infrastructure, it can be done by hosting the
service in a dedicated system (such as a physical server) or using a cloud-based solution. In recent years, cloud
infrastructures are getting more popular among data storage systems for their various benefits [83]. Firstly, it allows
easy set up for the users as it erases the necessity of employing dedicated hardware to host the service; additionally,
the cloud infrastructure can be easily scaled horizontally when it’s required, which is in line with the requirements
set in the storage strategy section. And finally, any data loss that can be caused by a hardware failure is avoided
since the storage is not bound to one single point of failure. [23] However, despite these advantages, cloud
infrastructure is generally used with a cloud service provider (such as Amazon Web Services, Google Cloud
Services etc.) and therefore, these services require a monthly fee for the users. For these reasons, cloud services
can be costly for the users if utilized without caution. Yet, despite the cost disadvantage, for the scope of this study,
the advantages have outweighed the disadvantages, leading us to choose a cloud infrastructure to host the
MongoDB cluster.

D. Data Preprocessing and Descriptive Analysis

The data stored in the MongoDB collection is analyzed to gain valuable insights. As outlined in the Data
Preprocessing and Descriptive Analysis section of chapter II, the necessary data preparation steps are applied
before the analysis. A Python script developed within Jupyter Notebook [84], a web-based coding environment,
facilitates this process. Using the pymongo driver, the script accesses the MongoDB instance and downloads the
startup data. For data analysis, the Python libraries "Pandas" [85] and "Matplotlib" [86] are employed to handle
and visualize the data effectively. In the MongoDB collection, there is currently data for 4319 startups.

Percentage of Empty Records

ID 10.00%
Company Name +0.00%
Logo 10.00%
Country 40.00%
City 10.00%
Establishment Date 40.02%
Description 4 0.16%
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Linkedin Address 56.96%
Research Fields - 62.56%
Employee Count - 71.24%
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Figure 4. Information on data attributes.
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Figure 5. Top 10 research fields

Initially, the dataset was examined for missing or empty values to ensure completeness and integrity of
the data before proceeding with further analysis. Some data structure corrections were made during this
examination. For example, the data received in Turkish, field of operation and research fields columns, were
translated into English for language integrity

In Figure 4 Percentage of Empty Records graph shows significant gaps, particularly in the startups’
research fields and LinkedIn addresses. These gaps are essential for the integrity of the analysis. When we draw a
bar chart of the data we have in the research fields, we obtain the Top 10 Research Fields graph in Figure 5. When
we examine the field of operation information, the Top 10 Research Fields graph of Figure 6 shows that the most
studied fields are "SaaS/PaaS and Marketplace". In the Top 10 City in Tiirkiye graph of Figure 7, we can see the
information in which cities the startups are most established in Tiirkiye.
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Figure 6. Top 10 field of operation
Figure 7. Top 10 city in Tiirkiye

Table 3 shows the descriptive statistics results of the first 10 most common fields of operation in table
three. Accordingly, we observe that the median and mode values of SaaS & PaaS are the same, and the mean value
is very close to them. In this case, the number of employees in companies under the SaaS & PaaS field of operation
may show a symmetric distribution model. The fact that the standard deviation is still very high from the mean
indicates that there may be a large variety between employee counts. In other words, while there are many
employees in some companies under the SaaS & PaaS, there may be fewer employees in some companies. The
fact that quartile one is 3 and quartile three is 10, but the mean value is 12, gives the assumption that the maximum
value here is that there are some companies with a very high employee count. When we look, we see that the
median and mode values for Information & Content, Advertising & Marketing, and Social Enterprise and
Entertainment are the same, but their minimum values differ greatly, and when we observe that quartile 1 and
quartile 3 are 3 and 10, the fact that the mean value is very far from the median and mode suggests that they may
be tailed distributions. When we consider the number of employees in companies, we see that standard sales are
much larger than both the mean, median, and mode. So, there is great diversity in terms of the number of company
employees. In other words, it seems that there are no similar numbers of employees in companies in the same
sector. When we look at the Data & Analytics and Education fields here, we can say that they are also close to
SaaS & PaaS. On the other hand, we can think that the Marketplace is generally different from all of them. Because
the mode and median values are not the same, the mean value is not similar either. The standard deviation is again
very high; in order to make a more detailed comment, we can examine the box plots of those number vectors for

Top 10 City
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the field of operation from which we extracted this descriptive analysis. According to Figure 4, the number of
employees of companies operating in these sectors do not seem to be symmetrical or normal distribution.
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Table 3. Statistics of top 10 field of operations with highest employee count.

Field of operation Mean Median Mode STD Q1 Q3 IQR
SaaS & PaaS 12.1295 10 10 15.6028 3 10 7
Marketplace 9.2697 6.5 3 12.3081 3 10 7
Data & Analytics 12.2437 10 3 16.6329 3 10 7
Education 11.4795 10 3 14.8599 3 10 7
Information & Content 7.6574 3 3 10.6916 3 10 7
Advertising & Marketing 8.3147 3 3 10.2853 3 10 7
Social Enterprise 10.1226 3 3 16.2678 3 10 7
Entertainment 8 3 3 10.5606 3 10 7
Finance & Payment Systems 9.5151 10 3 11.5762 3 10 7
Hardware 11.3913 10 3 19.6418 3 10 7

There are some anomalous companies for all of them with very high employee numbers (100). The Hardware
sector is interesting; it has a relatively more balanced distribution than the anomalous with 100 employees. The
number of employees in the Information & Content, Advertising & Marketing, and Entertainment sectors varies
by company but is generally low. However, there are some anomalous companies with high employee numbers.
In other sectors, the number of employees is relatively higher.

Boxplot of Employee Counts by Top 10 Fields of Operation
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Figure 8. Boxplot of Employee Counts by Top 10 Fields of Operation
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For finance and payment systems, while the median and mean are close, the mode value is very far, so
we can say that there is not much balance in the number of employees. In order to say in which direction, the
imbalance is, we need to look at the distribution or box plots. According to Figure 8, the distribution is in the
following direction.

V. CONCLUSION

In this study, a robust and analytically serviceable integrated database for the Turkish startup ecosystem
has been successfully created by utilizing advanced web scraping techniques, ETL processes powered and
transformed by modern data engineering solutions, and document-based NoSQL database infrastructure. For the
processing and storage of comprehensive, up-to-date, and dynamic data belonging to startups, MongoDB has been
identified as the most suitable for the data format at hand and stands out with its flexibility and scalability.

By applying exploratory data analysis methodologies on the data collected on a central database at the
end of a detailed data pre-processing and integration process, critical insights such as geographical distribution,
fields of activity and workforce metrics of the Turkish startup ecosystem were also revealed. In addition, the
findings obtained as a result of the experiments conducted within the scope of the study also emphasize the
importance of a meticulously designed data pipeline in order to generate actionable insights. For the integrated
database to serve with complete and accurate information in all areas and to further enrich the analytical
capabilities of the database, it would be good to add additional dimensions such as financing and growth data and
sectoral impact to the collected startup data. Since MongoDB has a flexible data schema structure, such dimension
additions to the collections on the integrated database can be easily handled. The methodology in this study can
be integrated into any field. It is believed that these processes, which are considered as a continuation of the study,
will open the door to different research areas.

A robust and reliable data storage for up-to-date startup data has the potential to provide valuable insights
to many shareholders of the startup ecosystem. The framework we have provided has the potential to not only
collect this data but also ensure data quality with high availability. In conclusion, this study provides a strong
foundation for a data-driven investigation of the startup environment in Tiirkiye and offers valuable methods that
can be adapted to other fields.
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