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 Since companies aim to increase profits, the company's resources must be 
used correctly. Two of the resources that human resources should consider 
important for the company are time and the continuation of talented 
employees in the workplace. In the case of loss of talented employees, 
training given to new workers requires wages and time. This situation 
shows that loss of employees is an important problem in company policy. 

This study aims to automatically detect employee attrition with machine 
learning algorithms. Naive Bayes classifiers are one of the successful 
machine learning algorithms used in many different fields such as text 
processing. Therefore, in this study, supervised classification has 
performed on the dataset with 5 different Naive Bayes algorithms in 
determining the employment loss. Gaussian Naive Bayes and Categorical 
Naive Bayes show the most successful results in determining the loss of 
workers. 
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1. INTRODUCTION 
The aim of companies is to maximize profits. 
Recently, the importance given to human resources 
has been increasing because qualified and skilled 
employees constitute an advantage in companies 
(Vardarlier and Zafer, 2019). Discovering Human 
Resources (HR) data is very important for the 
decision-making process and development of 
companies. Machine learning techniques are often 
used to discover this HR data. 

Companies spend a lot of time on employee 
recruitment according to their strategic needs. Then, 
a new employee receives a lot of training to adapt to 
the company in terms of knowledge. It is a very 
undesirable situation for an employee who has been 
oriented, in short, spent time and resources to leave 
the job. The loss of talented and experienced 
employees is an important problem that companies 

must solve. 
Classification is the assignment of data to 

specific classes. Supervised classification means 
working on a previously known training set of class 
labels. For supervised classification, naive bayes 
learn fast and perform great (Dimitoglou  et al.; Patil 
and Sherekar, 2013). Naive Bayes classifiers are one 
of the most common machine learning algorithms 
used in many different areas, such as text processing, 
sentiment analysis (Metsis, 2006; Sabiq et al., 2024). 
Therefore, in this study, they are compared the 
performances of 5 different Naive Bayes on a newly 
published Kaggle dataset in determining employed 
attrition. 
2. RELATED WORKS 
In this study, employee attrition has estimated with a 
data set containing 32 features of 1470 employees 
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produced by IBM Watson. It has applied the t-test and 
ADASYN methods to preprocess and 3 different 
machine learning algorithms such as Support vector 
machine (SVM), random forest (RF) and K-Nearest 
Neigbours (KNN) to classify. The KNN algorithm, 
where k value is 3, shows the highest performance 
with an F1 score of 0.93 (Alduayj and Rajpoot, 2018) 

In this study, employee attrition has estimated 
with a data set containing 35 features of 1470 
employees produced in Kaggle. It has applied 
Correlation, Information gain Ratio, Gain Ratio, Chi-
Square, Fisher’s Exact Test based methods to 
preprocess and 7 different machine learning 
algorithms such as Artificial Neural Network (ANN), 
SVM, Gradient Boosting (GB), Bagging, RF, 
Decision Tree (DT) and KNN to classify. The ANN 
algorithm and Chi-Square feture selection algorithm 
shows the highest performance with an accuracy 
score of 0.89 (Subhashini and Gopinath; 2020). 

In this study, employee attrition has estimated 
with a data set containing 35 features of 1470 
employees produced in Kaggle. It has applied k-Fold 
cross-validation method to preprocess and 7 different 
machine learning algorithms such as Gaussian Naive 

Bayes (GNB), Logistic Regression (LR) KNN), 
Decision Tree (DT), Random forest (RT), Support 
Vector Machine (SVM) and Linear Support Vector 
Machines (LSVM) to classify. The GNB algorithm 
using k-fold cross-validation algorithm shows the 
highest performance with an F1 score of 0.446 
(Fallucchi et al.,2020). 

In this study, employee attrition has estimated 
with a data set containing 35 features of 1470 
employees produced in Kaggle. It has applied  k-Fold 
cross-validation method to preprocess and 3 different 
machine learning algorithms such as DT, RT, and 
Binary Logistic Regression(BLR) to classify. The 
BLR algorithm shows the highest performance with 
an accuracy score of 0.87 (Alsubaie and  Aldoukhi, 
2024). 

Table 1 shows the results of different machine 
learning algorithms with the highest accuracy or 
highest F1 score in determining employee attrition. 
Table 1 also lists the preprocessing steps performed 
in the studies. Because the success of the 
preprocessing steps used in improving performance is 
undeniable.  

 
Table 1. Results of different machine learning algorithms in determining employee attrition  

Data Set 
Sample 
Number 

Feature 
Number 

Preprocessing 
Algorithms 

Machine 
Learning 

Algorithms 
The most 
Success 

The most  
Accuracy 
Success 

The most 
F1 Score 
Success 

Synthetic data created 
by IBM data (Alduayj 
and Rajpoot, 2018) 

1470 32 The t-test 
method, 
ADASYN  

SVM, RF, KNN KNN (K = 3) - 0.93 

IBM Employee 
Attrition Dataset 
(Subhashini and 
Gopinath; 2020) 

1470 35 Correlation, 
Information gain 
Ratio, Gain 
Ratio, Chi-
Square, Fisher’s 
Exact Test based 
methods 

ANN, SVM,  
GB, Bagging,  
RF, DT, KNN 

Chi-Square 
algorithm, 
The ANN 
algorithm 

0.8944 - 

IBM Employee 
Attrition 
Dataset(Alsubaie and  
Aldoukhi, 2024). 

1470 35 K-Fold cross-
validation 

DT, RF, BLR BLR 0.8744 - 

IBM Employee 
Attrition 
Dataset(Fallucchi et 
al.,2020). 

1470 35 K-Fold cross-
validation 

GNB, LR, 
KNN, DT, 
RT, SVM, 
LSVM 

GNB - 0.446 

IBM Employee 
Attrition Dataset 
(Krishna and Sidharth, 
2024). 

1470 35  SVM, RF 
NB, 
LR, DT  

RF 1 - 

Kaggle Data Set in 
this study 

5000 10 One Hot 
Encoding, 
ADASYN 

BNB, CaNB, 
CoNB, GNB, 
MB 

CaNB, 
GNB 

0.9513, 
0.9567 

0.9739, 
0.9603 
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3. MATERIALS AND METHODS 

3.1. Data Set 
The data set is extracted from Kaggle 

repository. The data set consists of 5000 samples and 
10 features. Features are given in Table 2. Age feature 
means employee age. Gender feature means 
employee gender. DistanceFromHome means that it 
is the distance between where the employee lives and 
works. Attrition means whether the employee leaves 
the company or not. JobSatisfaction means that it is 
an indicator of employee satisfaction. Monthly 
Income means the monthly income of the employee. 
YearsAtCompany means that how many years has 
employee worked in the company. 
PerformanceRating means employee performance. 
WorkLifeBalance means how well an employee can 
balance work with their personal life. Attrition means 
whether the worker leaves the job or not. They can be 
used to evaluate workforce diversity, retirement 
planning, promotions, pay, and job satisfaction and 
commuting difficulties.  

Table 2. Employee Attrition Dataset  

 
 
 
 
 
 
 
 
 
 

First, the data is prepared by performing 
preprocessing steps in this study. This data set was 
checked for missing data. It was observed that there 
was no missing data. It was observed that there was a 
categorical feature in the data set. Gender categorical 
feature values were converted to binary format using 
one hot encoding. The method is commonly used as 
preprocessing step. The train data set was held for 
model learning. The test data set was held for 
calculating model performance. 

3.2. Naive Bayes (NB) 
A Bayesian classifier is a statistical and 

probabilistic classifier based on Bayes’ theorem. In 
terms of statistics, naive bayes can predict the 

probability that an sample belongs to a particular 
class (Leung, 2007). In terms of probabilistics, naive 
bayes is based on approximating a distribution 
(Wickramasinghe and Kalutarage, 2021). Naïve 
Bayes uses the information in the sample data to 
predict the posterior probability (Webb et al., 2010). 

Class conditional independence is required for 
Naive Bayes. It assumes that the features attached to 
the class label are independent by evaluating them 
without considering their interdependencies. This 
independence assumption speeds up the 
implementation of Naive Bayes (Pajila, 2023). 

Bernoulli Naive Bayes (BNB) 

Bernoulli  Naive Bayes  is a  Naive Bayes 
algorithm kind that based on probability of all 
features. Binary or Bernoulli distribution parameters 
is used to perform this method (Pajila et al., 2023; 
Manning, 2008). The Bernoulli NB model is often 
used for binary or boolean features. Therefore, it is 
often used in two class classification problems 
(Sayfullina et al., 2015). 

Categorical Naive Bayes(CaNB) 

Categorical Naive Bayes  is a Naive Bayes 
algorithm kind that perform on categorically 
distributed data. Categorical Naive Bayes supposes 
that each feature in the dataset has itself categorical 
distribution (Omura et al., 2012). 

Complement Naive Bayes(CoNB) 

The Complement Naive Bayes classifier has 
builded to adjust the “intense assumptions” 
performed with the Multinomial Naive Bayes 
classifier. So that, classification on imbalanced data 
sets  succesfully  performes with CNB. 

Gaussian Naive Bayes(GNB) 

Gaussian Naive Bayes is a Naive Bayes 
algorithm kind that perform on continuous data. It is 
considered that the continuous data features over the 
dataset maintain a Gaussian distribution (Pajila, 
2023). 

Multinomial Naive Bayes(MNB) 

Multinomial Naive Bayes is a Naive Bayes 
algorithm kind that based on probability of all 
features like Bernoulli Naive Bayes. Multinomial 
distribution parameters is used to perform this method 
(Pajila, 2023). When the training data is limited in 
amount, Multinomial Naïve Bayes has been shown to 
give good results in areas such as sentiment analysis 
(Sabiq et al., 2024). Multinomial Naive Bayes is often 
used in feature data with discrete variables. In text 
processing, multinomial naive bayes has often been 

Features Type 
Age Integer 

Gender String 

DistanceFromHome Integer 

JobSatisfaction Integer 

MonthlyIncome Integer 

YearsAtCompany Integer 

Overtime Integer 

PerformanceRating Integer 

WorkLifeBalance Integer 

Attrition Integer 
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used successfully, since feature data might be word 
counts. 
4. RESULTS AND DISCUSSION 

This work is performed based on the “Naïve Bayes” 
classifier developed in phyton. A dataset with 5000 
samples classified in binary categories is used to discover 
employee attrition. 70% of the samples are selected 
randomly to create the training dataset for the classifier. 
The remaining 30% of the samples are used as the test 
dataset to test the classifier. The employee attrition 
classification results of different naive bayes types 
obtained in this study are given in Table 3. Based on Table 
3, it is observed that the Complement Naive Bayes 
algorithm performs lower than other Naive Bayes 
algorithms in detecting employee attrition. Default 
hyperparameters of Naive bayes algorithms are used in 
this study. In determining employee attrition, Gaussian 

Naive Bayes shows the highest accuracy with an accuracy 
rate of 0.9567, while Categorical Naive Bayes shows the 
highest F1 score with an F1 score of 0.9739. 

Although the results seem successful, it is observed 
that there is an imbalanced class problem because one 
class contains very few examples compared to the other 
class. Therefore, new examples belonging to the minority 
class were created to balance the class distributions. Using 
the ADASYN resampling method, number of minority 
samples are equalized to the number of majority examples 
by generating new samples. Naive Bayes algorithms were 
re-run on samples and the new results are given in Table 
4. 

In the results obtained in the new data set by adding 
the samples obtained after the resampling algorithm, 
Gausssion and Categorical Naive Bayes algorithms are 
more successful than other naive Bayes algorithms, similar 
to the previous results. 

Table 3. Results of different Naive Bayes algorithms in determining employee attrition 
Weighted Accuracy Precision  Recall F1 Score 

Bernoulli Naive Bayes 0.9087 0.8257 0.9087 0.9522 

Categorical Naive Bayes 0.9513 0.9538 0.9739 0.9739 

Complement Naive Bayes 0.7880 0.9043 0.8717 0.8717 

Gaussian Naive Bayes 0.9567 0.9706 0.9567 0.9603 

Multinomial Naive Bayes 0.8680 0.8859 0.8680 0.8761 

 
Table 4. Results of different Naive Bayes algorithms in employee attrition data set with ADASYN resampling method 

Weighted Accuracy Precision  Recall F1 Score 

Bernoulli Naive Bayes 0.7751 0.8454 0.7751 0.7638 

Categorical Naive Bayes 0.9971 0.9971 0.9971 0.9971 

Complement Naive Bayes 0.7769 0.7784 0.7769 0.7764 

Gaussian Naive Bayes 0.9427 0.9486 0.9427 0.9425 

Multinomial Naive Bayes 0.7772 0.7787 0.7772 0.7768 
 
5. CONCLUSION 

The results of the study prove that there is a 
significant relationship between employee attrition 
and given characteristics. Such a data set would allow 
analyzing a newly developed prediction model. The 
features in the data set were very useful in calculating 
the employee attrition result. 

It is seen that Bayesian classifiers exhibit high 
accuracy when working with large data sets. These 
methods are also seen that it shows higher accuracy 
in low-dimensional data sets by not being affected by 
the curse of dimensionality. 

In employee attrition supervised binary 
classification, it is seen  that  Gaussian  Naive  Bayes

competes with 0.9567 accuracy and Categorical 
Naive Bayes with 0.9513 accuracy. Categorical 
Naive Bayes comes ahead of Gaussian Naive Bayes 
with 0.9739 F1 score and 0.9603 F1 score. 

Therefore, new samples of minority classes are 
produced using the ADASYN resampling method for 
cope with imbalanced data problem. Then the results 
of testing the algorithms again on the entire sample, 
it is seen that Gaussian Naive Bayes competes with 
0.9427 accuracy and Categorical Naive Bayes with 
9971 accuracy. Categorical Naive Bayes with 0.9971 
F1 score comes ahead of Gaussian Naive Bayes and 
0.9425 F1 score, in employee attrition supervised 
binary classification. 
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