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Abstract

Aim: The rapid evolution of artificial intelligence (AI) has revolutionized medicine, with tools like ChatGPT and Google Gemini enhancing 
clinical decision-making. ChatGPT's advancements, particularly with GPT-4, show promise in diagnostics and education. However, 
variability in accuracy and limitations in complex scenarios emphasize the need for further evaluation of these models in medical 
applications. This study aimed to assess the accuracy and agreement between ChatGPT 4.o and Gemini AI in identifying bladder-
related conditions, including neurogenic bladder, vesicoureteral reflux (VUR), and posterior urethral valve (PUV).
Material and Method: This study, conducted in October 2024, compared ChatGPT 4.o and Gemini AI's accuracy on 51 questions about 
neurogenic bladder, VUR, and PUV. Questions, randomly selected from pediatric surgery and urology materials, were evaluated using 
accuracy metrics and statistical analysis, highlighting AI models' performance and agreement.
Results: ChatGPT 4.o and Gemini AI demonstrated similar accuracy across neurogenic bladder, VUR, and PUV questions, with true 
response rates of 66.7% and 68.6%, respectively, and no statistically significant differences (p>0.05). Combined accuracy across all 
topics was 67.6%. Strong inter-rater reliability (κ=0.87) highlights their agreement.
Conclusion: This study highlights the comparable accuracy of ChatGPT-4.o and Gemini AI across key bladder-related conditions, with 
no significant differences in performance.
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INTRODUCTION
The rapid evolution of artificial intelligence (AI) has 
significantly reshaped multiple disciplines, including 
medicine and healthcare (1-5). Among the most prominent 
advancements in AI are large language models (LLMs) like 
ChatGPT 4.o and Google Gemini (2-4). ChatGPT, developed 
by OpenAI, employs state-of-the-art natural language 
processing to generate human-like responses (2-4). Initially 
launched with GPT-3.5 in November 2022 and succeeded 
by GPT-4 in March 2023, ChatGPT has demonstrated 
considerable promise in various fields, including medical 
diagnostics and education. Similarly, Google Gemini, 
a competitor, integrates advanced neural networks to 
interpret and respond to complex medical inquiries. These 
advancements position both platforms as potential tools 

for supporting clinical decision-making (5,6).

Prior studies have explored ChatGPT's accuracy in 
standardized medical exams, revealing its potential to 
complement traditional methods. For example, GPT-4 
has outperformed its predecessor GPT-3.5 in answering 
medical licensing questions, emphasizing its growing 
accuracy and reliability (7).

Despite the advancements, concerns persist regarding 
the reliability and consistency of these tools (8,9). Studies 
comparing ChatGPT, Gemini, and other AI models in 
specific medical contexts highlight variability in diagnostic 
accuracy and comprehensiveness. ChatGPT has been 
noted for its higher accuracy in certain scenarios but has 
also demonstrated limitations in nuanced or ambiguous 
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cases. Similarly, Gemini, while robust in specific areas, 
occasionally falters in providing context-sensitive 
responses, necessitating further evaluation (1).

This study aimed to assess the accuracy and agreement 
between ChatGPT 4.o and Gemini AI in identifying 
bladder-related conditions, including neurogenic bladder, 
vesicoureteral reflux (VUR), and posterior urethral valve 
(PUV).

MATERIAL AND METHOD
This study was conducted in October 2024. Since it 
involved an AI-based analysis, ethical approval was not 
required. The study focused on three primary bladder-
related topics: VUR, PUV, and neurogenic bladder. A total of 
51 questions were prepared, with 17 questions from each 
topic to ensure balanced representation across all areas. 
The questions were randomly selected from pediatric 
surgery and pediatric urology board examination study 
materials to reflect clinically relevant scenarios.

The prepared questions were simultaneously presented 
to both Gemini AI and ChatGPT 4.o models. Each model's 
responses were independently recorded and evaluated 
against a pre-determined answer key. The number of 
correct and incorrect answers provided by each model 
was calculated separately for each topic to assess their 
accuracy.

A text was prepared to train both artificial intelligence 
models in the question-and-answer format. This text 
was taught to both AI models and was as follows. "I am 
conducting a study to assess the diagnostic accuracy and 
agreement between ChatGPT and Gemini AI in identifying 
bladder-related conditions, including neurogenic bladder, 
VUR, and PUV. For this purpose, I will ask each of you a 
total of 51 questions, with 17 questions per topic. The 
questions will be the same for both models and are 
selected from the European board examination study 
materials in pediatric surgery and pediatric urology. 
Please answer these questions to the best of your ability. 
At the end, your correct and incorrect answers will be 
compared to the official answer key. And then, the results 
will be compared for a study." The responses provided 
by the models are presented in Figures 1 and 2. The 
questions asked to the AI were multiple choice questions 
(5 options) in a test format.

Figure 1. Instructions for AI model evaluation (for ChatGPT 4.o)

 
Figure 2. Instructions for AI model evaluation (for Gemini AI)

Statistical Analysis

For statistical analysis, the number of true and false 
responses for both AI models was compared for each 
topic using accuracy metrics and Cohen's Kappa to 
evaluate inter-model agreement. The categorical variables 
were compared with chi-square test. Univariate logistic 
regression analysis was performed to examine the factors 
associated with correct responses, using neurogenic 
bladder as the reference topic and ChatGPT 4.o as 
the reference AI model. Odds ratios (OR) and p-values 
were calculated to assess the statistical significance of 
the differences between the models and topics. Data 
visualization was achieved through a Sankey diagram 
to demonstrate the flow and distribution of correct 
and incorrect responses across topics and models. All 
statistical analyses were conducted using Jamovi software 
2.4, with a significance threshold set at p<0.05.

RESULTS
For neurogenic bladder, ChatGPT 4.o correctly answered 
11 questions (64.7%), while Gemini AI correctly answered 
13 questions (76.5%), resulting in a combined true 
response rate of 70.6% (n=24). The false response rates 
were 35.3% for ChatGPT 4.o and 23.5% for Gemini AI, 
with a total false response rate of 29.4% (n=10). The 
difference in performance between the two AI models on 
neurogenic bladder-related questions was not statistically 
significant (p=0.452). Regarding VUR, ChatGPT 4.o and 
Gemini AI achieved true response rates of 64.7% (n=11) 
and 58.8% (n=10), respectively, with a total true response 
rate of 61.8% (n=21). The false response rates were 35.3% 
and 41.2% for ChatGPT 4.o and Gemini AI, respectively, 
contributing to a combined false response rate of 38.2% 
(n=13). The statistical comparison indicated no significant 
difference between the models on VUR-related questions 
(p=0.724). For PUV, both ChatGPT 4.o and Gemini AI 
performed identically, each with a true response rate of 
70.6% (n=12) and a false response rate of 29.4% (n=5). 
The total response rates were identical across the models 
on PUV-related questions (p=1.000). Across all conditions, 
the combined true response rate was 66.7% for ChatGPT 
4.o and 68.6% for Gemini AI, with a total true response 
rate of 67.6% (n=69). The combined false response rates 
were 33.3% for ChatGPT 4.o and 31.4% for Gemini AI, with 
a total false response rate of 32.4% (n=33). The overall 
performance comparison between the AI models showed 
no statistically significant difference (p=0.832) (Table 1).
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A univariate logistic regression analysis was conducted 
to evaluate the factors associated with correct responses 
provided by the AI models. The analysis considered the 
topics (neurogenic bladder, VUR, and PUV) and the AI 
model used (ChatGPT 4.o vs. Gemini AI). For the topic, 
using neurogenic bladder as the reference category, the 
OR for VUR was 0.673 (p=0.443), indicating no statistically 
significant difference in the likelihood of correct responses 
between neurogenic bladder and VUR. Similarly, the OR 
for PUV was 1.000 (p=1.000), showing no difference in 
the probability of correct responses between neurogenic 
bladder and PUV. When comparing the AI models, using 
ChatGPT 4.o as the reference, the OR for Gemini AI was 
1.09 (p=0.832) (Table 2).

Table 2. Univariate logistic regression analysis of AI model performance

Univariate analysis

 OR p-value

Topic (ref: neurogenic bladder)

VUR 0.673 0.443

PUV 1.000 1.000

AI-model (ref: ChatGPT 4.o) 1.09 0.832

The Cohen's kappa value for inter-rater reliability between 
ChatGPT 4.o and Gemini AI is 0.87, indicating a strong level 
of agreement (κ=0.87). The Sankey diagram demonstrates 
how each AI model's predictions distribute across topics 
and their respective accuracies (Figure 3).

Figure 3. Sankey diagram

DISCUSSION
In our study, ChatGPT 4.o and Gemini AI showed 
comparable accuracy across neurogenic bladder, VUR, and 
PUV, with total true response rates of 66.7% and 68.6%, 
respectively, and no significant performance differences 
(p>0.05). Logistic regression confirmed no significant 
variability between topics or models. Strong inter-rater 
agreement (κ=0.87) highlights their potential as reliable 
tools.

The widespread adoption of artificial intelligence has 
significantly increased its use in various fields, including 
medicine (1-5,10). Numerous studies have been conducted 
in disciplines such as orthopedics, dermatology, and 
neurology to evaluate the accuracy of AI models in 
answering exam questions (11-14). While these studies 
have shown promising results, many also highlight the 
frequent occurrence of incorrect answers alongside correct 
ones. Furthermore, it has been emphasized that models like 
ChatGPT can occasionally produce misleading or incorrect 
responses, referred to as "hallucinations," underscoring the 
importance of being aware of such inaccuracies (15,16).

In this study, a total of 51 questions related to three key 
bladder conditions—neurogenic bladder, VUR, and PUV—
were posed to both ChatGPT 4.o and Gemini AI, and 
their responses were compared. To minimize potential 
confounding factors, all questions were designed as 
multiple-choice. These questions were randomly selected 
from the European Board Examination study materials 
in pediatric surgery and pediatric urology. To the best of 
our knowledge, this is the first study to compare ChatGPT 
4.o and Gemini AI models specifically for bladder-related 
conditions.

In a study on orthopedic and trauma surgery, the American 
and British equivalents of the French DES exam, the 
OITE (ABOS) and FRCS-Trauma and Orthopaedics, were 
tested. ChatGPT-4 generally performed well, approaching 
but not surpassing the residents’ average scores (10). In 
another study, in the field of General Orthopedics, Ulus 
et al. reported GPT-4 achieving a higher success rate 
(75%) compared to GPT-3.5 (45%) (p=0.053) (17). In the 

Table 1. Accuracy between ChatGPT 4.o and Gemini AI

  ChatGPT 4.o Gemini AI Total P-value

Neurogenic bladder
True 11 (64.7%) 13 (76.5%) 24 (70.6%)

0.452
False 6 (35.3%) 4 (23.5%) 10 (29.4%)

Vesicoureteral reflux
True 11 (64.7%) 10 (58.8%) 21 (61.8%)

0.724
False 6 (35.3%) 7 (41.2%) 13 (38.2%)

Posterior urethral valve
True 12 (70.6%) 12 (70.6%) 24 (70.6%)

1.000
False 5 (29.4%) 5 (29.4%) 10 (29.4%)

Total
True 34 (66.7%) 35 (68.6%) 69 (67.6%)

0.832
False 17 (33.3%) 16 (31.4%) 33 (32.4%)
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Traumatology domain, GPT-4 showed a notable success 
rate of 80%, significantly outperforming GPT-3.5 (p=0.010). 
Greif et al. found ChatGPT correctly identified the top 
diagnosis for 12 of 32 cases (37.5%), compared to 5 of 
10 cases (50%) in their study (18). ChatGPT-3.5 included 
the correct diagnosis in 81% of cases, while ChatGPT-4 
achieved 80%. These findings indicate ChatGPT-4 
consistently outperforms its predecessor, GPT-3.5, as 
also demonstrated in the study by Azizoğlu et al (19). 
Furthermore, Demir et al. found ChatGPT 4.o provided more 
detailed and accurate answers to patient questions about 
keratoconus than Google Gemini and Microsoft Copilot, 
with 92% of responses rated as “agree” or “strongly agree” 
(1). Ronbinson et al highlight the potential of AI chatbots 
in addressing common urologic queries, particularly 
for benign prostatic hyperplasia (BPH) (20). Chatbot-
generated responses demonstrated comparable accuracy, 
greater completeness, and higher perceived empathy 
compared to urologists' responses. However, patient trust 
and perception of AI remain challenges. They concluded 
that future studies should explore AI integration in broader 
urologic domains, address ethical concerns, and focus 
on improving patient confidence in AI-driven healthcare 
communications. In a meta-analysis of 193 studies, Zong et 
al. concluded that MedExamLLM is an open-source, freely 
accessible platform offering comprehensive performance 
evaluations and evidence on LLM capabilities in medical 
exams globally (21). It serves as a vital resource for 
educators, researchers, and developers in clinical medicine 
and AI. Despite its value, limitations include potential 
data source biases and exclusion of non-English studies, 
warranting future research to enhance LLM performance 
across diverse contexts. In our current study, we evaluated 
responses to bladder-related questions using ChatGPT 4.o 
and Gemini AI, assessing the accuracy and agreement of 
both AI tools. Our study found that ChatGPT 4.o and Gemini 
AI demonstrated comparable accuracy across conditions, 
with no significant performance differences, highlighting 
strong reliability.

Despite its strengths, this study has several limitations. First, 
the sample size of 51 questions may not comprehensively 
represent the complexity of bladder-related conditions. 
Additionally, the study relied on pre-determined answer 
keys, which may not account for nuanced clinical variations. 
Furthermore, the AI models were assessed using text-
based questions, excluding imaging or laboratory data 
integration, which are critical in real-world diagnostics. 
The absence of clinical context in the questions may limit 
the applicability of findings to actual medical scenarios. 
Lastly, the models’ outputs were evaluated in isolation, 
without considering collaborative human-AI interactions, 
potentially overlooking their full diagnostic potential.

CONCLUSION
In conclusion, this study highlights the comparable 
accuracy of ChatGPT 4.o and Gemini AI across key 
bladder-related conditions, with no significant differences 
in performance. These findings suggest the potential utility 

of AI tools in bladder-related conditions, emphasizing their 
reliability. However, further research is required to address 
limitations such as sample diversity and real-world 
applicability, ensuring these technologies can effectively 
complement clinical decision-making.
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