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Bu ¢alisma, yapay zeka teknolojilerinin hizla gelismesiyle birlikte ortaya ¢ikan etik sorunlari ele almay1 ve bu sorunlarm
bireyler ve toplum iizerindeki etkilerini analiz etmeyi amaglamaktadir. Yapay zekd (YZ), ozellikle otonomi, sorumluluk,
mahremiyet, ayrimcilik ve giivenlik gibi alanlarda karmasik etik ikilemler yaratmakta, bu teknolojilerin tiim siireglerde etkisi
giderek daha 6nemli bir aragtirma konusu haline gelmektedir. Sistematik literatiir taramasi yontemi kullanilarak yiiriitiilen bu
caligma, yapay zeka sistemlerinin etik risklerini, insan-makine etkilesiminden dogan ahlaki sorular1 ve veri gizliligi, sorumluluk ile
dijital adalet gibi kavramlar etrafindaki etik zorluklar1 tartigmaktadir. Aragtirmada, Web of Science veri tabanindan ulasilan ve
2024 yilinda yayimlanmis yapay zeka etigi ile ilgili 8 makale incelenmistir. Sistematik inceleme yontemi, temel bulgulari ve bu
bulgularm ortak temalarini ortaya ¢ikarmak amaciyla kullanilmistir. Incelenen ¢alismalar, yapay zekanin mahremiyetin ihlali, veri
istismari, 6nyargili algoritmalar ve sorumluluk dagilim gibi konularda 6nemli etik sorunlara yol agtigin1 gostermektedir. Ayrica
yapay zeka sistemlerinin otonom karar alma kapasitesinin etik sinirlar1 zorladig1 ve bu teknolojilerin bireyler ve toplum tizerindeki
olumsuz etkilerinin giderek artt1g1 goriilmektedir. Ozellikle sorumluluk ve hesap verebilirlik gibi kavramlarin, yapay zekanm ahlaki
sinirlarini belirlemede kritik bir rol oynadigi tespit edilmistir. Calismanin bulgulari, yapay zeka uygulamalarinin gelecekte hangi
alanlarda daha dikkatli kullanilmasi1 gerektigine dair kilavuzluk sunmakta ve bu teknolojilerin giivenli ve adil bir sekilde
yonlendirilmesi igin uluslararasi igbirliklerine dayali normatif diizenlemelerin gerekliligini vurgulamaktadir. Bu normatif
diizenlemeler, hem bireysel haklarin korunmasi hem de toplumsal faydanin maksimize edilmesi agisindan biiyiik &nem
tasimaktadir. Bunun yani sira, etik standartlarin olusturulmasi ve bu standartlarin uygulamaya gegirilmesine yonelik girisimlerin
daha sistematik ve kararli bir sekilde hayata gegirilmesi gerekmektedir.Bu baglamda, arastirma, yapay zeka etigi alaninda daha
kapsamli bir perspektif gelistirilmesine katki saglamay1 hedeflemektedir.
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ARTIFICIAL INTELLIGENCE ETHICS: FUNDAMENTAL PRINCIPLES, CHALLENGES, AND
INTERDISCIPLINARY APPROACHES

Abstract

This study aims to address the ethical challenges emerging with the rapid advancement of artificial intelligence (AI)
technologies and to analyze their impacts on individuals and society. Al creates complex ethical dilemmas, particularly in areas
such as autonomy, accountability, privacy, discrimination, and security, making its influence on decision-making processes an
increasingly significant subject of inquiry. Employing a systematic literature review methodology, this study discusses the ethical
risks associated with Al systems, the moral questions arising from human-machine interaction, and the ethical challenges
surrounding concepts such as data privacy, accountability, and digital justice. The research examines 10 articles on Al ethics
published in 2024 and sourced from the Web of Science database. The systematic review method has been utilized to identify key
findings and common themes within these studies. The reviewed literature demonstrates that Al contributes to major ethical
concerns, including privacy violations, data misuse, biased algorithms, and the distribution of accountability. Furthermore, the
autonomous decision-making capabilities of Al systems have been found to push ethical boundaries, with their adverse effects on
individuals and societies continuing to grow. In particular, concepts such as accountability and transparency have been identified
as critical in defining the moral limits of Al. The findings of this study provide guidance on areas where Al applications should be
approached with greater caution in the future and emphasize the necessity of normative regulations grounded in international
collaboration to ensure the safe and equitable implementation of these technologies.

Keywords: Artificial intelligence ethics, artificial intelligence bias, accountability, algorithmic communication and
public relations, digital society

GIiRIS

Yapay zeka (YZ), glinlimiiziin en dikkat ¢ekici teknolojik gelismelerinden biri olarak, insan benzeri 6grenme,
karar alma ve problem ¢6zme yetenekleriyle bir¢ok sektérde koklii degisikliklere yol agmaktadir. Saglik, egitim,
ekonomi ve gilivenlik gibi alanlarda biiyiik firsatlar sunan yapay zeka, yalnizca teknik yenilikleri ve ekonomik
verimliligi artirmakla kalmamakta; ayn1 zamanda toplumsal yapilarin doniisiimiine ve bireylerin giinlilk yagamlarina
kadar genis bir etki alanina sahip olmaktadir. Ancak, bu hizli ilerlemeler beraberinde gesitli etik sorunlar1 da
getirmektedir. Ornegin, algoritmalardaki dnyargilar, veri gizliligi ihlalleri, seffaflik eksiklikleri ve hesap verebilirlik
problemleri gibi meseleler, yapay zekanin benimsenmesinin karmagikligini artirmaktadir. Bu baglamda, yapay zeka
etigi, bu teknolojilerin gelisimi ve kullanimi sirasinda ortaya ¢ikan etik meseleleri inceleyen disiplinlerarasi bir alan
olarak one ¢ikmaktadir. Adalet, hesap verebilirlik, seffaflik ve insan haklar1 gibi temel etik ilkeleri baz alarak yapay
zekénin toplum tizerindeki etkilerini degerlendirmeyi amaglamaktadir.

Yapay zekanin toplum iizerindeki etkilerini anlamak i¢in, teknolojinin toplumsal yapilar ve insan davranislari
iizerindeki roliinii ele alan kuramsal yaklasimlar 6nem kazanmaktadir. Teknolojik geligsmeler, yalnizca teknik
ilerlemeleri degil, ayn1 zamanda ekonomik sistemleri, toplumsal normlar1 ve bireylerin karar alma siireglerini
sekillendiren dinamik unsurlar olarak goriilmektedir. Bu nedenle, teknoloji-sosyal yap1 iliskisini agiklayan
determinizm anlay1s1, yapay zeka gibi ileri teknolojilerin toplumsal doniisiimdeki etkilerini degerlendirmede Kritik bir
gerceve sunmaktadir. Teknolojik determinizm anlayisi, teknolojinin yalnizca bir ara¢ olmanin 6tesinde, toplumsal
yapilari, deger sistemlerini ve bireylerin karar alma siireglerini belirleyen temel bir etken oldugunu savunur (Kirik ve
Bastasg-Bakis, 2020, s. 1824). Bu bakis agisina gore, teknolojik ilerlemeler kendiliginden toplumsal degisimleri
tetikleyen ve yonlendiren bir gii¢ olarak goriilmektedir. Yapay zeka teknolojilerinin gelisimi de bu gergevede
degerlendirildiginde, yalnizca bireysel kararlar1 destekleyen bir arag olmaktan 6te, toplumsal degerleri ve sosyal
iligkileri de derinden etkileyen bir unsur haline gelmektedir. Ancak bu bakis agis1, teknolojinin kendiliginden toplumu
yonlendirdigi fikrini benimseyerek, insan faktoriiniin etkisini yeterince dikkate almama riski tasimaktadir. Sosyal
yapilarin ve politika yapicilarin teknoloji iizerindeki belirleyici giicii gdz ard1 edildiginde, etik diizenlemeler ve bilingli
miidahaleler arka planda kalabilir. Bu nedenle, yapay zeka ve etik tartigmalar1 yalnizca teknolojik gelismelerin
kacinilmaz sonuglarina odaklanmak yerine, bu gelismelerin nasil yonlendirilmesi gerektigine dair normatif ¢erceveler
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de icermelidir. Teknolojik yeniliklerin yam sira, etik gercevelerin belirlenmesini ve uygulanabilir ¢oziimler
gelistirilmesini zorunlu kilmaktadir.

Nitekim yapay zeka etigi lizerine gergeklestirilen ¢alismalar, bu teknolojinin farkli alanlardaki etik etkilerini
incelemeye odaklanmustir. Turan vd. (2022)’nin ¢alismasi, yapay zeka etigi alanindaki mevcut literatiirii derleyerek,
veri gizliligi, ayrimeilik ve hesap verebilirlik eksikligi gibi temel etik sorunlar1 belirlemekte ve bu konulara yonelik
¢Oziim Onerileri sunmaktadir. Benzer sekilde, Dilek (2019), yapay zek&nin etik karar alma siirecleri iizerindeki
etkilerini ve bu teknolojilerin bagimsiz bir etik 6zne olup olamayacagim tartigsarak, disiplinlerarasi bir yaklagimin
gerekliligini vurgulamaktadir. Saglik alaninda, Giivercin (2020), yapay zeka uygulamalarmin hasta mahremiyeti,
yanlilik ve hesap verebilirlik gibi konulardaki risklerini ele almakta ve uluslararasi etik standartlara duyulan ihtiyacin
altim ¢izmektedir. Efe (2021) ise yapay zeka teknolojilerinin etik ilkelerden yoksun bir sekilde programlanmasinin
sosyal manipiilasyon, mahremiyet ihlalleri ve algoritmik ayrimecilik gibi riskleri beraberinde getirebilecegini 6ne
siirmektedir. Isletmeler baglaminda, Kése (2020) yapay zeka tabanli sistemlerin ydnetim siiregleri, insan kaynaklari
ve tedarik zinciri optimizasyonu gibi alanlarda doniisiim yaratacagini, ancak veri gizliligi, adalet ve is giicii izerindeki
etkilerin dikkate alinmasi gerektigini ifade etmektedir. Bu caligmalar yapay zeka etigi konusunu gesitli baglamlarda
ele alsa da, genellikle belirli alanlara odaklanmis ve disiplinlerarasi bir perspektifle kapsamli analizler sinirli kalmustir.
Bu ¢aligma ise farkli sektdrlerde ortaya cikan etik sorunlari disiplinlerarasi bir yaklagimla ele alarak, yapay zeka etigi
literatiiriinde 6nemli bir boslugu doldurmay1 ve ortak etik ilkelerin belirlenmesine katki saglamayi amaglamaktadir.
Boylece, yapay zekanin etik boyutlarini sektorler arasi karsilastirmali bir perspektiften ele alarak, mevcut literatiirdeki
eksiklikleri gidermeye yonelik biitiinciil bir analiz sunmaktadir.

Bu baglamda, caligmanin temel amaci, farkli sektorlerdeki yapay zeka etigi ile ilgili temel meseleleri ele
alarak, bu meselelerin bireyler ve toplum tizerindeki etkilerini degerlendirmek ve ortaya ¢ikan etik riskleri yonetmeye
yonelik yaklagimlari incelemektir. Yapay zekanin toplumsal yasamdaki rolii arttik¢a, etik tartigmalarin yalnizca
akademik bir ¢ercevede kalmamasi; ayni zamanda politika yapicilar, teknoloji gelistiriciler ve toplum genelinde etkili
bir bicimde ele alinmasi gerekmektedir. Literatiir incelemesi kisminda, yapay zeka etigiyle ilgili temel kavramlar,
mevcut teorik yaklasimlar ve sektdrel etik sorunlar detaylandirilmaktadir. Yontem bdliimiinde, ¢calismada kullanilan
sistematik literatiir taramas1 yontemi agiklanmakta, veri kaynaklari, dahil etme/dislama kriterleri ve analiz siiregleri
sunulmaktadir. Bulgular kisminda, taranan ¢aligmalarin analizleri yapilarak sektorler arasi etik farkliliklar ve ortak
sorunlar ele alinmaktadir. Sonug¢ ve tartigma boliimiinde ise elde edilen bulgular degerlendirilmekte ve gelecekteki
arastirmalar i¢in Oneriler sunulmaktadir.

Calismanin metodolojisi, belirlenen veri tabanlarindaki ¢aligmalart sistematik bir sekilde tarayarak, belirli
etik sorunlarin hangi alanlarda yogunlastigini, bu sorunlara yonelik hangi yaklagimlarin gelistirildigini ve mevcut
literatiirde hangi arastirma bosluklarinin bulundugunu analiz etmeye dayanmaktadir. Bu siiregte, belirlenen anahtar
kelimeler dogrultusunda sistematik bir tarama yapilmis, agik erisimli akademik yayinlar segilmis ve veriler belirli
kategoriler altinda gruplandirilmistir. Béylece, disiplinlerarast bir ¢ergevede yapay zeka etigine dair kapsamli bir
degerlendirme yapmay1 hedeflemektedir.

Arastirmanin temel sorulari, yapay zeka etigiyle ilgili farkli alanlarda 6ne ¢ikan sorunlarin gesitlenmesi,
algoritmalardaki 6nyarg1 ve seffaflik eksikliklerinin yol actig1 etik problemler, veri gizliligi ve giivenlik konularindaki
etkiler ve hesap verebilirlik ile sorumluluk meseleleri etrafinda sekillenmektedir. Ayrica, yapay zeka teknolojilerinin
toplum {iizerindeki sosyokiiltiirel etkileri ve bu etkilerle basa ¢ikmak icin gelistirilebilecek etik sinirlar da ¢alismanin
kapsamina dahil edilmistir. Bu sorular, yalnizca mevcut literatiiriin sistematik bir degerlendirmesini yapmakla
kalmamakta; ayn1 zamanda etik diizenlemelerin ve ¢ercevelerin gelistirilmesine yonelik daha genis bir tartisma alani
sunmaktadir.

Sonug olarak, yapay zekanin hizla gelisen yapisi karsisinda etik degerlerin korunmasi, yalnizca teorik bir
tartisma konusu degil, ayn1 zamanda pratik bir gereklilik haline gelmistir. Bu ¢aligma, farkli sektdrlerde yapay zeka
etigi ile ilgili tartigmalar disiplinlerarasi bir perspektiften ele alarak, literatiirdeki eksiklikleri gidermeyi ve teknoloji
gelistiricilere, politika yapicilara ve akademik ¢evrelere yol gosterici bir ¢cergeve sunmay1 hedeflemektedir. Elde edilen
bulgular, gelecekteki yapay zeka uygulamalarinin yonlendirilmesinde 6nemli bir rehber olma potansiyeline sahiptir.

154



INONU UNIVERSITES]
ILETISIM FAKULTESI
I N I F Mayzis, 2025, 10(1)

1. Yapay Zeki Kavramm

Yapay zekd, bilgisayarlarin insan benzeri zeka siireclerini taklit ederek karmasik goérevleri bagimsiz bir
sekilde gergeklestirebilmesi amaciyla gelistirilen algoritmalar ve yazilim sistemlerini ifade eder. Bu sistemler, dogal
zekénin biligsel faaliyetlerini modelleyerek makineler aracilifiyla gergeklestirmeyi, hatta bu faaliyetleri optimize
ederek agmay1 hedefler (Say, 2018, s. 83). Buna gore dogal zekd ve yapay zeka arasinda en azindan bir paralellik
hedeflenmektedir. Bagka bir tanima gore ise “yapay zeka, insan zekasinin sinir sistemi, gen yapisi gibi fizyolojik ve
norolojik yapisinin ve dogal olaylarin modellenerek makinelere (bilgisayar ve yazilimlar) aktarilmasidir” (Atalay ve
Celik, 2007, s. 158). Russell ve Norvig (2016, s. 2), yapay zekay: insan benzeri diisiinme ve davranis sergileyen
sistemler ile rasyonel diisiinen ve rasyonel davranan sistemler olarak dort ana kategoriye ayirmaktadir.

Alan Turing’in 1950 yilinda ortaya attig1 “Makineler diisiinebilir mi?” sorusu ve buna yonelik gelistirdigi
Turing Testi, yapay zeka kavraminin teorik temellerini olugturmustur. Turing’in bu ¢aligmasi, makinelerin insan gibi
diistiniip diisiinemeyecegini sorgulayarak, yapay zeka alaninda 6nemli bir baslangi¢ noktasi olmustur (Turing, 2009,
§s. 23-26). Literatiirde ise “yapay zeka” kavrami ilk kez 1956 yilinda Dartmouth Konferansi’nda resmi olarak
tanimlanmis ve insan zekasini taklit eden sistemlerin potansiyeli bu konferansta kapsamli sekilde ele alimustir
(McCarthy vd., 2006, s. 12). Bu dénemde Newell ve Simon tarafindan gelistirilen “Logic Theorist” programi, yapay
zek@nin potansiyelini gosteren ilk yazilim olarak kabul edilmistir. 1990’1 yillarla birlikte makine 6grenimi, veri
madenciligi ve derin 6grenme teknikleri yapay zeka arastirmalarinda biiyiik ilerlemeler saglamis, IBM’in Deep Blue
bilgisayar1 bu donemde satrang ustas1 Garry Kasparov’u yenerek dikkat ¢ekmistir (Campbell vd., 2002, s. 60). Bunu
takip eden yillarda, yapay zeka uygulamalart derin 6grenme, yapay sinir aglari, dogal dil isleme ve goriintii tanima
gibi alanlarda biiyiik ilerlemeler kaydetmistir (Brown vd., 2020, s. 1880).

Yapay zeka sistemleri, farkli islevsellik ve zeka seviyelerine gore siniflandirilmaktadir. Reaktif makineler,
yalnizca belirli bir duruma tepki verebilen en temel yapay zekd formunu temsil ederken; sinirli bellek sistemleri,
gecmis deneyimlerini kisith bir siire igin saklayarak karar alma siireglerinde kullanir. Teori zihinli yapay zeka,
insanlarin duygu ve diislincelerini anlamaya calisarak sosyal etkilesimleri gelistirmeyi amaclar. Son olarak, 6z
farkindalik kategorisi, yapay zekanin biling gelistirme potansiyelini ifade eder ve gelecekte insan benzeri bir biling
diizeyine ulasabilecegi tartigmalarini beraberinde getirir (Turan, 2020, ss. 57-59). Ornegin, IBM’in Deep Blue satrang
bilgisayar1 reaktif makineler kategorisine girerken, otonom araglar sinirli bellek sistemleri kullanarak ¢evresel verileri
degerlendirip karar almaktadir. Sosyal robotlar ise teori zihinli yapay zekanin gelisimini gostermektedir.

Buna ek olarak, yapay zeka cesitli teknikler ve algoritmalar aracilifiyla siirekli olarak gelisim gostermektedir.
Bu teknikler arasinda uzman sistemler, genetik algoritmalar, bulanik mantik, makine 6grenimi, yapay sinir aglari ve
derin 6grenme yer almaktadir. Uzman sistemler, belirli bir alandaki uzman bilgisini ve deneyimini bilgisayara
aktararak, insan karar mekanizmasini taklit eden ve karmasik problemlere ¢6ziim iiretebilen yazilimlardir. Genetik
algoritmalar ise biyolojik evrim siirecine dayali bir optimizasyon yontemi olup, dogal secilim ve genetik ilkeleri
kullanarak en uygun ¢6ziime ulagmay1 hedeflemektedir.

Bulanik mantik, insan deneyimlerinden elde edilen verileri igleyerek, sozel ifadeleri matematiksel modellere
doniistiiren ve belirli kurallar c¢ergevesinde sonuglar iireten bir yaklagimdir. Makine 6grenimi, bir bilgisayar
algoritmasinin gegmis verileri analiz ederek yeni problemlere yonelik kararlar alabilme ve ¢dziim iiretebilme
yetenegini ifade etmektedir. Derin 6grenme ise ¢ok katmanli yapay sinir aglar1 kullanarak, ham verilerden bagimsiz
bir sekilde dgrenebilen ve karmasik problemleri ¢ozebilen bir makine 6grenmesi alt dalidir. Yapay zeka, bu gelismis
teknikler sayesinde veri toplama, 6grenme ve adaptasyon siireglerinde yiiksek performans gostermekte ve giderek
daha sofistike hale gelmektedir (Goodfellow vd., 2016, s. 12).

Yapay zeka teknolojilerinin giinlimiizdeki uygulamalari, islevsellik ve karar verme kapasitesine gore farkl
alanlarda kullanilmaktadir. Dar yapay zeka (ANI), belirli gorevlerde iistiin performans sergileyen sinirl bir tiirdiir ve
Google Asistan, 6neri sistemleri ve spam filtreleme gibi uygulamalar: icerir. Genel yapay zeka (AGI), birden fazla
gorevi yerine getirme yetenegiyle insan zekasina yakin bir islevsellik vaat ederken; siiper yapay zeka (ASI), insan
zekasini asarak entelektiiel faaliyetlerde iistliin performans sergileme potansiyeliyle dikkat ¢ekmektedir (Fjelland,
2020, s. 2). Bu kategoriler islevsellik diizeyi ve zeka kapasitesine gore ayrilmaktadir. Dar yapay zeka (ANI) reaktif
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makineler ve sinirlt bellek sistemlerini icerirken, genel yapay zeka (AGI) teori zihinli yapay zekay1 igermekte, siiper
yapay zeka (ASI) ise 6z farkindalik yapay zeka ile iliskilendirilmektedir (Tegmark, 2019, s. 120).

Yapay zeka teknolojilerinin hizla gelismesi, yalnizca teknik ilerlemeler degil, ayni zamanda bu teknolojilerin
toplumsal ve bireysel etkileri baglaminda derin etik sorunlar1 da giindeme getirmektedir. Ozellikle, yapay zekanin is
stireclerini hizlandirmasinin bireyler iizerinde yarattig1 psikolojik ve toplumsal etkiler de ele alinmaktadir. Yapay
zek&nin hiz lizerine odaklanmasi ve insanlara daha fazla zaman kazandirmay1 vaat etmesi, bireylerin i ve eylemlerine
yabancilagmasina neden olabilecek bir unsur olarak degerlendirilmektedir. Dijital Taylorizm olarak adlandirilan bu
yaklasim, kapitalist {iretim sistemleri i¢inde verimliligi artirirken bireylerin is tatmini ve anlam arayisini azaltabilir
(Harvey, 2021, s. 195).

Bu sistemlerin karar verme siiregleri ve islevselligi, veri gizliligi, ayrimcilik, seffaflik ve hesap verebilirlik
gibi temel etik ilkelerle dogrudan iliskilidir. Ornegin, algoritmik dnyargilar, belirli gruplara yonelik ayrime1 sonuglar
dogurabilirken; seffaflik eksikligi, yapay zeka sistemlerinin karar alma mekanizmalarinin anlagilmasini
zorlastirmaktadir. Bu durum, yalnizca bireylerin haklarini degil, ayn1 zamanda toplumsal adalet ve giiveni de tehdit
edebilecek potansiyele sahiptir. Bu baglamda, yapay zeka destekli karar alma sistemlerinin etik ilkeler dogrultusunda
yonlendirilmesi biiyiik 6nem tagimaktadir. Yapay zekanin tasarimi ve uygulamasinda etik ilkelerin benimsenmesi,
teknolojik ilerlemenin insan haklar1 ve toplumsal degerlerle uyumlu olmasini saglamak agisindan bir zorunluluk haline
gelmistir (Gabriel, 2020, s. 411).

Bu dogrultuda, yapay zeka sistemlerinin etik ¢ergevede gelistirilmesi ve uygulanmasi, yalnizca teknik bir
gereklilik degil, ayn1 zamanda toplumsal sorumluluklarin bir pargasi olarak ele alinmalidir. Yapay zekanin karar alma
stireglerinde tarafsizlik, adalet ve hesap verebilirlik gibi etik ilkelerin saglanmasi, kullanici glivenini artirmanin yani
sira teknolojinin siirdiiriilebilir ve insan merkezli bir yapiya kavusmasini da destekleyecektir. Bu noktada, yapay zeka
etigi, teknolojik ilerlemeler ile etik degerler arasindaki dengeyi kurmay1 amaglayan disiplinlerarasi bir alan olarak 6ne
¢tkmakta ve etik normlarin nasil olusturulmasi gerektigine dair kapsamli bir ¢er¢eve sunmaktadir.

2. Yapay Zeka Etigi

Gliniimiizde yapay zekd, karar alma siireglerinden saglik hizmetlerine, finans sektoriinden savunma
sanayisine kadar genig bir alanda etkisini artirmaktadir. Bu nedenle, yapay zeka sistemlerinin etik c¢ergevede
yonlendirilmesi kagimilmaz bir gereklilik haline gelmistir. Yapay zeka etigi, bu teknolojilerin bireysel ve toplumsal
etkilerini degerlendirerek, etik kurallar ¢er¢evesinde yonlendirilmesini amaglayan disiplinlerarasi bir ¢aligma alanidir.
Yapay zekanin giderek hayatin farkli alanlarina entegre olmasi, bu teknolojinin yalnizca teknik bir yenilik olarak
degil, ayn1 zamanda etik, toplumsal ve hukuki boyutlariyla da ele alinmasim gerektirmektedir. Etik, bireylerin ve
toplumlarin davraniglarini diizenleyen normatif kurallar biitiinii olarak tanimlanmakta ve farkli felsefi yaklagimlar
cercevesinde incelenmektedir (Ozturan, 2020, ss. 3-5). Ahlak, belirli bir toplumun degerlerine dayali normlari ifade
ederken, etik bu normlarin evrensel ilkeler dogrultusunda sorgulanmasimi ve sistematik bir temele oturtulmasini
amaglamaktadir (Cevizci, 2022, ss. 218-220). Bu agidan bakildiginda, yapay zeka etigi, YZ sistemlerinin
gelistirilmesi, uygulanmasi ve kullanimi siirecinde seffaflik, hesap verebilirlik ve insan haklarma uygunluk gibi
ilkeleri gozeten bir disiplin olarak 6ne ¢ikmaktadir (Abudureyimu ve Ogurlu, 2021, ss. 771-777).

YZ etigi, teknolojinin toplumsal ve bireysel etkilerini degerlendirirken farkli etik yaklagimlar iizerinden ele
alinmaktadir. Bu yaklagimlar, yapay zekanin nasil yonlendirilmesi gerektigi konusunda farkli perspektifler sunarak,
teknolojik gelisimin hangi degerler ¢ercevesinde ilerlemesi gerektigini belirlemeye calisir. Deontolojik etik, yapay
zeka sistemlerinin belirli evrensel kurallara uygun hareket etmesini zorunlu kilarken, faydaci etik bu teknolojilerin
bireyler ve toplum iizerindeki faydasini 6nceliklendirmektedir (Turan, 2024, ss. 5-6). Erdem etigi ise yalnizca sonug
odakl1 bir degerlendirme yerine, toplumsal degerler ve bireysel sorumluluk perspektifinden yapay zekanin ahlaki
etkilerini incelemektedir (Dost, 2023, s. 1286). Ozellikle otonom sistemlerin gelisimi ve yapay zeka tabanli karar alma
mekanizmalarinin insan yasami iizerindeki etkileri diisliniildiigiinde, etik yaklasimlarin teknoloji politikalarinda nasil
yer almasi gerektigi giderek daha fazla 6nem kazanmaktadir.

Yapay zeka sistemlerinin etik ilkelere uygun tasarlanmasi yalnizca teorik bir tartisma konusu degil, ayni
zamanda uygulamada ciddi sonuglar dogurabilecek bir gerekliliktir. Ancak, YZ’nin yayginlagmasiyla birlikte bu
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teknolojinin etik agidan nasil sekillendirilecegi sorusu daha fazla 6nem kazanmistir. Yapay zeka, insan yasamini
kolaylagtirmanin yani sira, etik, hukuki ve sosyal boyutlartyla da 6énemli tartismalara yol agmaktadir. Bu sistemler,
hayatin bircok alaninda karar alma siireglerini etkilediginden, etik ilkelerin eksikligi durumunda toplumsal
esitsizlikleri derinlestirebilecek bir potansiyele sahiptir. Ozellikle, "Yapay zeka sorumluluk alabilir mi?" ve "Etik bir
yapay zeka nasil olmalidir?" gibi sorular, bu alandaki temel meseleler arasinda yer almaktadir. Yapay zekanin sorumlu
kullanimi, insanin temel niteliklerini ve insan olmanin anlamini irdelemeyi gerektirmektedir. Ancak, mevcut yapay
zeka sistemleri 6zerk bir bilingten yoksundur ve etik degerlendirme yapma yetisine sahip degildir. Bu durum, YZ’nin
yalnizca bir arag olarak mu goriilmesi gerektigi, yoksa belirli ahlaki sorumluluklar yiiklenmesi gereken bir sistem mi
oldugu konusunda siiregelen etik tartismalara yol agmaktadir. Empati gibi insan dogasina 6zgii 6zelliklerin yapay zeka
tarafindan sergilenememesi, onun ahlaki bir varlik olarak degerlendirilmesini tartigmali hale getirmektedir (Stahl,
2021, s. 37-38).

Yapay zeka etigi, yalnizca teknolojik gelismeleri diizenlemekle kalmayip, ayn1 zamanda toplumsal degerlerin
korunmasi ve birey haklarinin giivence altina alinmasini hedefleyen kritik bir alan olarak 6ne ¢ikmaktadir. Yapay zeka
sistemlerinin etik ¢ercevede yonlendirilmesi i¢in adalet, seffaflik ve hesap verebilirlik gibi ilkeler temel alinmalidir.
Adalet, algoritmalarin tarafsiz olmasini ve ayrimeilik tiretmemesini saglamayi amaglarken, seffaflik bu algoritmalarin
nasil ¢alistigini anlasilir ve izlenebilir hale getirir. Ancak, adil ve seffaf bir sistemin etkin sekilde ¢alismasi i¢in hesap
verebilirlik ilkesinin de benimsenmesi gerekir. Bu ilke, YZ’nin aldig1 kararlarin sorumlulugunun kime ait olduguna
dair etik ve hukuki bir cerceve sunar. Ornegin, Amazon’un ise alim algoritmalarinda kadinlara kars1 ayrimci kararlar
almas1 veya saglik hizmetlerinde belirli gruplarin diisiik oncelikli degerlendirilmesi gibi vakalar, yapay zeka
sistemlerinin etik tasarim ilkeleriyle gelistirilmesinin gerekliligini gostermektedir (Ozyigit, 2023, s. 194). Bu nedenle,
yapay zekdnin yalnizca islevsellige odaklanan bir ara¢ olarak degil, insan haklari, toplumsal degerler ve
sirdiiriilebilirlik ilkelerine uygun sekilde tasarlanmis ve uygulanmis bir sistem olarak degerlendirilmesi
gerekmektedir. Etik diizenlemeler, seffaflik ve hesap verebilirlik ilkeleriyle desteklenmeli ve yapay zeka sistemlerinin
toplumsal fayda yaratacak sekilde gelistirilmesi saglanmalidir.

Gelecekte YZ’nin etik ve hukuki sinirlarimin nasil sekillendirilecegi, teknolojinin toplumla nasil
biitiinlesecegini belirleyen temel unsurlardan biri olacaktir. Yapay zeka sistemlerinin giivenilir bir sekilde
uygulanabilmesi i¢in uluslararasi diizeyde diizenlemeler ve rehberler gelistirilmistir. UNESCO, yapay zekanin insan
haklarina saygili, seffaf ve toplumsal refaha katki saglayan bir sekilde kullanilmasini hedefleyen “Yapay Zeka Etigi
Tavsiyesi’ni yayinlamistir. OECD’nin yapay zeka ilkeleri, veri gizliligi, hesap verebilirlik ve algoritma seffaflig1 gibi
konulara odaklanirken, Al4People gibi platformlar akademik ve endiistriyel is birligini tesvik ederek, yapay zekanin
toplumsal faydayi artiracak sekilde gelistirilmesine katki saglamaktadir (Gorentas, 2023, ss. 9-10). Bu girisimler,
kiiresel bir etik gergeve olusturulmasina katkida bulunarak, YZ’nin yalnizca teknolojik yenilikleri degil, ayn1 zamanda
toplumsal sorumluluklari da kapsayan bir anlayisla gelistirilmesini saglamayi amaglamaktadir. Bu baglamda, YZ’nin
karar alma siireglerindeki sorumluluk meselesi, etik tartigmalarin merkezinde yer almaktadir. YZ’nin giderek daha
fazla 6zerklik kazanmasiyla birlikte, hata yaptiginda veya olumsuz sonuglara yol agtiginda sorumlulugun kimde
oldugu belirsizlesmektedir. Ozellikle otonom araglar, saglik sistemlerinde kullanilan YZ destekli teshis araclar1 ve
finans sektoriindeki algoritmalar gibi kritik alanlarda, bu belirsizlik daha da karmagik hale gelmektedir. Biiyiik
teknoloji sirketleri tarafindan belirlenen etik kurallarin ¢ikar odakli bigimde olusturulmasi, YZ sistemlerinin 6nyargili
kararlar vermesine ve belirli gruplari dezavantajli konuma diisiirmesine neden olabilir. Bu nedenle, YZ’nin etik
cercevede gelistirilmesi, adalet ve hesap verebilirlik ilkeleriyle desteklenerek seffaf ve denetlenebilir bir yapiya sahip
olmast saglanmalidir (Yesilkaya, 2022, s. 953).

YZ’nin biiyiik 6l¢giide veri toplama, isleme ve paylasim siireglerine dayanmasi, bu sistemlerin karar alma
mekanizmalarinin nasil c¢alistigin1 anlamayr zorlastirmaktadir. Kullanicilar, giinlik hayatlarinda kullandiklari
uygulamalarin YZ destekli olup olmadigini ¢ogu zaman bilmemekte ve verdikleri verilerin hangi baglamlarda
kullanildiginin farkinda olmamaktadir. Ozellikle sosyal medya platformlari ve biiyiik veri analitigi uygulamalarinda,
kullanicilarin rizast olmadan toplanan verilerin mahremiyet ihlallerine ve gilivenlik sorunlarina yol agma riski
bulunmaktadir. Siber suglar, veri manipiilasyonu ve yapay zeka destekli dezenformasyon kampanyalari, yalnizca
bireyler i¢in degil, tiim toplum igin ciddi bir tehdit olusturmaktadir.
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Bunun yani sira, YZ’nin is giicii piyasasi iizerindeki etkileri de dikkate alinmalidir. Otomasyonun igsizlik
oranlarii artirma riski, yalnizca ekonomik boyutlartyla degil, toplumsal esitsizlikleri derinlestirme potansiyeli
acisindan da énemlidir. Ozellikle diisiik vasifli islerde calisan bireylerin issiz kalma ihtimali, sosyal yapilarin yeniden
diizenlenmesini ve temel ekonomik sistemlerin revize edilmesini gerektirebilir. Bu baglamda, YZ’nin etik ve
toplumsal sorumluluk bilinciyle gelistirilmesi, birey haklarin1 ve toplumsal dengeyi koruma agisindan kritik bir
gereklilik olarak 6ne ¢ikmaktadir.

Avrupa Etik Sarti gibi diizenlemeler, ayrimcilik karsitligi, seffaflik ve kullanict kontroli gibi ilkelerle,
Y Z’nin etik kullanimina yonelik giiclii bir gergeve sunmaktadir. Bu baglamda, sistemlerin diizenli olarak denetlenmesi
ve kullanicilar tarafindan anlasilabilir bir yapiya sahip olmasi, giivenilir YZ hedefini miimkiin kilmaktadir. YZ’nin
karar alma siireclerinde kullanilan algoritmalarin seffaflik ve hesap verebilirlik 6zelliklerine sahip olmasi, bu
sistemlerin toplumsal fayda agisindan daha etkili bir sekilde kullanilmasina olanak tanir. Ayrica, algoritmik ényarginin
onlenmesi ve veri setlerinin 6zenle hazirlanmasi, YZ’nin ayrimcilik yaratmayan, esitlik¢i bir teknoloji olarak
gelistirilmesini miimkiin kilar.

Bununla birlikte, YZ’nin etik cergevede uygulanabilmesi igin veri gizliligi, mahremiyet ve seffaflik
mekanizmalarinin gelistirilmesi sarttir. Biiylik veri setlerinin YZ egitiminde yaygin sekilde kullanilmasi, bireylerin
mahremiyetine iligkin sorunlar1 beraberinde getirmektedir. Kullanicilarin rizasi olmaksizin veri toplanmast, islenmesi
ve ticari amagclarla kullamlmasi, etik ihlallere zemin hazirlamaktadir. Ozellikle sosyal medya platformlarinda
kullanilan YZ algoritmalarinin kullanict davranislarini manipiile ettigi ve tiiketici tercihlerini sekillendirdigi
bilinmektedir. Bu durum, yalnizca bireylerin kararlarini etkileyen etik bir sorun yaratmakla kalmaz, ayni1 zamanda
demokratik siireglerin de zarar gormesine yol agabilir.

Ayrica, algoritmalarin egitim siirecinde toplumdaki dnyargilar yansitan verilerle beslenmesi, cinsiyet, irk
veya sosyal sinif gibi unsurlara dayali ayrimci kararlar alinmasina neden olabilir. Bu tiir hatalarin 6nlenebilmesi igin
veri setlerinin kapsamli, tarafsiz ve cesitliligi yansitan bir sekilde hazirlanmasi ve algoritmalarin diizenli olarak
denetlenmesi sarttir. Manipiilasyon ve kara kutu problemi ise, YZ sistemlerinin seffafligini ve giivenilirligini tehdit
eden diger dnemli unsurlar arasinda yer almaktadir. Ciinkii algoritmalarin i¢ isleyiginin kullanicilar ve gelistiriciler
tarafindan tam olarak anlagilamamasi, bu teknolojilerin giivenilirligini azaltan bir unsur olarak 6ne ¢ikar. Bu
teknolojiler, yalnizca kaynaklarin etkin kullanimi ile degil, ayn1 zamanda toplumsal fayday: artiracak bir anlayigla
sekillendirilmelidir. Ornegin, YZ sistemlerinin denetlenebilir ve hesap verebilir olmasi, bu teknolojilerin olumsuz
etkilerinin hizla fark edilmesi ve raporlanmasi i¢in gereklidir. Boylece, YZ’ nin toplumsal fayday1 artiran, ayrimeilig
onleyen ve insan haklarina saygili bir teknoloji olarak gelistirilmesi saglanabilir.

Sonug olarak, yapay zeka etigi, teknoloji ve toplum arasindaki karmasik iliskiyi anlamak ve bu iliskiyi
yonetmek i¢in disiplinlerarasi bir gergeve sunar. Bu alan, yalnizca teknolojik yeniliklerin etkilerini degerlendirmekle
kalmaz, ayn1 zamanda bu yeniliklerin toplumsal ve etik sonuglarini da ele alir. Yapay zeka sistemlerinin giivenilir,
adil ve seffaf bir sekilde gelistirilmesi, mevcut etik sorunlarin ¢dziilmesini saglayabilecegi gibi bu teknolojilerin
topluma olumlu katkilar sunmasini da miimkiin kilacaktir. Bu baglamda, uluslararasi standartlarin uygulanmasi ve
disiplinlerarast is birligi, yapay zekanin sorumlu bir sekilde kullanilmasinda kilit bir rol oynamaktadir.

3. Yontem

Bu arastirma, yapay zeka etigi literatiiriinde one ¢ikan sorunlarin kapsamli bir sekilde incelenmesi, bu
sorunlara yonelik mevcut ¢oziim yaklagimlarinin degerlendirilmesi ve farkli disiplinlerden elde edilen bulgularin bir
araya getirilmesi amaciyla yiriitilmistiir. Caliymada, sistematik literatiir taramasi1 yontemiyle farkli alanlarda yapay
zeka etigiyle ilgili sorunlarin tespit edilmesi, bu sorunlara yonelik ¢6ziim 6nerilerinin incelenmesi ve genel yapay zeka
etigi ilkelerinin olugturulmasi konularinin disiplinlerarasi bir ¢ergevede ele alinmasi hedeflenmistir. Arastirmanin
sonuclari, bu alandaki literatiire katki sunmay1 ve yol gosterici bilgiler saglamay1 amaclamaktadir.
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3.1. Arastirmanin Amaci

Yapay zeka etigi lizerine yapilan arastirmalar, teknolojinin hizla gelismesi ve yapay zekanin toplumsal
yasama olan etkilerinin artmasi nedeniyle giderek daha 6nemli hale gelmistir. Yapay zeka, saglik, egitim, giivenlik ve
ekonomi gibi pek ¢ok alanda biiyiik firsatlar sunarken, ayni1 zamanda mahremiyet, giivenlik, issizlik ve karar alma
stireclerinde adalet gibi etik sorunlar da dogurmaktadir. Bu arastirma, yapay zek&nin bireyler ve toplum iizerindeki
etkilerini degerlendirerek, hem faydalarini en iist diizeye ¢ikarmay1 hem de ortaya cikabilecek etik riskleri anlamay1
ve yonetmeyi amaglamaktadir. Bu tiir bir ¢alisma, teknoloji gelistirenler, politika yapicilar ve toplum igin yapay
zekanin giivenli, adil ve etik bir g¢er¢evede ilerlemesine katkida bulunmayi hedeflemektedir. Ayni zamanda yapay
zeka etigi lizerine yapilan bu arastirmanin, etik gerekliliklere uygun bir sekilde gergeklestirilmesi hedeflenmistir. Bu
kapsamda, yalnizca agik erisim kaynaklar ve uygun atiflarla erigilebilir ¢calismalar kullanilmistir.

3.2. Arastirmanin Yontemi

Arastirmada, belirli bir konuda var olan literatiirii elestirel bir bigimde inceleyip analiz etmeyi amaglayan
yaygin bir arastirma teknigi olan sistematik literatiir taramasi yontemi tercih edilmistir (Moher vd., 2009, s. 26). Bu
yontem, aragtirma bulgularimin sistematik, seffaf ve tekrarlanabilir sekilde sunulmasini saglar. Sistematik inceleme,
yalnizca aragtirmalar1 tanimlamak ve degerlendirmekle kalmaz, ayni zamanda bu arastirmalardan veri toplayarak
analiz yapma siirecini de icerir (Emiroglu, 2022, s. 418).

Sistematik literatiir taramasi, planlama, uygulama ve raporlama olmak iizere {i¢ ana asamadan olusan bir
stirectir (Brereton vd., 2007, s. 572). Bu agsamalar, tarama siirecinin sistematik bir sekilde ilerlemesini saglayarak,
aragtirmanin  giivenilirligini ve tekrarlanabilirligini artirir. ilk asamada, arastirmamin temel amaci ve sorulari
netlestirilir. Tlgili literatiire ulasmay1 kolaylastirmak adina, arastirma kapsamina alinacak ve dislanacak ¢aligmalar igin
kriterler belirlenir. Ayrica, kullanilacak veri tabanlari ve tarama yontemleri de bu asamada tanimlanar.

Uygulama agamasinda, belirlenen kriterler dogrultusunda literatiir taramasi yapilir ve se¢ilen galigmalar
detayli bir sekilde incelenir. Tarama sirasinda elde edilen veriler, arastirma sorularina uygun sekilde kodlanarak analiz
edilir. Son asamada ise elde edilen bulgular sentezlenir ve kapsamli bir rapor haline getirilir. Bu asama, ¢alismanin
seffaf bir sekilde sunulmasini saglar ve literatiirdeki mevcut egilimleri veya bosluklari ortaya koyar. Sistemin bu
detayli yapisi, aragtirma siirecini hem verimli hem de yapilandirilmis hale getirir.

3.2.1. Arastirmanin Planlanmasi

Bu agamada arastirma ihtiyacinin belirlenmesi ve bu ihtiyaca yonelik arastirma sorularinin hazirlanmast
gerceklesmektedir. Yapay zeka, insanlarin giinliik yagamlarinda karar alma siireglerinden toplumsal yapilarin
sekillenmesine kadar genis bir etki alanina sahiptir. Bu teknolojiyle birlikte yeni ortaya ¢ikan sorumluluk, mahremiyet
ve adalet gibi etik konularin anlagilmasi, potansiyel riskleri degerlendirebilmek ve yonetebilmek i¢in derinlemesine
arastirmalari gerekli kilmistir. Arastirma, teknoloji ve etik alaninda yer alan literatiirii kapsamakta ve alanlara yonelik
farkliliklar1 anlamay1 hedeflemektedir. Bu amagla yapay zeka etigi ile ilgili mevcut durumu tespit ederek potansiyel
ve riskleri belirlemek amaglanmaktadir. Arastirma sorulari ise su sekildedir;

S1: Farkli alanlarda 6ne ¢ikan yapay zeka egiti ile ilgili sorunlar nasil ¢esitlenmektedir?

S2: Yapay zeka algoritmalarindaki 6nyargi ve seffaflik eksikligi hangi etik sorunlara yol agar ve bunlarin
onlenmesi i¢in ne tiir yaklagimlar gelistirilmistir?

S3:Yapay zekanin veri gizliligi ve giivenligi iizerindeki etkileri nelerdir, kullanicilarin bu konudaki
kaygilarini azaltmak i¢in ne gibi dnlemler alinabilir?

S4: Yapay zeka sistemlerinde hesap verebilirlik ve sorumluluk alanindaki etik ikilemler nelerdir, bu
ikilemleri ¢c6zmek i¢in hangi diizenlemeler gereklidir?

S5: Yapay zeka sistemlerinin karar siireglerinde etik degerlerin korunmasini saglamak i¢in hangi ilkeler
gelistirilmelidir ve uygulanabilirligi nasil saglanabilir?
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S6: Yapay zeka teknolojilerinin toplum tizerindeki sosyokiiltiirel etkileri nelerdir, bu etkiler karsisinda etik
siirlar1 belirlemek i¢in hangi yaklasimlar gelistirilmelidir?

3.2.2.  Arastirmanin Uygulanmasi

Arastirma kapsaminda, veri toplama ve tarama stirecleri Web of Science veri tabaninda gergeklestirilmistir.
Calisma kapsaminda verilerin dahil edilme kriterlerinin uygulandigi zaman araligi 1-14 Kasim 2024 olarak
belirlenmistir. Caligmanin amaci ve sorular1 dogrultusunda, aragtirma konusu “artificial intelligence ethics” olan
makaleler taranmig ve belirlenen dahil etme/dislama kriterleri uygulanmistir. Veri toplama siirecinde kullanilan
kriterler su sekildedir:

e  “Open Access” filtrelenerek tam metin erigimi saglanmistir.
e  Yalnizca 2024 yilina ait yaynlar dikkate alinmustir.

e  Dokiiman tiirii olarak yalnizca “article” se¢ilmistir.

Tekrar eden galigmalar hari¢ tutulmustur.

Tarama sonucunda ulasilan toplam 242 ¢aligmadan, dahil etme kriterine uymayan makaleler dislanmistir. Bu
kapsamda 115 makale “Open Access” kriterine uymadigi icin, 116 makale 2024 yili disinda yayimlandigi icin ve 1
makale “article” kriterine uymadig1 igin tarama disinda birakilmistir. Tarama ve dahil etme kriterlerini gosteren
PRISMA semasi Sekil 1’de sunulmaktadir. Sekil 1°e gore, veri tabaninda ulagilan 242 kaynaktan 232 ¢alisma elenmis
ve tekrar eden makaleler hari¢ tutulduktan sonra 8 makale sistematik literatiir taramasina dahil edilmistir.

Sekil 1. PRISMA Akis Semasi

< Web of Science taramasi ile elde edilen Diger kaynaklardan elde edilen
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E (n=242) (n=0)
i l
v
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(n=242)
@ v v
5
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(n=242) i Open access (n=115)
Yayin yili (n=116)
l Dokiiman tipi (n=1)
x - - . .
% Uygunlugu.degerlendlrllen Gerekge gosterilerek hari¢ tutulan
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Arastirmaya dahil edilen ¢alismalar, herhangi bir béliim, disiplin veya alan kisitlamasi olmaksizin,
“artificial intelligence ethics” konusunu ele alan makalelerden olusmaktadir. Dahil edilen makalelere dair detayli
bilgiler Tablo 1’de sunulmaktadir.

Tablo 1. Arastirmaya Dahil Olan Caligmalar

Yazarlar Eser Adi
El-Haber vd. A Lifecycle Approach for Artificial Intelligence Ethics
in Energy Systems
Prochaska ve Alfandre Artificial intelligence, ethics, and hospital medicine:
Addressing challenges to ethical norms and patient-centered care
Weidener ve Ficher Proposing a Principle-Based Approach for Teaching Al
Ethics in Medical Education
Elendu vd. Legal implications for clinicians in cybersecurity incidents
Boyles Can’t Bottom-up Artificial Moral Agents Make Moral Judgements?
Leone Technology and Sacrifice
Gao vd. Al Ethics: A Bibliometric Analysis, Critical Issues, and Key Gaps
Fundira vd. Assessing digital competencies and Al ethics awareness among customers in

the banking sector

Tablo 1°de, sistematik literatiir taramasina dahil edilen makalelerin yazarlari, yayimlandiklar1 dergiler,
kullanilan yontemler ve ele alinan etik konular detaylandirilmistir. Caligmalarin alan/sektor cesitliligi ve aragtirma
yontemleri, yapay zekanin disiplinler arasi etkisini ortaya koymaktadir.

3.2.3.  Arastirmanin Raporlanmasi

Arastirmanin raporlama siireci, literatiir taramasindan elde edilen bulgularin sistematik bir sekilde
sunulmasini saglamak amactyla yapilandirilmigtir. Bu siirecte, elde edilen ¢aligmalar belirli kategorilere ayrilmis ve
analiz edilmistir. Kategorilere ayirma siirecinde, arastirma sorulari1 temel bir ¢ergeve olarak kullanilmistir. Aragtirma
sorulari, ¢aligmalardan elde edilen bulgularin diizenlenmesi ve raporlanmasinda rehberlik etmistir. Bu yaklagim, hem
bulgularin sistematik bir sekilde sunulmasini hem de aragtirma sorularinin dogrudan yanitlanmasini miimkiin kilmistir.
Caligmalar, arastirma sorularinda vurgulanan ana temalara gore kategorilere ayrilmistir;

e  Farkli alanlarda yapay zeka etigi ile ilgili sorunlar

e  Yapay zeka algoritmalarindaki 6nyargi ve seffaflik eksikliginin etik sonuglari

e  Yapay zekanin veri gizliligi tizerindeki etkileri ve kullanicilarin kaygilarini azaltma stratejileri
®  Yapay zeka sistemlerindeki etik ikilemler ve diizenleme Onerileri

e  Etik degerlerin korunmasini saglamak icin gelistirilen ilkeler

e  Yapay zekanin toplumsal ve kiiltiirel baglamdaki etkileri

Her bir kategori, sistematik edebiyat taramasindan elde edilen makalelerin verilerini analiz ederken belirgin
bir ¢cergeve sunmustur. Arastirma bulgularinin hem alanlara yonelik hem de tematik farkliliklarini ortaya koymay1
miimkiin kilmistir. Ornegin, saghk alaninda veri gizliligi sorunlar1 6n plandayken, enerji alaminda insan merkezli
yaklasimlar 6ne ¢ikmustir. Bu sekilde, ¢caligmalardan elde edilen bulgular arasinda bir karsilastirma yapilabilmistir. Bu
raporlama yaklasimi, yalnizca literatiirdeki mevcut durumu anlamakla kalmayip, ayni zamanda farkli baglamlar
arasinda bir karsilastirma yapilmasina olanak tanimistir. Bu yontem, yapay zeka etigi konusundaki farkl: disiplinler
ve sektorler/alanlar arasinda bir koprii kurmay1 saglamistir.
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4. Bulgular

Caligmanin bu kisminda Web of Science veri tabanindan yukaridaki kriterlere gére dahil edilen 8 makalenin
bulgular1 sunulmustur. Sistematik literatiir taramasina dahil edilen 8 ¢aligma, farkli alanlarda yapay zeka kullanimina
iliskin etik tartismalar1 ele almaktadir. Caligmalarin en yogun dagilim sergiledigi alanin saglik oldugu, ardindan
felsefe, enerji, bankacilik ve teknolojinin takip ettigi goriilmektedir. Her alanin uygulamaya yonelik etik degerleri ve
buna bagli olarak etik sorunlari farklidir. Bu nedenle farkli disiplinlerle ilgili ¢aligmalarin incelemeye dahil
edilmesinin arastirma i¢in anlamli sonug yaratacagina inanilmaktadir. Sistematik literatiir taramasia dahil edilen

Mayzis, 2025, 10(1)

caligmalar ve elde edilen veriler agagidaki tabloda gosterilmektedir;

Tablo 2. Literatiir Taramas1 Sonuglarina liskin Veriler

. Arastirma Veri
Yazar Dergi .. . Toplama Arastirma Konusu Alan
Yontemi = -
Yontemi
El-Haber Energies Karma Vaka Yapay zekanin enerji sistemlerinde etik Enerji
vd. yontem Analizi, karar alma siireglerine etkisi ve insan
Model merkezli yaklagimin nemi.
Testi
Prochaska  Journal of Nitel Vaka Hastane ortamlarinda yapay zeka Saghk
ve Hospital incelemesi  uygulamalarinin etik normlar ve hasta
Alfandre Medicine merkezli bakim tizerindeki etkilerini
degerlendirmek
Weidener  JMIR Medical Nitel Teorik Tibbi egitimde yapay zeka etiginin, Saghk
ve Ficher Education Analiz Ozerklik, yarar saglama, zarar vermeme ve
adalet ilkelerine dayal1 olarak nasil
Ogretilecegine dair bir ¢ergevenin
geligtirilmesi.
Elendu vd.  Medicine Nitel Literatiir Saglik alaninda siber giivenlik olaylarinin Saglik
Taramasi yapay zeka ve diger gelisen teknolojiler
araciligryla etik ve hukuki sonuglariin
analizi.
Boyles Filosofija. Nitel Literatiir Alt-yontemle gelistirilen yapay moral Felsefe
Sociologija Taramast ajanlarin etik yargilar olusturma
kapasitelerinin David Hume’un 'is-ought'
problemi ¢er¢evesinde degerlendirilmesi
Leone Religions Nitel Literatiir Dijital ¢cagda yapay zekanin, dini ritiieller Felsefe/
Taramast ve manevi deneyimler tizerindeki etkileri Teoloji
ile etik sinirlarinim analizi
Gao vd. International Nitel Literatiir Yapay zeka etiginin tarihsel gelisiminin Teknoloji
Journal of Taramast bibliyometrik analizi, etik sorunlarin
Business siiflandirilmast ve literatiirdeki
Analytics bosluklarin belirlenmesi.
Fundira African Journal  Nicel Anket Giiney Afrika bankacilik alaninda Bankacilik
vd. of Science, miisterilerin dijital yetkinliklerinin ve
Technology, yapay zeka etigi farkindaliklarinin

Innovation and
Development

degerlendirilmesi, bu farkindaliklarin
adalet, seffaflik, giivenilirlik ve mahremiyet
algilari tizerindeki etkilerinin analizi
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Tablo 2’deki veriler incelendiginde yapay zeka ile ilgili farkli alanlarda gerceklestirilen etik odakli
aragtirmalarin detaylar1 goriilmektedir. Her bir ¢alisma, yapay zekanin belirli baglamdaki etkilerini incelemek iizere
farkli aragtirma yontemleri ve veri toplama yontemleri kullanmistir. Buna gore ¢aligmalarin %75’inin nitel aragtirma
yontemiyle, %12,5 karma yontem ve %12,5 nicel yontem ile yiirtitiildiigii goriilmektedir. Literatiir taramasi en yaygin
veri toplama yontemi olarak 6ne ¢ikarken, vaka analizi ve teorik analiz gibi yontemler de kullanilmistir. Bu cesitlilik,
aragtirmalarin kapsamli ve baglama 6zgii verilere dayanarak yapildigini gostermektedir. Her bir ¢aligmanin farkl
dergide ve farkli yazarlar tarafindan yayimlandigi gériilmektedir. Calismalar, enerji sistemlerinden saglik ve egitim
alanlarindan, dini ritiiellerden bankacilik sektdriine kadar genis bir yelpazede yapay zekanin etik boyutlarini ele
almigtir. Bu, yapay zekanin disiplinler arasi etkisini ve etik tartigmalarin ¢ok yonliliigiinii gostermektedir.
Caligmalarin odaklandig1 konular arasinda ise etik karar alma siiregleri, insan merkezli yaklasimlar, tibbi egitimde etik
gergeveler, siber giivenlik, etik yargilar, dini ritiieller ve etik sinirlamalar gibi konular yer almaktadir. Bu, yapay
zekanin toplumsal, kiiltiirel ve uygulama alani baglaminda etik etkilerinin ¢ok boyutlu olarak ele alindigini ortaya
koymaktadir. Caligmalarin yapildigi iilkeler incelendiginde ise asagidaki gibi bir sonugla karsilasilmaktadir;

Sekil 2. Calismalarin Yapildig: Ulkeler

30% 28%
25%
20% 18%
15%
0 0 0 0 0 0 ..
10% 9% 9% 9% 9% 9% 9% = Ulkeler
- I I I
0%
Q N > > > & > A
D N NS) =) s . 3 at
™ @"o %\qy &,@* %\\0 .'\\Q\Q & Yi{»
& k¥ v &
& ©

Yapay zeka etigi ile ilgili incelenen makalelerin %28’inin Amerika Birlesik Devletleri, %18’inin ise Birlesik
Krallik mengeili oldugu goriilmektedir. Diger ¢alismalarin ise nispeten genis bir cografi dagilima sahip olmasi, yapay
zeka etigi tartismalarinda kiiltiirel ve cografi gesitliligin daha fazla dikkate alinmaya baslandigini géstermektedir. Bu
durum, yerel etik degerlerin, bolgesel yasal diizenlemelerin ve toplumsal ihtiyaglarin tartismalara dahil edilmesine
olanak saglayabilir.

Yapay zeka etigi ile ilgili arastirmaya dahil edilen makalelerde en sik tekrarlanan kavramlar; data (330 kez),
cybersecurity (278 kez), security (127 kez), ethical (106 kez), systems (98 kez), ethics (97 kez), information (80 kez),
potential (76 kez), protection (74 kez), regulatory (70 kez), breach (67 kez), approach (66 kez), risk (56 kez), measures
(51 kez), critical (51 kez). Bu dagilimin kelime bulutuyla gosterimi asagidaki gibidir;
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Sekil 3. Yapay Zeka Etigiyle Ilgili Sik Tekrarlanan Kavramlarin Kelime Bulutu

approach 4 nformation .

cybersecurity
protectionS€CUrity

critical

“edata systens

Bu siklik dagilimi, yapay zeka etiginin ¢ok boyutlu bir alan oldugunu ve en ¢ok veri giivenligi, etik ilkeler,
risk yonetimi, diizenleyici gerceveler ve sistem tasarimi gibi konularda yogunlastigini gdstermektedir. “Data” (330
kez), “cybersecurity” (278 kez) ve “security” (127 kez) kavramlarinin siklikla tekrarlanmasi, yapay zeka etigi
tartigmalarinda veri giivenliginin ve siber giivenligin merkezi bir konumda oldugunu gostermektedir. Yapay zeka
teknolojilerinin biiylik 6lciide veriyle ¢aligmasi, bu verilerin etik ve giivenli bir sekilde yonetilmesi gerekliligini
artirmaktadir. Ozellikle, veri ihlalleri (“breach”, 67 kez) ve veri koruma (“protection”, 74 kez) kavramlarinin siklikla
dile getirilmesi, bu alandaki endiselerin pratik sonuglara odaklandigini isaret eder. “Ethics” (97 kez), “cthical” (106
kez) ve “regulatory” (70 kez) gibi kavramlarin sik¢a tekrarlanmasi, yapay zeka etiginin hem teorik hem de pratik
diizeyde onemli bir mesele oldugunu gosterir. Bu, etik ilkelerin ve diizenleyici gergevelerin belirlenmesi ve
uygulanmasi gerektigini vurgular. Diizenlemelerin (“regulatory”) 6ne ¢ikmasi, yapay zekanmn toplum iizerindeki
etkilerini kontrol altina almak ve olas1 zararlari en aza indirmek i¢in hukuki ve politik miidahalelere olan talebi isaret
etmektedir. “Risk” (56 kez) ve “critical” (51 kez) kavramlarinin 6nemi, yapay zekad uygulamalarinin 6ngériilemeyen
sonuglara yol agabilecegi kaygisina dayanmaktadir. Bu durum, yapay zekd projelerinde onleyici bir yaklagim
benimseme gerekliligini vurgular. Ayrica, “measures” (51 kez) gibi terimlerin sikligi, bu risklere karsi alinmast
gereken somut 6nlemlerin tartisildigini gdstermektedir. “Systems” (98 kez) ve “approach” (66 kez) kavramlari, yapay
zeka etigi tartismalarinda kullanilan sistematik ¢ergevelerin ve metodolojik yaklagimlarin 6nemine igaret etmektedir.
Bu, etik sorunlarin yalnizca teorik degil, ayn1 zamanda pratik diizeyde de ele alindigint gosterir. “Information” (80
kez) ve “potential” (76 kez) kavramlarinin sikligi, yapay zekanin bilgiye dayali karar verme yetenegi ve bunun
getirdigi firsatlar kadar risklerin de ele alindigin1 ortaya koymaktadir. Yapay zekanin toplumsal, ekonomik ve
teknolojik potansiyeli, bu tartismalarda 6nemli bir yere sahiptir. Elde edilen bu veriler, hem teori hem de pratik
diizeydeki tartigmalarin dengeli bir sekilde ilerledigini isaret etmekte ve bu alanin gelisimine yonelik ihtiyaglari agikca
ortaya koymaktadir.

Incelenen makalelerle ilgili anahtar kavramlarin tematik analizi ise asagidaki gibidir;
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Sekil 4. Anahtar Kelimelerle ilgili Tematik Analiz

Medicine
Clinicians Artificial
Bibliometric Analysis Intelligence
Literature Review Ethics (=10) \
e Ethics Legal and Regulatory Risks and Security Applications
2 / Framework |
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Machine ethics . Al risks |
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| Artificial Intelligent | Al lifecycle
Medical Al ethics ‘ |
| — Datelbresch Al Identification
Legal implications
Public health ethics |

Al in hospital
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Machine ethics Regulatory Sy
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|‘ Al in medical
Large Ethics Model Patient safety education
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Artificial moral agent / Energy Al

David H
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Technological and I
Socio-Cultural Machine-Like
Impacts Human- Human-
Like Machine

Cultural impact of
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Religious practices
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Technological
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Sekilde gosterilen yapi, incelenen ¢aligmalari bes ana baslik altinda siniflandirmaktadir: etik ilkeler, hukuki
ve diizenleyici gergeve, riskler ve giivenlik, uygulamalar ile teknolojik ve sosyokiiltiirel etkiler. Bu yapi, yapay zeka
etigi literatiiriiniin kapsamini ve ¢ok yonliiliigiinii net bir sekilde ortaya koymaktadir. Etik boyut, yapay zekanin teorik
ve uygulamali diizeyde ahlaki yonlerini ele almaktadir. Bu tartigmalar, yapay zekanin yalnizca bir teknoloji degil, ayni
zamanda etik agidan hesap verebilir bir aktor olarak degerlendirilmesi gerektigini vurgulamaktadir. Hukuki ve
diizenleyici gerceve, yapay zekanin toplumsal ve hukuki etkilerini ve diizenleme gerekliliklerini kapsamaktadir. Bu
baglamda, etik ilkelerin yalmzca teoride kalmamasi, diizenleyici politikalarla desteklenmesi gerektigi One
¢ikarilmaktadir. Riskler ve giivenlik boyutu, yapay zekanin olumsuz etkilerine ve bu etkileri 6nlemek i¢in alinmasi
gereken tedbirlere odaklanmaktadir. Bu baslik, giivenlik dnlemlerinin ve risk yonetimi stratejilerinin yapay zeka etigi
tartismalarinda merkezi bir 6neme sahip oldugunu agik¢a ortaya koymaktadir. Uygulamalar, yapay zekanin saglik,
finans, enerji gibi gesitli alanlardaki pratik etkilerini ele almaktadir. Bu, yapay zekanin yalnizca teorik bir konu
olmadigini, ayn1 zamanda uygulamada faydalar ve zorluklarla dolu bir alan oldugunu gostermektedir. Son olarak,
teknolojik ve sosyokiiltiirel etkiler basligi, yapay zekanin teknolojik yeniliklerle birlikte toplumsal ve kiiltiirel
dontisiimlere etkisine dikkat ¢ekmektedir. Bu boyut, yapay zeka etiginin yalnizca teknik bir mesele olmadigini, ayni
zamanda toplumsal bir olgu oldugunu ortaya koymaktadir. Disiplinler aras1 bir yaklagimin siirdiiriilmesi, dengeli ve
kapsayic1 bir yapay zeka etigi tartigmasi icin kritik Sneme sahiptir.
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4.1. Farkh Alanlarda One Cikan Yapay Zeka Etigi ile Tlgili Sorunlar

Yiiriitiilen ¢alismanin birinci aragtirma sorusu olan farkli alanlarda ortaya ¢ikan yapay zeka etigi ile ilgili
sorunlar, farkli alanlar ig¢in ayr1i ayr1 ele alinmistir. Saghik alaninda, yapay zeka destekli uygulamalarin
yayginlasmasiyla birlikte hasta 6zerkligi, bilgilendirilmis onam siire¢lerindeki eksiklikler ve veri gizliligi gibi sorunlar
siklikla giindeme gelmektedir. Geleneksel bilgilendirilmis onam formlari, yapay zekd destekli tami ve tedavi
stireclerinin karmasikligina uygun sekilde gelistirilmedigi i¢in yetersiz kalmaktadir. Bu durum, hastalarin yapay zeka
tabanli cihazlarin kullanimiyla onay verilmemis verilerinin de islenmesine neden olabilmektedir. Ayrica, siber
giivenlik agiklar1 hasta giivenligi i¢in ciddi tehditler olusturmakta; 6rnegin, WannaCry ve Anthem Inc. saldirilari bu
konuda 6nemli goriilmektedir. Bu baglamda, saglik sektdriinde hesap verebilirligi artirmak biiyiik bir 6ncelik haline
gelmistir. Bu alanda GDPR (AB Genel Veri Koruma Tiiziigli) ve HIPAA (ABD Saglik Sigortas: Tasmabilirlik ve
Hesap Verebilirlik Yasast) gibi diizenlemeler, hasta verilerinin korunmasi ve hesap verebilirlik standartlarinin
yiikseltilmesi igin kritik bir rol oynamaktadir (Elendu vd., 2024, s. 2).

Enerji sektoriinde ise seffaflik eksikligi, veri mahremiyeti ihlalleri ve siirdiiriilebilirlik konular1 6ne ¢ikan
sorunlar arasinda yer almaktadir. Yapay zeka destekli enerji yonetim sistemleri, veri toplama ve isleme siireclerinde
kullanic1 mahremiyetini tehdit edebilmektedir. Ozellikle enerji altyapisinin yetersiz oldugu diisiik gelirli bolgelerdeki
kullanicilarin  enerji kullanim taleplerinin yeterince dikkate alinmamasi, enerji alanindaki esitsizlikleri
derinlestirmektedir (El-Haber vd., 2024, s. 2). Bu sorunlar, enerji sektoriinde yapay zekanin adil, seffaf ve
stirdiirtilebilir bir sekilde uygulanmasi gerekliligini agikca ortaya koymaktadir.

Bankacilik sektoriinde yapay zeka etik algisinin, bireylerin sosyoekonomik ve sosyokiiltiirel 6zelliklerine
gore farklilik gosterdigi gozlemlenmektedir. Yiiksek egitim diizeyine sahip bireyler ve dijital kaynaklara kolay erisimi
olanlar, yapay zeka etigi konusunda genellikle olumlu goriisler bildirmektedir. Ancak yapay zeka algoritmalarinin
nasil calistiginin acik bir sekilde belirtilmemesi, kullanicilar arasinda giiven eksikligine neden olmaktadir. Ozellikle
yapay zeka destekli kredi degerlendirme algoritmalarinin sosyal ve ekonomik farkliliklart yeterince dikkate almadigi
ve diistik gelirli gruplara kars: adil davranmadig: diisiiniilmektedir. Temel dijital becerilere sahip olan bireylerin bile
ileri diizey finansal islemler konusunda bilgi eksikligi yasadig1 tespit edilmistir (Fundira vd., 2024, s. 803). Bu durum,
yapay zekanin seffaflik ve erisilebilirlik agisindan daha kapsayict bir yaklasimla ele alinmasi gerektigini ortaya
koymaktadir.

Dini uygulamalarda yapay zekanin kullanimi, otantik dini deneyimlerin mekaniklesmesine yol actigi ve
manevi degerlerin insan unsurlarindan uzaklagsmasina neden oldugu gerekgesiyle elestirilmektedir. Yapay zeka, dini
metin analizlerinde, ibadet uygulamalarinda ve manevi rehberlikte aktif olarak kullanilmaktadir. Ancak dini metinlerin
analizinde yanlis veya dnyargili yapay zekd modellerinin kullamlmasi, ciddi etik kaygilar yaratmaktadir. Ornegin,
Mekke’de sanal hac deneyimi veya yapay zeka rehberi esliginde kutsal metin okuma gibi uygulamalar, insan
unsurunun dini deneyimlerin merkezinden ¢ikarildigi elestirilerine yol agmustir. Ayrica, insan ve Tanri arasindaki
iliskide fedakarlik kavrami yapay zeka kullanimiyla degisime ugramistir. Toplumsal esitsizlikleri artiran is kayb1 ve
mahremiyet kaybi gibi modern fedakarlik boyutlari, yapay zekanin etkilerinin dini baglamda da tartisilmasini
gerektirmektedir. Ornegin Japonya’da bazi tapinaklarda, YZ destekli Budist rahip robotlarmn dini torenlerde aktif rol
aldign gozlemlenmektedir. Bu tiir uygulamalar, ritiiellerin kisisel anlamini azaltarak dini uygulamalarin
mekaniklesmesine yol agabilir. Benzer sekilde, Hristiyanlikta, YZ’nin dualar1 analiz ederek kisisellestirilmis ruhani
rehberlik sagladigi chatbot uygulamalar1 gelistirilmistir (Leone, 2024, s. 10). Ancak bu sistemler, bireylerin manevi
deneyimlerinin kisisellikten uzaklagmasina ve daha standart bir yapiya biiriinmesine neden olabilmektedir.
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4.2. Yapay Zeka Algoritmalarinda Onyarg: ve Seffafhik Eksikligi ile lgili Etik Sorunlar ve Coziim
Yaklasimlar

Arastirmanin ikinci sorusu olan Yapay Zeka (YZ) algoritmalarinda dnyargi ve seffaflik eksikligi, cesitli etik
sorunlar1 beraberinde getirmektedir. Onyargi kaynakli sorunlar incelendiginde, verilerdeki demografik ényargilarin
hasta gruplari arasinda esitsiz teshis ve tedavilere yol actig1 gortiilmektedir. Algoritmalarda kullanilan veri setlerindeki
dengesizlikler, belirli yas, cinsiyet, etnik kdken veya sosyoekonomik gruplarin yeterince temsil edilmemesine yol
acar. Bu durum, YZ’nin bu gruplar1 dogru analiz edememesine ve hatali sonuglar iiretmesine neden olur. Ornegin,
tibbi teshis sistemlerinde kullanilan YZ modelleri, belirli demografik gruplardan (6rnegin geng bireyler veya beyaz
tenli hastalar) elde edilen verilerle egitilmisse, bu sistemler diger gruplarda (6rnegin yash bireyler ya da farkli etnik
kokenlerden hastalar) ayni basariy1 gosteremez. Benzer sekilde, kredi degerlendirme algoritmalarinda mevcut olan
sosyoekonomik onyargilar, diisiik gelirli bireylerin sistematik olarak dezavantajli hale gelmesine neden olmaktadir.
Bu tiir 6nyargilar, esitsizliklerin tekrarlanmasina ve toplumsal adaletsizligin pekismesine yol agmaktadir.

Seffaflik eksikligi kaynakli sorunlar ise giiven problemlerini 6n plana ¢ikarmaktadir. Karmasik algoritmalar,
enerji fiyatlandirmast ve dagitimi konusunda giivensizligi artirirken; klinik karar destek sistemlerinin karar
mekanizmalarinin anlasilmaz olmasi, hasta ve hekimlerin YZ’ye duydugu giiveni zayiflatmaktadir. Ayrica,
algoritmalarin isleyisinin yeterince agiklanmamasi, banka miisterilerinde giiven kaybina yol agmaktadir. Bununla
birlikte, incelenen makalelerde belirtilen evrensel ve kiiltiirel sorunlar da gz ardi edilmemelidir. YZ’nin kiiltiirel
baglami dikkate almamasi, kiiltiirel degerlerin mekaniklesmesine neden olmakta ve 6zellikle dini uygulamalar gibi
alanlarda sorun yaratmaktadir. YZ, karar alma siireglerinde toplumsal esitsizligi artirarak demokratik siireglere zarar
verebilmektedir. Ote yandan, seffaflik eksikligi nedeniyle algoritmalarin dnyargilarinin tespit edilmesi zorlagmaktadir.

Yapay Zeka (YZ) algoritmalarinda dnyargi ve seffaflik eksikligi sorunlarina yonelik ¢esitli ¢6ziim Onerileri
sunulmaktadir. Oncelikle, algoritmalarin nasil calistigim aciklayabilecek araglar gelistirilmeli (Gao vd., 2024, s. 4),
karar siireclerini anlamaya olanak taniyan kullanict dostu araglar tasarlanmalidir (Fundira vd., 2024, s. 797). YZ
algoritmalarmin daha kapsayici veri setleriyle egitilmesi saglanarak oOnyargilarin azaltilmasi hedeflenmeli, bu
Onyargilarin tespiti ve diizeltilmesi i¢in diizenli denetimler gerceklestirilmelidir (El-Haber vd., 2024, s. 9; Prochaska
ve Alfandre, 2024, s. 2). Ayrica, hukuki sorumluluk mekanizmalarinin netlestirilmesiyle hesap verebilirlik artirilmali
ve gelistirici, kullanict ve sektdr paydaglarinin etik farkindalik diizeyi egitimlerle yiikseltilmelidir (Elendu vd., 2024,
s. 7; Weidener ve Fischer, 2024, s.7). Tiim bu 6neriler, YZ sistemlerinin daha adil, seffaf ve giivenilir olmasina katki
saglayacaktir.

4.3. Yapay Zeka Algoritmalarinda Veri Gizliligi ve Giivenligi ile ilgili Etik Sorunlar ve Coziim
Yaklasimlan

Arastirmanin igilincii sorusu kapsaminda incelenen makalelerde ozellikle saglik, bankacilik ve enerji
sektoriinde veri gizliligi ve giivenligi ile ilgili endiselerin oldugu goriilmektedir. Ozellikle hasta verilerinin biiyiik
olgekli toplanmasi ve analiz edilmesi, kisisel mahremiyetin ihlali riskini artirarak giiveni zedelemistir. Ornegin
kigisellestirilmis tip uygulamalarinin yayginlasmasi ve hastalarin genetik verilerinin kaydedilmesi gibi endiseler bu
kapsamda degerlendirilmektedir. YZ destekli bilgilendirilmis onam formlar1 aracilifiyla hastalarin bu konuda
bilgilendirilmesi ve olas1 bir veri gizliligi ihlalinde saglik ¢aliganlarinin gérev ve sorumluluklarinin netlestirilmesi
tavsiye edilmektedir. Enerji alaninda ise akilli enerji sistemlerinde kullanicilarin enerji tiiketim aligkanliklarina dair
verilerin toplanmasi ve kaydedilmesi, mahremiyet sorunlarini giindeme getirmis ve bireylerin enerji kullanim bilgileri
iizerinden takip edilme riskini dogurmustur. Yapay zeka sistemlerinin kullanim alan1 genisledikge, veri gizliligine
yonelik tehditler de artmaktadir.

Bunun yan sira, giivenlik aciklar1 ve siber saldirilar, yapay zeka teknolojilerinin bir diger zay1f noktasidir.
Bankacilik sektoriinde YZ’nin karar mekanizmalarmin kotiiye kullanilmasi finansal giivenlik aciklarina neden
olurken, yapay zeka tabanli sistemlerin giivenlik zafiyetleri biiyiik veri ihlalleri ve hizmet kesintilerine yol
acabilmektedir. Ayrica, kullanicilarin YZ sistemlerinin isleyisini anlamamasi, giivensizligi ve endiseyi artirmaktadir.
Bu durum, yapay zekdya duyulan giivenin zayiflamasina ve yaygin kullanimdaki risklerin derinlesmesine neden
olmaktadir. Incelenen galismalarin, bu sorunlara yonelik dnerileri de bulunmaktadir. Buna gére algoritmalarin nasil
calistigint ve verileri nasil kullandigini agiklayan mekanizmalar gelistirilmelidir (Gao vd., 2024, s. 10). Kullanicilarin
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verilerinin islenmesi hakkinda acik ve anlasilir bilgilere sahip olmalar1 saglanmalidir (Prochaska ve Alfandre, 2024,
s. 1). Gliglii veri koruma politikalar1 gelistirilmeli ve kiiresel olarak uyumlu hale getirilmelidir. Geligmis sifreleme
teknikleri kullanilmalidir (El1-Haber vd., 2024, s. 2; Elendu vd., 2024, s. 8). Veriler, bireysel kimliklerin korunmasi
amaciyla anonimlestirilmelidir. Diizenli siber giivenlik risk analizleri yapilmali ve proaktif savunma mekanizmalar1
olusturulmalidir (Elendu vd., 2024, s. 2).

4.4, Yapay Zeka Algoritmalarinda Hesap Verebilirlik ve Sorumluluk ile Tlgili Etik Sorunlar ve Céziim
Yaklasimlar

Yapay Zeka (YZ) algoritmalarinda hesap verebilirlik eksikligi, dnemli etik sorunlardan biridir. Klinik karar
destek sistemlerinde YZ’nin yanlis kararlar1 sonucunda ortaya ¢ikan hatalarin sorumlusu belirsiz kalmaktadir. Enerji
alaninda ise akilli sebekelerde yapilan yanlis enerji dagitimi kararlarinda da sorumlulugun kime ait oldugu net degildir.
Ornegin, algoritmanin yanlis bir enerji dagitim karar1 alarak biiyiik bir kesintiye yol agmas1 durumunda, bu hatanin
sorumlulugunun YZ sistemine mi yoksa sistemi kullanan operatére mi ait oldugu belirsizdir. Otonom araglar veya
makinelerde meydana gelen etik hatalarda ise sorumlulugun gelistirici, kullanici veya sistem arasinda nasil
paylasilacagi konusunda bir belirsizlik s6z konusudur. Bu durum, etik ikilemleri 6ne ¢ikarmaktadir. Algoritmalarin
isleyisinin yeterince agiklanmamasi, kullanicilarin bu sistemleri dogru degerlendirmesini zorlastirmaktadir. Ozellikle
saglik alaninda, hatali teshis ve tedavi durumunda sorumlulugun hekim, gelistirici ve algoritma arasinda nasil
dagitilacag konusunda bir ikilem olugmaktadir.

Bu sorunlarin ¢6ziimii i¢in hesap verebilirlik mekanizmalarinin netlestirilmesi ve etik sorumlulugun dogru
sekilde tanimlanmasi biiyiik dnem tasimaktadir. Veri gizliligini ve hesap verebilirligi hukuki ¢ercevede giiglendirecek
diizenlemeler yapilmali; algoritma gelistirici, kullanici ve kurumlar arasinda sorumluluk paylasimi agikca
belirtilmelidir (Elendu vd., 2024, s. 15). Algoritmalarin karar alma siireglerinin kolay anlasilir hale getirilmesi,
kullanicilarin sistemi daha iyi degerlendirmesini saglayacaktir (Gao vd., 2024, s. 7). Ayrica, algoritmalarin tarafsiz
denetim siireglerinden gegmesi ve toplum tizerindeki etkilerini izleyen degerlendirme sistemlerinin olusturulmasi
gerekmektedir (Prochaska ve Alfandre, 2024, s. 2; Gao vd., 2024, s. 11). Son olarak, gelistirici ve kullanicilarin hesap
verebilirlik ve etik sorumluluk konularinda bilinglendirilmesi saglanarak YZ sistemlerinin giivenilirligi artirilabilir
(Weidener ve Fischer, 2024, s. 9; Elendu vd., 2024, s. 22).

4.5. Yapay Zeka Sistemlerinin Karar Siireclerinde Etik Degerlerin Korunmasim Saglayacak ilkeler
ve Uygulanabilirligi

Yapay zeka sistemlerinin karar siireglerinde etik ilkelerin uygulanabilirligi, bu teknolojinin toplum iizerindeki
etkilerini daha adil, seffaf ve giivenilir bir sekilde sekillendirmek adina hayati bir 6nem tasimaktadir. Arastirma
kapsaminda, makalelerin alanlarina iligskin tespit ettikleri sorunlara yonelik olarak etik ilke Onerilerinde bulunup
bulunmadigi incelenmistir. Bu inceleme sonucunda, Yapay Zeka sistemlerinin karar siire¢lerinde etik degerlerin
korunmasini saglamak i¢in bir dizi ilke belirlenmistir. Ancak, makalelerin bu dogrultudaki 6nerileri, arastirma alanlari
ve ele alinan etik sorunlara gore farklilik gostermektedir.

Bu ilkeler, aragtirma sorular1 arasinda da yer alan adalet, seffaflik ve hesap verebilirlik gibi temel kavramlar
etrafinda sekillenmektedir. Buna gore adalet ilkesinin temelinde, algoritmalarin yarattigi 6nyargiy1 6nlemek ve tiim
kullanicilar i¢in esit firsatlar sunmak yer almalidir (Prochaska ve Alfandre, 2024, s. 2; Gao vd., 2024, s. 10; Fundira
vd., 2024, s. 794). Seffaflik ilkesi, algoritmalarin nasil ¢aligtiginin anlagilmasini ve kullanicilarin bu siirece erigim
saglamasim temel almalidir (El-Haber vd., 2024, ss. 2-3; Elendu vd., 2024, s. 8). Algoritma gelistiricilerinin,
uygulayicilarin ve kullanicilarin sonuglardan sorumlu tutulabilmesi, hesap verebilirlik agisindan kritik dneme sahiptir
(Elendu ve ark., 2024, s. 23; Gao ve ark., 2024, s. 2).

Bireysel 6zerkligin korunmasi i¢in kullanicilarin karar siireglerinde aktif rol almasi saglanmalidir (Prochaska
ve Alfandre, 2024, s. 2; Leone, 2024, s. 4). Ayn1 zamanda, kisisel verilerin korunmasi ve siber giivenligin saglanmasi
etik ilkelere uyum agisindan temel gerekliliklerdendir (Elendu vd., 2024, s. 4; Fundira vd., 2024, s. 794). Bununla
birlikte, egitim sistemlerinde etik farkindaligin yetersiz olmasi, gelistiricilerin etik ilkelere uymada eksik kalmasina
neden olmaktadir (Weidener ve Fischer, 2024, s. 19). Son olarak, uluslararas: diizenlemelerin sinirli olmasi, etik
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ilkelerin uygulanabilirligini azaltmakta ve kiiresel bir ¢dziim ihtiyacini ortaya koymaktadir (Elendu vd., 2024, s. 24;
Gao vd., 2024, ss. 8-9).

Onerilen bu etik ilkelerin uygulanmas1 amaciyla kullanicilarin geri bildirimde bulunabilecegi mekanizmalar
olusturulmalidir (Leone, 2024, s. 12). Gelistirici, kullanic1 ve diizenleyiciler arasinda ig birligi saglanarak siireclerin
daha etkin ve uyumlu hale getirilmesi gerekmektedir (Fundira vd., 2024, s. 803). Yapay zeka sistemleri i¢in etik
uygunluk sertifikalari gelistirilerek bu sistemlerin etik standartlara uygunlugu denetlenmelidir (Gao vd., 2024, s. 13).
Bunun yam sira, sektorlere 6zel etik uygulama kilavuzlari olusturulmali ve gelistiriciler ile kullanicilarin bu
kilavuzlara bagli kalmasi saglanmalidir. Etik farkindaligi artirmak amaciyla egitim programlari diizenlenmeli ve
gelistiricilerin etik sorumluluk bilinci gliglendirilmelidir (Weidener ve Fischer, 2024, s. 8). Ayrica, 6zerklik, adalet,
hesap verebilirlik ve seffaflik gibi ilkelerin yer aldigi kapsayici bir liste hazirlanmali ve rehber niteliginde
kullanilmalidir (Elendu vd., 2024, s. 13). Son olarak, uluslararasi diizeyde ortak bir etik ¢erceve gelistirilerek kiiresel
uyumluluk saglanmalidir (Gao vd., 2024, s. 13).

4.6. Yapay Zeka Teknolojilerinin Toplum Uzerindeki SosyoKiiltiirel Etkileri ve Bu Etkiler Karsisinda
Etik Simirlarin Belirlenmesi I¢in Gelistirilen Yaklasimlar

Yapay zeka teknolojilerinin yayginlasmasi, toplumsal esitsizlikleri derinlestirme riskini beraberinde
getirmektedir. Algoritmik Onyargilar, sosyoekonomik esitsizlikleri artirarak bankacilik sektoriinde diisiik gelirli
bireylerin kredi degerlendirmelerinde dezavantajli hale gelmesine ve enerji sektdriinde bu bireylerin enerji taleplerinin
karsilanmamasina yol agabilir. Saglik sektoriinde ise esitsiz veri setleri nedeniyle az temsil edilen gruplarin (etnik
koken, cinsiyet veya hastalik tiirli gibi) hastalik tan1 ve tedavilerinde yanligliklar ortaya ¢ikabilmektedir. Dini
uygulamalarda yapay zeka destegi ile is kayiplarinin artmasi da toplumsal dengesizliklere katkida bulunmaktadir.

Kiiltiirel ¢esitlilik agisindan, yapay zeka teknolojilerinin kullanimi 6zellikle dini uygulamalarda manevi
deneyimlerin mekaniklesmesine yol agarak kiiltiirel otantiklige zarar verebilir. Ayrica, bireysel ve toplumsal kontrol
mekanizmalar1 iizerinde de etkiler gézlemlenmektedir. Bireylerin karar alma siireglerinin algoritmalara devredilmesi,
sosyal Ozgiirliiklerin kisitlanmasina neden olabilirken, algokrasi kavrami (algoritmalarin politik, ekonomik ve
demokratik siiregleri sekillendirmesi), toplumsal yapry1 tehdit edebilir. Saglik alaninda tani ve tedavi siireglerinde
yapay zeka desteginin kapsaminin bilinmemesi, hastalarin bireysel 6zerkliklerini kaybetmelerine neden olmaktadir.

Son olarak, yapay zekad teknolojilerinin mahremiyet ve insan haklari {izerindeki etkileri biiylik 6nem
tasimaktadir. Ornegin akilli sayaglar1 kullanim gegmisini kaydetmesi ve kisisellestirilmis tip uygulamalarmin kétiiye
kullanilmas1 bu kapsamda degerlendirilmektedir. Bu tiir veri gizliligi ve giivenligi sorunlari, bireylerin mahremiyet
haklarini tehdit etmekte ve insan haklar1 ag¢isindan ciddi riskler olusturmaktadir.

Sonu¢ ve Tartisma

Bu ¢alisma, yapay zekanin (YZ) farkli sektorlerdeki kullanimini ve bu baglamda ortaya ¢ikan etik sorunlari
kapsamli bir sekilde ele almaktadir. Incelenen calismalar, enerji sistemlerinden saglik hizmetlerine, finans
sektoriinden egitim alanina kadar genis bir yelpazede YZ’nin ahlaki siirlarini ve sorumluluklarini tartismaktadir.
Ozellikle “Al ethics”, “Responsible AI” ve “Healthcare ethics” gibi anahtar kavramlar, YZ nin etik ilkelerle nasil
sekillenebilecegine dair giiclii bir vurgu yapmaktadir. Enerji sistemleri ve saglik hizmetleri gibi kritik alanlarda
YZ’nin karar alma siireglerinde giivenlik, mahremiyet ve tarafsizlik gibi ilkelerin nasil uygulanmasi gerektigi 6n plana
¢itkmaktadir. Ayrica, YZ’nin etik boyutlarinin felsefi kokenleri de tartisilmaktadir. Bu durum, yapay zeka
teknolojilerinin sadece teknik bir yenilik olmaktan &te, etik ve ahlaki agilardan da degerlendirilmesi gerektigini
gostermektedir.

Literatiirde yapay zeka etigi iizerine yapilan calismalar genellikle belirli sektorlerdeki etik sorunlara
odaklanirken, mevcut ¢alisma sektorel gesitliligi dikkate alarak farkli alanlardaki etik riskleri karsilagtirmali bir
perspektifle ele almaktadir. Dilek (2019), YZ nin etik karar alma siiregleri iizerindeki etkilerini ve bu teknolojilerin
bagimsiz bir etik 6zne olup olamayacaginmi tartismaktadir. Giivercin (2020), yapay zekd uygulamalarinin hasta
mahremiyeti, yanlilik ve hesap verebilirlik gibi konulardaki risklerine odaklanarak, uluslararas: etik standartlara
duyulan ihtiyact vurgulamaktadir. Efe (2021), yapay zeka teknolojilerinin etik ilkelerden yoksun bir sekilde
programlanmasinin sosyal manipiilasyon, mahremiyet ihlalleri ve algoritmik ayrimcilik gibi riskleri artirabilecegini
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one siirmektedir. Kdse (2020) ise yapay zeka tabanli sistemlerin yonetim siiregleri, insan kaynaklar1 ve tedarik zinciri
optimizasyonu gibi alanlarda doniisiim yaratacagini, ancak veri gizliligi, adalet ve ig giicii iizerindeki etkilerin dikkate
alinmasi gerektigini ifade etmektedir. Ancak, mevcut ¢aligma yapay zeka etigini yalnizca teorik gercevede ele almakla
kalmayip, disiplinlerarasi baglamda analiz ederek, ortak bir bakis a¢is1 sunmay1 amaglamustir.

Elde edilen bulgulara gore, sektorel cesitlilik yapay zeka teknolojilerinin ortaya cikardig: etik sorunlarin
anlasilmasini ve ¢6ziim iiretilmesini zorlastirmaktadir. Bu nedenle, her sektoriin ihtiyaclarina uygun, adil ve kapsayici
etik ilkeler gelistirilmeli ve uygulanabilir ¢oziimler sunulmalidir. Algoritmalardaki 6nyargi ve seffaflik eksiklikleri,
toplumsal esitsizlikleri artirma riski tasimaktadir. Bu sorunlarin ¢6ziimii igin ¢esitlendirilmis veri setlerinin
kullanilmast ve kullanicilarin anlayabilecegi seffaf sistemlerin olusturulmasi gerekmektedir. Veri gizliligi ve
giivenligi, kullanicilarin yapay zekaya olan giivenini zedeleyen 6nemli bir sorundur. Bu riskleri 6nlemek adina geffaf
veri igleme siirecleri ve kullanici egitim programlari hayata gecirilmelidir. Hesap verebilirlik ve sorumluluk alanindaki
belirsizlikler, etik ikilemleri derinlestirmektedir. Bu baglamda, algoritmalarin sonuglarindan sorumlu tutulacak
taraflarin agikca belirlendigi kiiresel diizenlemeler ve bagimsiz denetim mekanizmalarinin gelistirilmesi biiylik 6nem
tasimaktadir. Yapay zeka sistemlerinde etik degerlerin korunmasi, uluslararasi bir ¢ergeve ile desteklenmeli, seffaflik
ve hesap verebilirlik mekanizmalar gii¢lendirilmelidir. Bu degerlerin uygulanabilirligini artirmak igin etik farkindalik
yaratacak egitim programlari diizenlenmelidir. Ayrica, yapay zekanin sosyokiiltiirel etkileri, kiiltiirel farkliliklar1 ve
toplumsal baglamlar1 gozeten uygulamalarla sinirlandirilabilir. Toplum odakli denetim mekanizmalarinin
olusturulmasi, yapay zeka teknolojilerinin toplumsal fayday1 6n planda tutmasini saglayacaktir.

Makale kiimesi, biitiinciil bir bakis acisiyla degerlendirildiginde, YZ’nin etik smirlarinin yalnizca bir
teknoloji meselesi olmadigini, ayni zamanda toplumsal, kiiltiirel ve bireysel diizeylerde derin doniisiimlere yol a¢tigini
gostermektedir. Bu dogrultuda incelenen makalelerde “yapay zeka etigi” ile iligkilendirilen kavramlar ve kullanim
sikligt su sekildedir;

Sekil 5. Etik Cercevede One Cikan Kavramlar
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Yapay zekanin ahlaki sinirlari, teknolojinin insan haklarini, toplumsal adaleti ve bireysel d6zerkligi koruyacak
sekilde kullanilmasini temel alir. Bu simirlar, algoritmalarin seffaf, hesap verebilir ve Onyargisiz bir sekilde
tasarlanmasini; veri gizliligi ve giivenligi gibi temel etik degerlerin gozetilmesini kapsar. Teknolojik doniisiimler,
yapay zekanin yalnizca bir teknolojik ara¢ olmaktan Gteye gegerek insanlik i¢in sorumluluk ve etik degerler
cercevesinde bir ¢dzliim ortagi haline gelmesini zorunlu kilmaktadir.

Yapay zekad teknolojilerinin genis bir kullanim alanina sahip olmasi, etik ilkelerin sektore 6zgii olarak
gelistirilmesini zorunlu kilmaktadir. Bu calisma, literatiirde yapay zeka etigi tizerine yapilan genel tartigmalara yeni
bir boyut ekleyerek, sektorel bazda ¢oziim Snerilerini bir araya getirmekte ve etik sinirlarini belirleme siirecinde karar
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vericilere rehberlik edecek nitelikte bir ¢ergeve ortaya koymaktadir. YZ sistemlerinin karar alma siireclerinde giderek
daha fazla sorumluluk iistlenmesi, bu teknolojilerin etik ¢ercevede sekillendirilmesini toplumsal giiven ve adalet
acisindan kritik hale getirmektedir. Algoritmik Onyargilar ve seffaflik eksiklikleri, yapay zeka sistemlerinin
tarafsizligini tehdit edebilir ve toplumsal esitsizlikleri derinlestirebilir. Bu nedenle, ¢aligmada sunulan etik cergeve
oOnerileri, yapay zekdnin daha adil, hesap verebilir ve insan haklarina duyarli bir sekilde uygulanmasia katki
saglayacaktir. Bunun yam sira, gelecekte yapilacak calismalar, bu ¢alismada ortaya konan etik ilkelerin sektorel
uygulamalarini detaylandirarak, yapay zeka sistemlerinin nasil daha hesap verebilir hale getirilebilecegini
inceleyebilir. Ayrica, farkli lilkelerde yiiriirliige giren etik diizenlemelerin karsilagtirmali analizi, kiiresel 6lgekte yapay
zeka etiginin nasil sekillenmesi gerektigine dair daha kapsamli bir bakis agis1 sunabilir.

Bu ¢ergevede, calismada yapilan sistematik literatiir taramasi sonucunda, yapay zeka teknolojilerinin etik
siirlarint korumaya yonelik belirli ilkeler ve 6neriler elde edilmistir. Bu ilkeler, algoritmalarin tarafsizligini saglamak,
veri gizliligini korumak, kullanicilarin sisteme giiven duymasini artirmak ve yapay zeka sistemlerinin hesap verebilir
olmasini teminat altina almak amaciyla gelistirilmistir. Yapay zeka uygulamalarinin etik ¢ercevede yonlendirilmesine
yonelik kiiresel yaklagimlar incelenmis ve uluslararasi etik standartlar ile farkli {ilkelerdeki diizenlemeler
dogrultusunda genel ¢ikarimlar yapilmistir. Asagida, calisma kapsaminda ulasilan bu etik ilkeler ve dneriler detayli
bir sekilde sunulmaktadir:

e Adalet ilkesinin, algoritmalarin yaratti1 Onyargilarin 6nlenmesi ve tiim kullanicilar i¢in esit firsatlarin
saglanmasi agisindan temel bir gereklilik oldugu tespit edilmistir. Bu ilkenin, yapay zeka sistemlerinin
toplumsal esitligi desteklemesi i¢in kritik bir 5neme sahip oldugu vurgulanmaktadir.

o Seffaflik ilkesinin, yapay zeka algoritmalarinin nasil g¢alistiginin anlasilir bir sekilde agiklanmasi ve
kullanicilarin bu siireclere erisim saglamasi agisindan onemli oldugu ortaya konmustur. Seffaflik, aym
zamanda giiven olusturulmasi ve karar alma mekanizmalariin hesap verebilir hale getirilmesi igin
vazgegilmez bir unsur olarak degerlendirilmektedir.

e Hesap verebilirlik, algoritma gelistiricileri, uygulayicilar ve kullanicilarin yapay zeka sistemlerinin
sonuglarindan sorumlu tutulmasint gerektiren bir ilke olarak tanimlanmistir. Bu durum, etik ihlallerin
onlenmesi ve sorumlulugun agik¢a belirlenmesi igin bir zorunluluk olarak belirtilmistir.

e Bireysel 6zerklik, kullanicilarin yapay zeka sistemleriyle etkilesimlerinde aktif rol almasmin saglanmasi
gerektigini ifade eden bir ilke olarak calismanin bulgulari arasinda yer almaktadir. Bu durum, bireysel
Ozgiirliiklerin ve kullanicilarin karar alma siire¢lerindeki kontroliiniin korunmasint desteklemektedir.

e Kiiltiirel 6zerklik, yapay zeka sistemlerinin farkl kiiltiirlerin degerlerine, normlarina ve sosyal baglamlarina
duyarli bir sekilde tasarlanmasinin ve uygulanmasinin 6nemini vurgulamaktadir. Bu ilkenin, toplumsal
gesitliligin korunmasi ve kiiltiirel degerlerin mekaniklesmesinin 6nlenmesi agisindan kritik oldugu sonucuna
ulagilmustir.

e Veri gizliligi ve siber gilivenlik, kisisel verilerin korunmasi ve yapay zeka sistemlerinin glivenliginin
saglanmasi gerekliligini icermektedir. Calismada, bireylerin mahremiyet haklarini giivence altina almanin ve
sistemlere olan giiveni artirmanin bu ilke kapsaminda degerlendirildigi belirtilmistir.

e Egitim ve farkindalik, gelistiricilerin etik sorumluluk bilincinin gii¢lendirilmesi ve kullanicilarin yapay zeka
sistemleriyle ilgili farkindaliklarinin artirilmas: amaciyla egitim programlarinin diizenlenmesini dne
¢ikarmaktadir. Bu durum, etik degerlerin uygulanabilirliginin artirilmasinda 6nemli bir arag¢ olarak
sunulmustur.

e Kiiresel ve uluslararasi gerceve, yapay zeka etik ilkelerinin uluslararasi diizenlemelerle desteklenmesi ve
kiiresel uyumun saglanmasi gerekliligine isaret etmektedir. Bu ilke, yapay zekanin siir otesi etkilerini
yonetmek i¢in gerekli bir temel olarak goriilmiistiir.
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e  Etik uygunluk sertifikalar1 ve rehberler, yapay zeka sistemlerinin etik standartlara uygunlugunu denetlemek
icin sertifikalarin gelistirilmesi ve sektorlere 6zel etik uygulama kilavuzlarinin olusturulmasi gerekliligini
ortaya koymaktadir.

e  Kullanici geri bildirim mekanizmalariin olusturulmasi, yapay zeka siireglerinin daha katilime1 ve kullanici
dostu hale gelmesini saglamak acisindan 6nemli bir 6neri olarak ¢alismada belirtilmistir.

e Kapsayici ilkeler listesi hazirlanmasi, 6zerklik, adalet, hesap verebilirlik ve seffaflik gibi temel etik ilkeleri
iceren kapsamli bir rehberin olusturulmasinin, yapay zeka sistemlerinin etik sinirlar iginde kalmasim
destekleyecegi sonucuna ulastlmistir.
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Extended Abstract

The rapid development of artificial intelligence (Al) technologies has led to profound transformations across various
sectors while simultaneously raising significant ethical concerns. The impact of Al on individuals and society is not limited to
technological advancements alone but encompasses a complex framework of fundamental ethical issues such as justice,
transparency, accountability, data privacy, and bias. This study, through a systematic literature review, seeks to understand the
ethical boundaries of Al by analyzing its applications in different sectors and the ethical challenges that arise from these
implementations. It also evaluates potential solutions and developed ethical approaches to address these issues.

Al technologies, as data-driven and autonomous systems, have become integral to complex decision-making processes.
However, maintaining the principles of justice and equity in these systems is not always achievable. Bias in algorithms frequently
leads to systematic disadvantages for certain groups. For example, Al-based diagnostic systems in the healthcare sector may
produce inaccurate results for underrepresented patient groups. Similarly, credit evaluation algorithms in the financial sector can
yield unfair outcomes for low-income individuals, further exacerbating socio-economic inequalities. Such biases not only affect
individuals but also undermine the foundations of social justice.

A lack of transparency represents another critical issue in Al systems. Users often cannot comprehend how algorithms
function or the data upon which decisions are based. This lack of understanding erodes trust in Al systems. In critical sectors such
as energy and healthcare, non-transparent decision-making processes can have severe consequences. For instance, if the
mechanisms underlying energy pricing systems are not clearly explained, users are likely to distrust these processes. Consequently,
it is imperative to design Al systems in alignment with the principle of transparency, ensuring that users can access and understand
these decision-making processes.

Data privacy and security are other indisputable ethical concerns at the heart of Al technologies. The collection and
storage of patients’ genetic information in the healthcare sector or the recording of individuals’ energy consumption patterns in the
energy sector heighten the risk of personal privacy violations. Moreover, cybersecurity breaches and vulnerabilities add further
complexity to the use of Al systems. Solutions such as the development of robust data protection policies, the implementation of
encryption techniques, and the anonymization of user data have been proposed to mitigate these challenges.

Accountability is another significant ethical dilemma in addressing the repercussions of Al systems. Determining
responsibility for errors caused by Al systems, such as accidents involving autonomous vehicles or incorrect diagnoses from clinical
decision-support systems, remains ambiguous. Such scenarios necessitate clear definitions of responsibility sharing and the
strengthening of accountability mechanisms within Al systems. Furthermore, regular auditing processes and evaluation systems
monitoring societal impacts are essential.

The sociocultural effects of Al extend beyond its application areas, influencing individuals’ lifestyles and societal values.
For instance, the use of Al in religious practices can mechanize spiritual experiences, thereby threatening authentic values.
Similarly, algorithmic biases can exacerbate socio-economic inequalities and restrict individual freedoms. In this context, it is vital
to design and implement Al systems that are sensitive to cultural diversity.

This study has developed various solutions and ethical principles to address these challenges. In alignment with the
principle of justice and equity, it is critical to train algorithms using impartial and inclusive datasets to mitigate biases. Regarding
transparency, it is essential to ensure that the functioning of algorithms is understandable to users and that decision-making
processes are clearly outlined. The principle of accountability calls for the explicit definition of responsibility sharing among
algorithm developers, users, and other stakeholders. Data privacy and security should be reinforced through robust encryption
techniques and anonymization methods, and related regulations should be aligned on an international scale.

Educational and awareness programs play a pivotal role in strengthening the ethical responsibility of Al developers and
raising user awareness about these systems. Additionally, the development of an international ethical framework can help manage
the cross-border effects of Al. Recommendations such as establishing user feedback mechanisms and preparing sector-specific
ethical guidelines contribute to guiding AI’s progression within ethical boundaries.

In conclusion, Al ethics is not merely a technological issue but also a topic that brings about profound transformations at
societal, individual, and cultural levels. This study systematically examines the challenges posed by Al applications in various
sectors and proposes solutions to address these issues. Fundamental ethical principles such as justice, transparency, accountability,
data privacy, and individual autonomy play a crucial role in developing Al as a more reliable and responsible technology. The
implementation of these principles will enable Al to emerge as a technology that enhances societal benefits, respects human rights,
and ensures sustainable development.
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