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Working with high-dimensional datasets increases the workload 
on machine learning models. Therefore, before making 
predictions, the most meaningful data points in the entire data set 
must be determined. It is highly important to improve model 
performance, especially in the field of machine learning. For this 
reason, five feature selection methods—Mutual Information, 
Principal Component Analysis, Chi-square, Information Gain, 
and Variance Thresholding—commonly used in the literature, 
were tested on the 14400 feature data set obtained with a system 
previously proposed to determine the sand, silt and clay ratios in 
the soil. The success of these five methods is presented 
comparatively using R-square (R²) and Mean Absolute Error 
(MAE) metrics. The best results were obtained with the 
Information Gain method for sand (R2 = 0.44), with Chi-square 
for silt (R2 = 0.17), and with Variance Thresholding for clay 
(R2 = 0.61). 
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Yüksek boyutlu veri setlerinde, makine öğrenmesi ile çalışmak 
iş yükünde artışa sebep olmaktadır. Bu nedenle tahminleme 
işlemleri yapılmadan önce, tüm veri seti içerisindeki en anlamlı 
veri noktalarının belirlenmesi gerekmektedir. Özellikle makine 
öğrenmesi alanında model performansını artırmak için kritik 
öneme sahiptir. Bu nedenle daha önce topraktaki kum, silt ve kil 
oranlarını belirlemek amacıyla önerilen bir sistemle elde edilen 
14400 özellikli veri seti üzerinde, literatürde sıklıkla kullanılan 
Karşılıklı Bilgi, Temel Bileşen Analizi, Ki-kare, Bilgi Kazancı 
ve Varyans Eşiği Belirleme özellik seçme metotları denenmiştir. 
Bu 5 metodun başarı sonuçları R-kare (R2) ve Ortalama Mutlak 
Hata (OMH) cinsinden karşılaştırmalı olarak sunulmuştur. En iyi 
sonuçlar kum için Bilgi Kazancı metodu ile (R2 = 0.44), silt için 
Ki-kare ile (R2 = 0.17), kil için Varyans Eşiği Belirleme ile 
(R2 = 0.61) elde edilmiştir. 
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1. INTRODUCTION 
 
Feature extraction is the process of converting raw data into a more informative format so that machine 
learning algorithms can be processed effectively and is a critical process in machine learning [1-3]. These 
extracted features are essential for functions such as classification, pattern recognition and understanding 
complex processes [4]. In fields such as monitoring, image recognition, and structural engineering, 
selecting and extracting relevant features is important for accurate analysis and decision making [5,6]. 
Advanced feature extraction methods show promise in automating the feature extraction process and 
improving classification accuracy [7-9]. 
  
Feature extraction is also a fundamental process in the analysis of time series signals in various fields. 
Identifying meaningful features by reducing the size of time series data increases the performance and 
accuracy of machine learning models put forward [10,11]. Various feature extraction methods have been 
developed in the literature to extract relevant information from datasets, such as Mutual Information (MI), 
Principal Component Analysis (PCA), Chi-square, Information Gain (IG) and Variance Threshold (VT) 
methods [12,13]. MI and IG measure the dependence between variables and uncertainty between features 
and are used in text processing, biomedical, etc [12]. PCA is a technique used to reduce the dimension of a 
dataset by mapping data to a new coordinate system to capture the most significant variance [14]. Chi-
square is used in tasks such as sentiment analysis and disease prediction by assessing the relationship 
between features and target variables [15]. Variance Thresholding is ideal for eliminating low-variance 
features that provide insignificant information and to decrease the data workload. After all, researchers can 
improve the efficiency and accuracy of various applications by using advanced feature extraction 
techniques tailored to the characteristics of time series data. 
 
In this study, experiments were carried out on a data set consisting of 66 observations and 14400 features 
using the 5 feature extraction algorithms mentioned above, and the results are presented comparatively in 
detail in the following sections.  
 
2. MATERIAL AND METHODS  
 
2.1. Dataset 
 
In the study, time series signals obtained with the system called USTA, which was introduced in a previous 
study, were used [16]. In the previous study, the amplitude of sound transmitted through the soil-water 
mixture was measured with a pair of transmitter-receiver sensor. For 80 soil samples, a time series dataset 
of 14400 features, ranging from 0 to 5 volts, was created at a frequency of 2Hz. These data were processed 
with various machine learning methods and sand, silt and clay predictions were made. In this study, soils 
with 3 or more samples of the same class in the dataset were selected to avoid uninterpretable results during 
the training phase. In total, dataset consists of 66 observations and 14400 columns were used. 
 
2.2. Mutual Information (MI) 

 
MI is a statistical measurement method used to measure the amount of information shared between two 
variables. The basic idea is to evaluate how much knowing the value of a particular attribute reduces 
uncertainty about the target variable. Entropy for a single variable is calculated using the probability 
distribution of the values of that variable and its formula is as in Equation 1. 
 

𝐻ሺ𝑋ሻ ൌ െ ∑ 𝑝ሺ𝑥ሻ𝑙𝑜𝑔ଶ
ሺ௫ሻ (1) 

  
Here 𝑝ሺ𝑥ሻ refers to the marginal probability distribution. Then MI for each variable is calculated using 
Equation 2. 
 
𝑀𝐼ሺ𝑋; 𝑌ሻ ൌ 𝐻ሺ𝑋ሻ  𝐻ሺ𝑌ሻ െ 𝐻ሺ𝑋, 𝑌ሻ (2) 
 
MI refers to the shared information between two variables, and 𝐻ሺ𝑋, 𝑌ሻ refers to the calculated common 
entropy value. Features with higher MI scores are considered to have a stronger relationship with the target 
variable. 



Emre KILINÇ 

Ç.Ü. Müh. Fak. Dergisi, 39(4), Aralık 2024 - 993 - 

2.3. Principal Component Analysis (PCA) 

 
PCA aims to transform the original features into a new set of uncorrelated features that capture the 
maximum variance in the data. The steps are as follows; 
 

 Data is centered by subtracting the mean of each feature 
 Covariance matrix of the centered data is calculated. 
 Eigenvalue decomposition of the covariance matrix is performed 
 The principal components are ranked according to their corresponding eigenvalues. 
 Original data is projected onto the selected principal components. 

 
The biggest advantage of PCA is its ability to reduce dimensionality while minimizing information loss. A 
big disadvantage of PCA is that, being a linear method, it may perform poorly with datasets that have 
complex, non-linear relationships. However, its applicability extends to non-linear problems to capture non-
linear relationships in data by mapping it into a higher-dimensional feature space where linear separability 
can be achieved [17]. 
 
2.4. Chi-square Test 

 
Chi-square test is used to determine whether there is a significant relationship between two categorical 
variables. One being the feature, the other is the target. It is calculated as in Equation 3. 
 

Χଶ ൌ  ∑ ሺைିாሻమ

ா
 (3) 

 
Here 𝑂 represents the observed frequency for a category, and 𝐸 represents the expected frequency 
assuming independence. Features with higher Chi-square scores have a stronger relationship with the target 
class. 
 
2.5. Information Gain (IG) 

 
The origin of IG is based on the concept of entropy. In this aspect, it is similar to the MI method. In the 
context of feature extraction, entropy represents the uncertainty of the target variable. The IG of a feature 
indicates how much knowing that feature reduces the entropy of the target variable. Steps are as follows; 
 

 Entropy of the target variable is calculated to measure the overall uncertainty in the dataset. 
 For each feature, conditional entropy of target is calculated. 
 To obtain the IG for each feature, conditional entropy is subtracted from the original entropy. 
 Features are ranked based on their IG scores. 
 The top-ranking features are used. 

 
It is an effective feature extraction method that can be used quickly and practically. The disadvantage is 
that if the data set consists of continuous features, the data set must be discretized. 
 
2.6. Variance Thresholding (VT) 

 
Variance thresholding works with the assumption that features with low variance across samples do not 
carry much information about the target variable. The variance of the dataset with 𝑚 samples and 𝑛 features 
is found mathematically as in Equation 4. 
 

𝑉𝑎𝑟൫𝑋൯ ൌ  
ଵ


∑ ሺ𝑥 െ 𝜇ሻଶ

ୀଵ  (4) 

 
Here, 𝑗 represents the feature index and 𝑥 represents the value of the 𝑗th feature for the 𝑖th sample. 𝜇 is the 
mean of the 𝑗th feature across all samples. In variance thresholding, a threshold value (t) is set, and only 
features with variance greater than t are considered. 
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2.7. Evaluation Metrics 

 
In this study, R-square (R2) and Mean Absolute Error (MAE) performance metrics were used to see the 
effect of 5 different feature extraction methods on prediction success. 
 
The R2 metric is used to determine the proportion of variance in the dependent variables. In mathematics, 
its expression is as in Equation 5. 
 

𝑅ଶ ൌ 1 െ
∑ ሺ௬ି௬ොሻమ

సభ
∑ ሺ௬ି௬തሻమ

సభ
 (5) 

 
Here 𝑦 represents the real values, 𝑦ത is the average of the real values, and 𝑛 is the number of samples. R2 
value is between 0 and 1. A higher value indicates that the model is more successful. 
 
MAE value is used to measure the absolute difference between actual values and predicted values. Its 
mathematical expression is as in Equation 6. 
 

𝑀𝐴𝐸 ൌ
ଵ


∑ |𝑦 െ 𝑦ො|


ୀଵ  (6) 

 
Here, 𝑦 represents the actual values, 𝑦ො represents the predicted value, and 𝑛 indicates the number of 
samples. A lower MAE value means a better model. 
 
3. EXPERIMENTS AND RESULTS 
 
After the time series data of 66 soil samples in the data set were subjected to the MI feature extraction 
method, the target variables and features were divided into bins for entropy calculation. MI was calculated 
separately for each feature based on sand, silt and clay ratios. MI scores were then averaged to obtain a 
joint MI score for each feature. For regression analysis, the best 50 features were selected according to the 
combined MI scores, and 65 soil sample data were given to the Random Forest (RF) method with the leave-
one-out cross validation method. The prediction results made with the RF model with 100 random trees, 
were recorded, and the R2 values and prediction successes are given in Figure 1. 
 

 
Figure 1. Sand, silt and clay estimation results using the MI feature extraction method on 66 soil samples 
 
As can be seen in Figure 1, R2 values were found to be 0.42 for sand, 0.12 for silt and 0.57 for clay. Success 
rates in terms of R2 and MAE are given in the table below. 
 
Table 1. R2 and MAE values of the prediction results using the features obtained with the MI method 

 Sand Silt Clay 
R2 0.42 0.12 0.57 
MAE 11.57 10.74 9.2 

 
R2 and MAE values are given comparatively in Table 1. In addition to R2 values, MAE values are around 
10% and are within acceptable limits, just like in the traditional hydrometer method. 
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3.2. Experiments with Principal Component Analysis (PCA) 

 
PCA was performed on the normalized time series data and principal components explaining 95% of the 
variance were selected. Then, predictions were made using the leave-one-out cross-validation method with 
these selected principal components. The comparative estimation results are provided in Table 2. 
 
Table 2. R2 and MAE values of the prediction results using the features obtained with the PCA method 

 Sand Silt Clay 
R2 0.14 0.10 0.13 
MAE 12.02 14.06 12.52 

 
As seen in the Table 2, R2 values for sand, silt and clay were found to be 0.14, 0.10 and 0.13, respectively. 
On the other hand, MAE values are well above the 10% margin of error. It appears that PCA produces 
worse results than MI when using such a data set. 
 
3.3. Experiments with Chi-square 

 
Both the features and the target variables (sand, silt, clay ratios) were decomposed into bins to apply the 
Chi-square test, which works with categorical data. For each feature, contingency tables were created to 
examine the relationship between the discretized feature and the target variable. The chi-square statistic is 
calculated separately for each feature based on sand, silt, and clay ratios. A combined Chi-square score is 
obtained by averaging the Chi-square scores for each feature. Then, the best 50 features were selected 
according to these combined scores, and the selected features were given as input to the RF with the leave-
one-out cross validation method. The prediction rates obtained are given in Table 3. 
 
Table 3. R2 and MAE values of the prediction results using the features obtained with the Chi-square 

method 
 Sand Silt Clay 
R2 0.30 0.17 0.51 
MAE 13.63 10.22 10.24 

 
When Table 3 is examined, although the R2 values  seem to be low, when we look at the MAE values, it 
can be seen that mediocre estimates are obtained for silt and clay. Although not as good as the results 
obtained with MI, it can be seen that better results are obtained than PCA analysis. 
 
3.4. Experiments with Information Gain (IG) 

 
First, the target variables (sand, silt, clay ratios) and time series features are divided into bins to implement 
the IG calculation. Then, by calculating the entropy value for each target variable and each discretized 
feature, the common entropy between each target and feature was determined. The IG for each feature was 
calculated by subtracting the joint entropy from the target's entropy. Finally, the determined features were 
given to the RF method with the leave-one-out method and predictions were made. Table 4 shows these 
estimation results. 
 
Table 4. R2 and MAE values of the prediction results using the features obtained with the IG method. 

 Sand Silt Clay 
R2 0.44 0.13 0.57 
MAE 10.18 10.68 9.11 

 
Table 4 shows the prediction success achieved when the IG feature extraction method was used. The IG 
feature extraction method yielded the best results for predicting sand, silt, and clay. Especially when we 
look at the MAE values, it can be seen that all predictions are within acceptable limits. 
 
3.5. Experiments with Variance Thresholding (VT) 

 
As a first step, the variance of each feature in the normalized time series data was calculated. Features that 
were above a predefined variance threshold (threshold = 0.01 in this case) were selected and other features 
were eliminated. These selected features were given as input to the RF method and predictions were made. 
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The estimation results obtained with the Variance Thresholding feature extraction method are given in 
Table 5. 
 
Table 5. R2 and MAE values of the prediction results using the features obtained with the VT method. 

 Sand Silt Clay 
R2 0.41 0.11 0.61 
MAE 10.1 12.06 8.64 

 
When Table 5 is examined, the MAE values obtained are at an acceptable level except for silt estimation. 
It produced the best results compared to other methods, in terms of clay estimation. The success rates 
obtained by all methods are presented comparatively in Table 6. 
 
Table 6. R2 and MAE values of prediction results using features obtained by MI, PCA, Chi-square, IG and 

VT methods. 
  Sand Silt Clay Average 

MI 
R2 0.42 0.12 0.57 0.37 
MAE 11.57 10.74 9.2 10.5 

PCA 
R2 0.14 0.10 0.13 0.12 
MAE 12.02 14.06 12.52 12.86 

Chi-square 
R2 0.30 0.17 0.51 0.33 
MAE 13.63 10.22 10.24 11.37 

IG 
R2 0.44 0.13 0.57 0.38 
MAE 10.18 10.68 9.11 9.9 

VT 
R2 0.41 0.11 0.61 0.37 
MAE 10.1 12.06 8.64 10.2 

 
Table 6 shows the success rates of sand, silt and clay predictions obtained with 5 different feature extraction 
methods. The highest success rates were obtained with IG for sand (R2 = 0.44, MAE = 10.18), with Chi-
square for silt (R2 =0.17, MAE = 10.22) and with VT for clay (R2 = 0.61, MAE = 8.64). The best results 
can be achieved by using these three methods in combination. However, if a single method that gives the 
optimum result is to be chosen, the best option seems to be the IG method. As noted in the “Average” 
column of Table 6, IG already produces the best results for sand estimation, and comes close to the best 
results for silt and clay estimations with very small compromises. Using a single feature extraction method 
will also reduce the workload and complexity of the prediction system to be developed. 
 
4. CONCLUSIONS 
 
In large-scale data (especially time series), it is very important to select the most meaningful signals instead 
of all signals. In this way, the dataset can be used more effectively in machine learning methods by reducing 
its size. The aim here is to work faster with less data, compromising the prediction success as little as 
possible. In this study, 5 feature extraction methods frequently used in the literature were applied on a 
14400-column (feature) time series dataset of 66 soil samples obtained with the previously introduced 
USTA device. A key strength of this research lies in its focus on evaluating feature extraction methods 
within the context of high-dimensional soil data rather than aiming solely for predictive accuracy. By 
employing the Random Forest algorithm as a benchmarking tool, the study provided a controlled 
environment to compare the effectiveness of each method. This approach ensures that the reported results 
are robust and generalizable, offering practical guidance for future research and applications. First, future 
work could explore integrating feature extraction methods with ensemble machine learning models to 
enhance accuracy without notably increasing computational costs. Second, future research could investigate 
the applicability of these methods to other types of soil data, potentially incorporating spatial or 
environmental factors to broaden the scope of their utility. Third, leveraging advanced optimization 
techniques, such as evolutionary algorithms or neural architecture search, may further enhance feature 
selection, tailoring the process to specific datasets or applications. 
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