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Abstract: Multi-robots stand out for their flexibility, scalability, and robustness in complex tasks by 

collaborating. Rather than a single robot undertaking a task, many robots can perform one or more tasks, 

which increases the task efficiency. Mobile robots require path planning to reach the targeted locations 

while working in areas such as service, logistics, agriculture, and production. This situation is also valid 
for multi-robots. In this study, an advanced multi-robot path planning method adapted to the path 

planning of multi-robots is proposed by combining the advantageous aspects of the Grey Wolf 

Optimization algorithm and the Teaching and Learning Based Optimization algorithm for the path 
planning of multi-robots. The aim of the study is to develop a method that can solve the path planning 

required by mobile robots in their tasks in a more efficient and high performance way. The proposed 

method was compared with other algorithms. Simulations containing combinations of population 
numbers, robot numbers, and different environments were applied. The proposed method shows high 

performance compared to other methods in simulations applied to the multi-robot path-planning 

problem. According to the comparison results, the proposed method showed high performance in terms 

of parameter results, such as reaching a faster solution, closing to the target, and total fitness values used 

in the evaluation of the robot team. 
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Gri Kurt ve Öğretme-Öğrenme Tabanlı Optimizasyona Dayalı Gelişmiş Çoklu-

Robot Yol Planlaması  

 
Özet: Çoklu robotlar, işbirliği yaparak karmaşık görevlerde esneklik, ölçeklenebilirlik ve gürbüzlük 

özellikleriyle ön plana çıkmaktadır.  Tek bir robotun bir görevi üstlenmesinden ziyade birçok robot bir 

veya birden fazla görevi üstlenebilir ve bu durum görev verimliliğini artırmaktadır. Mobil robotların 

servis, lojistik, tarım, üretim gibi alanlarda görev alırken hedeflenen konumlara gidebilmeleri için bir 
yol planlamasına ihtiyaç duyarlar. Bu durum çoklu robotlar içinde geçerlidir. Bu çalışmada Çoklu 

robotların yol planlaması için Gri Kurt Optimizasyonu algoritması ile Öğretme ve Öğrenme Tabanlı 

optimizasyon algoritmasının avantajlı yönleri birleştirilerek çoklu robotların yol planlamasına uyarlanan 
gelişmiş çoklu robot yol planlaması yöntemi önerilmektedir. Önerilen gri kurt optimizasyon tabanlı 

diğer algoritmalar ile karşılaştırılmaktadır.  Popülasyon sayısı, robot sayısı ve farklı ortamlar 

kombinasyonlarını içeren simülasyonlar uygulanmıştır.  Önerilen yöntem, çoklu robot yol planlaması 
probleminde uygulanan simülasyonlarda diğer yöntemlere kıyasla yüksek performans göstermektedir. 

Karşılaştırma sonuçlarına göre önerilen yöntem, daha hızlı çözüme ulaşma, hedefe yakınsama ve robot 

takımının değerlendirilmesinde kullanılan toplam uygunluk değerleri gibi parametre sonuçlarında 

yüksek performans göstermiştir. 

Anahtar Kelimeler: Çoklu robot, Yol planlama, Öğretme-öğrenme, Gri kurt optimizasyon

1. Introduction 

In recent years, the widespread use of mobile robots in many areas such as defense, transportation, home 
robotics, health, industry and agriculture has attracted attention(Chakraa et al., 2023). It is also observed 

that mobile robots take the workload of humans and fulfil many tasks without the need for human 

assistance. Due to the tasks they are used for, mobile robots need to explore their environment and plan 
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a path (Shoeib et al., 2024). Path planning is the task of a mobile robot to safely reach a target point 

from a specified starting point by avoiding obstacles. The integration of robotic technologies with 

informatics and artificial intelligence has provided robots with the ability to cooperate (Zhu & Zhang, 
2021). Their ability to collaborate allows multi robots to perform one or more complex collaborative 

tasks. It is both time consuming and tiring a single robot to perform a complex task. Collaboration 

between multiple robots is more efficient than that of a single robot (Cao et al., 2023). Simultaneously, 
they are both capable and robust in accomplishing tasks. Multi-robots attract attention owing to their 

interaction, distributed structure, and cooperation features. They can fulfil complex tasks in a scalable 

manner (Nedjah & Junior, 2019). The scalable structure in challenging tasks means that even if a failure 
occurs to one or more of the robots, the fulfilment of the task is not affected. 

Path planning is one of the main tasks of multi-robot as in mobile robots. Multi-robot path planning 

(MRPP) is a problem in which a solution is sought for multiple robots to reach predetermined targets 

simultaneously (Kumar & Sikander, 2024). The aim of MRRP is to allow robots to reach a target by 
avoiding obstacles to themselves and their surroundings. This is more difficult than the path planning of 

a single mobile robot and requires interaction (Li & Yang, 2020). 

Path planning has been investigated as graph-based, traditional and meta-heuristic approaches. In 
addition to these approaches, artificial intelligence, hybrid solutions and many solutions involving 

different techniques are among the path planning methods (Lin et al., 2022). Graph-based approaches 

determine the path on a graph consisting of nodes and edges. Dijkstra, A*, RRT and RRT* algorithms 
are known graph-based path planning methods(Tan et al., 2021).  

Conventional approaches are based on mathematical modelling and optimization techniques. Potential 

Field Methods, Dynamic Programming and Gradient Based Methods are among the traditional methods 

(Qin et al., 2023). Meta-heuristic based optimization methods, which are used in solving difficult 
optimization problems, are also used in solving problems with large search space such as path planning. 

Meta-heuristic based methods are used to reach the solution in a fast and optimized way. Algorithms 

such as Ant colony optimization, artificial bee colony and differential evolution have been used in path 
planning (Mittal et al., 2022). Hybrid approaches that combine the advantages of more than one method 

are among the techniques sought for solutions in path planning. Path planning algorithms that combine 

the advantages of heuristic and graph-based methods, RRT (Rapidly exploring Random Tree), artificial 

intelligence, and hybrid-based methods that combine the advantages of optimization methods are 
methods that are sought as solutions. Recently, various artificial intelligence methods have emerged to 

investigate path planning. These methods are based on machine, deep learning, and reinforcement 

learning (Apuroop et al., 2021).  
The methods used in path planning in MRPP are also used in conventional path planning. However, the 

topologies of communication and decision making between robots in the MRPP may differ. 

Communication between robots can be categorized as a coupling approach, in which robots are in 
constant interaction with each other, and a decoupling approach, in which there is no direct 

communication between robots (Heselden & Das, 2023). 

In terms of decision-making strategies, MRPP produces centralized, decentralized and distributed 

strategies(Abujabal et al., 2023).   Centralized decision-making, where a single central control unit 
coordinates all the robots. In the decentralized approach, robots make decisions based on their controller 

and use their individual data. Distributed decision making is based on the ability of each robot to make 

decisions on its own in a distributed (individual) manner to enable robots to work collaboratively to 
solve a problem in the decision-making process. Without a central decision-making unit, robots make 

individual decisions to solve a problem and contribute to solving the overall problem (Keskin et al., 

2024).  
In a recent study, a new online MRPP method was developed and a learning-based artificial bee colony 

(ABCL) algorithm was presented. The proposed ABCL algorithm aims to improve search efficiency, 

and significant improvements over the original ABC algorithm have been reported (Cui et al., 2024).   

In another study, the authors presented a two-level method for finding obstacle-avoiding paths in the 
MRPP problem.  At a lower level, they developed the SI-RRT* algorithm for a single robot. Considering 

the concept of safe time intervals, path planning was developed for both dynamic and static obstacle 

avoidance. At the upper level, SI-CPP, and SI-CCBS. SI-MRPP methods have been developed to avoid 
collisions and overlaps between robots. The proposed SI-RRT* was found to be probabilistically and 

asymptotically optimal compared with the other methods (Sim et al., 2024).   
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MRPP is considered an optimization problem, and a solution is sought to reach the goal through 

unobstructed paths.  In a study, an adaptive multi-UAV (unmanned aerial vehicle) path planning method 

(AP-GWO) was developed using the grey wolf algorithm (GWO). The proposed method addresses the 
problems of a long convergence time and path deviation in multi-UAV mission deployment. AP-GWO 

introduces innovations, such as a spiral position method inspired by the whale algorithm, to adjust 

exploration and exploitation search features and adaptively adjust leadership features (Jiaqi et al., 2022). 
In this study, a MRPP that combines the advantages of the grey wolf algorithm (GWO) and the Teaching 

Learning based algorithm (TLBO) is proposed. The Grey Wolf Algorithm is a meta-heuristic 

optimization algorithm (Mirjalili et al., 2014). The algorithm provides an optimization solution 
technique based on the hierarchy of the wolves. TLBO is an optimization algorithm developed with 

reference to the teaching and learning processes of teachers and students. A computational process 

consisting of a Teaching phase and a Learning phase is used (R. V. Rao et al., 2011). By combining the 

GWO and TLBO algorithms, a more effective balance between exploration and exploitation can be 
achieved. In the MRPP problem, a solution that can avoid both robots and obstacles is sought using 

GWO and TLBO. 

The contributions of this study are summarized as follows: 

• A methodology has been developed for the MRPP that utilizes the advantageous aspects of the 
GWO and TLBO algorithms to develop a global best solution with fast closing towards the 

optimal solution and increasing the diversity. 

• Effectiveness of GWO-TLBO algorithm for MRPP problem in different environments and with 

different number of robots has been investigated. 

• The developed GWO-TLBO MRPP is compared with other GWO according to parameters, such 

as the fitness function and distance to the target. 

 

2. Materials and methods 

In the proposed methodology, an optimal solution is sought for the MRPP by utilizing the advantages 
of the GWO and TLBO algorithms. In this context, the GWO, TLBO, and GWO-TLBO combinations 

are explained in the methodology.  It was analysed how the proposed GWO-TLBO method was adapted 

for both GWO and TLBO. 

 

2.1. Grey Wolf Optimization 

The grey wolf algorithm (GWO) is an optimization algorithm inspired by the hunting behavior of grey 

wolves (Mirjalili et al., 2014).  Since grey wolves in the wild live in herds, the algorithm developed is 

based on herd intelligence. Grey wolves establish a hierarchy in their hunting behavior. This hierarchy 
consists of leader and lower classes. The hierarchical structure is inspired as follows. They are 

categorized as α wolf, β wolf, δ wolf and ω wolf respectively. At the top of this hierarchical structure, 

the α wolf is the leader of the herd, managing herd dynamics and making critical decisions. This is 
followed by the β wolf and others. At the next level, there are δ wolves that obey the wolves in the upper 

classes of the hierarchy and perform tasks such as surveillance and exploration. In the lowest class, ω 

wolves. They form the rest of the population and cooperate with other wolves. The main components of 
the GWO algorithm are the hierarchy of wolves and hunting behavior. Hunting behavior consists of 

searching, encircling and hunting.  This behavior is expressed mathematically as a hunting mechanism. 

Initially, wolves are modelled mathematically as in equations (1) and (2) to search and encircle their 

prey(Dong et al., 2022). 
 

𝐷 =  |𝐶. 𝑋𝑇(𝑡) − 𝑋(𝑡)|  (1) 

𝑋(𝑡 + 1) =  𝑋𝑇(𝑡) − 𝐴. 𝐷   (2) 
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Here, D is the distance between the wolf and prey. 𝑋𝑇 (𝑡) is the target prey position at time t. 𝑋(𝑡) is 

the grey wolf position at time t.  A and C are coefficients that affect the distance between the wolf and 

prey and the position of the target prey, respectively. A and C are described in Equations (3) and (4), 
respectively. A is a parameter that emerged as the convergence factor and decreases towards zero with 

each iteration in 2. 

 

𝐴 = 2. 𝑎. 𝑟1 − 𝑎   (3) 

𝐶 = 2. 𝑟2    (4) 

𝑟1 and 𝑟2 are randomly generated numbers ranging from 0 to 1.  Here also A and C denote a search 

behaviour that determines the exploration and exploitation behavior of the algorithm. When the 

coefficient 𝐴 is greater than 1 at each iteration, the wolves perform their search behavior with a global 

exploration behavior. When 𝐴 is less than 1, the wolves approach the target and an exploitation behavior 

is applied. 

 
The behavior of wolves hunting prey is expressed in equations (5-7). For the wolves to move towards 

the target, α wolf, β wolf and δ wolf in the hierarchy play an important role in determining the position 

of the targeting robot with respect to a prey. Here, α wolf, β wolf and δ wolf are the best candidate 
solutions respectively. Briefly, when fitness values are ranked, they represent the best solutions. The 

hierarchy consists of the α wolf, β wolf and δ wolf. The position details of the α wolf, β wolf and δ wolf 

are given in equations (5) and (6). (Liu et al., 2023).  

 
𝐷α = |𝐶1 . 𝑋α − 𝑋| 

𝐷β = |𝐶2 . 𝑋β − 𝑋| 

𝐷δ = |𝐶3 . 𝑋δ − 𝑋| 

   (5) 

 

𝑋1 = 𝑋α − 𝐴1. 𝐷α

𝑋2 = 𝑋β − 𝐴2 . 𝐷β

𝑋3 = 𝑋δ − 𝐴3 . 𝐷δ

   (6) 

 

Here 𝐶1, 𝐶2, 𝐶3 and 𝐴1, 𝐴2, 𝐴3  are random coefficients derived according to equations (3) and (4). The 
wolf in the search sequence determines the new position by averaging the positions of these three 

wolves. Equation (7) describes the new position determined. 

 

𝑋(𝑡 + 1) =
𝑋1+𝑋2+𝑋3

3
    (7) 

The stages of the GWO algorithm are used to determine the exploration and exploitation behavior in the 
hunting process. While wolves search for a global solution while searching for a target, they focus on 

the local solution when they approach the target. 

 

2.2. Teaching Learning Based Optimization 

The TLBO algorithm is a population-based optimization algorithm inspired by teacher and student 

behavior. This method was introduced by Rao et al. (2010). They search for a solution in the population 

to obtain a global solution. TLBO consists of two stages. These are Teaching Phase and Learning Phase 
(R. V. Rao et al., 2011).  At the stage of the teaching phase, the teacher uses experience to increase the 

average result of the class (R. V. Rao, 2016). In short, the teacher is what the teacher conveys. The class 

is defined as {𝑋1, 𝑋2, … , 𝑋𝑁}. 𝑁 is the number of classes. It is the teacher who represents the best 
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solution. It is denoted by 𝑋𝑇𝑒𝑎𝑐ℎ𝑒𝑟. The average of the class is denoted by 𝑀.  Equation (8) is expressed 

by 𝑀. 

 

𝑀𝑡 =
1

𝑁
∑ 𝑋𝑖

𝑁
𝑖=1       (8) 

The updating of students' positions is determined by equation (9). 

 

𝑋𝑛𝑒𝑤 = 𝑥𝑜𝑙𝑑 + 𝑟𝑇. (𝑋𝑇𝑒𝑎𝑐ℎ𝑒𝑟 − 𝑇𝐹. 𝑀)   (9) 

Here TF is the training factor. TF is a factor that determines how much information the teacher conveys.  

𝑟𝑇 is the training factor. 𝑟𝑇is a randomly generated number in the interval [0 1]. TF is calculated as 

expressed in equation (10). 
 

𝑇𝐹 = 𝑟𝑜𝑢𝑛𝑑[1 + 𝑟𝑎𝑛𝑑(0,1)]    (10) 

In the learning phase, students advance their knowledge through information received from the teacher 
or by interacting with other students. The way of individual and interactive learning varies. The fitness 

function values of 𝑋𝑖 and 𝑋𝑗 of two randomly selected students are compared as expressed in equations 

(11) and (12)  (R. V. Rao et al., 2011).  

𝑋𝑛𝑒𝑤 = 𝑋𝑜𝑙𝑑 + 𝑟𝐿 . (𝑋𝑖 − 𝑋𝑗) 𝑓(𝑋𝑖) < 𝑓(𝑋𝑗)  (11) 

𝑋𝑛𝑒𝑤 = 𝑋𝑜𝑙𝑑 +  𝑟𝐿 . (𝑋𝑗 − 𝑋𝑖) 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒 (12) 

Here 𝑟𝐿 is a random number between [0 and 1]. 𝑋𝑜𝑙𝑑  contains the previous result here. 

 

2.3. Advanced Grey Wolf Optimization - Teaching Learning Based Optimization 

The developed method utilizes the advantageous aspects of GWO and TLBO algorithms. With GWO, 

new positions are determined hierarchically and with TLBO, the teaching and learning phase enables 

individuals to learn through experience transfer and interaction. The TLBO algorithm produces a more 
optimal fitness function value than the best solution α wolf in the GWO algorithm. The GWO algorithm 

has the advantage of being strong in the local solution as well as the target solution. The TLBO algorithm 

shows high performance in global optimum solutions. TLBO performs a balanced search and 

distribution and explores a large solution space, while GWO focuses on the target by shrinking the 
search space as it approaches the target. Figure 1 shows the proposed advanced GWO-TLBO method. 
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Figure 1. Developed GWO-TLBO method 

The GWO-TLBO algorithm ranks the best fitness value of the population wolves as in GWO to find the 

positions of α wolf, β wolf and δ wolf. In Equation (7), the new position of GWO is determined by 
averaging the positions of these three wolves.  It updates the positions according to GWO. For the 

learning phase of the TLBO algorithm, it uses the positions α, β and δ for the calculated student mean 

𝑀. Then the TLBO learning phase is applied. In Equation (8), the average of the class represents the 

solution of 𝑀.  At the end of the computation iteration, the α position of the GWO algorithm is used as 
the best solution. When the iteration cycle is completed, the position α is affected by both the GWO 

algorithm and the TLBO algorithm at the end of the process. The position is updated to reach the best 

solution. This update is described in equation (9). 
 

3. MRPP Using Grey Wolf Optimization - Teaching Learning Based Optimization 

 
The environment in which mobile robots move is full of static obstacles. Mobile robots make path 

planning in different positions to reach different obstacles. The path planning of each robot plans its 

path to avoid obstacles and each other in order to reach its target position. Robots are expressed as 

{𝑅1, 𝑅2 , 𝑅3 … 𝑅𝑛}. 𝑅𝑛  n. refers to the robot's position pair. The environment in which the robots move is 

expressed as 𝐸 = {𝐸𝑥, 𝐸𝑦}. {𝐸𝑥, 𝐸𝑦} respectively evaluate the boundary of the motion environment.  The 

obstacles in the environment are expressed as 𝑂 = {𝑂1, 𝑂2, 𝑂3 … 𝑂𝑛}. 𝑂𝑛 is the position of the nth 

obstacle. In this study, the obstacles are defined as circles. Each obstacle has a radius. Since each robot 

has a starting and ending position, the starting position of the robot is expressed as 𝑆𝑅𝑛
 and the target 

position is expressed as 𝐹𝑅𝑛
  [𝑥, 𝑦] position. Here 𝑅𝑛denotes the nth robot. The path of each robot to the 

target is expressed as 𝑃𝑅𝑛
. 

 
Algorithm 1 describes the pseudo-code of the MRPP according to the proposed GWO-TLBO algorithm. 

The algorithm performs path planning of the robots based on a certain number of iterations. When any 

of the robots reaches the goal, the iteration cycle is terminated. 
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Algorithm 1:Pseudo code of GWO-TLBO MRPP 

Determine Enviroment 𝐸 = {𝐸𝑥 , 𝐸𝑦}   % Define Environment 

Set Obtacles 𝑂 = {𝑂1, 𝑂2 , 𝑂3 … 𝑂𝑛}     % Define Obstacles  

Determine Robots { 𝑅1, 𝑅2, 𝑅3 … 𝑅𝑛}   % Define Robots 

Set Robots Starts and Final Positions  {(𝑆𝑅1
, 𝐹𝑅1

), (𝑆𝑅2
, 𝐹𝑅2

), … (𝑆𝑅𝑛
, 𝐹𝑅𝑛

)}  % Define Positions 

Initilize   𝑃𝑅𝑛
  % Initialize a path structure for each robot 

Determine Obj(.) Function  % Define fitness function 

Set Initialize GWO(wolves) parameter  

Generate population as GWO wolves 

Set Initialize TLBO (Teaching(𝑋𝑇𝑒𝑎𝑐ℎ𝑒𝑟,M) Learning) parameter  

 

%Execute the Path Planning for Each Robot 

For 1 to  n do  { 𝑅1, 𝑅2, 𝑅3 … 𝑅𝑛} 
    For 1 to  iteration do 

            Calculate Fitnes values as Obj(.) for GWO wolves population 

            α , β , δ  Sort wolves as fitness values and determine best first three wolves 

            Uptade wolves position as GWO 
            Determine the class mean M using the positions of the worms α, β, δ 

            𝑋𝑇𝑒𝑎𝑐ℎ𝑒𝑟= α wolf  % In the TLBO algorithm, assign the best wolf (α) as the teacher. 

            Run TLBO Teaching Phase  

            Run TLBO Learning Phase  

            Select α best solution 

            Add  α to 𝑃𝑅𝑛
 %Add the best solution to the current robot's path plan. 

            If the robot reaches the target,  

               End the loop 

 

 

3.1. Object function of Multi Robot Path Planning 

The fitness function of the MRPP according to the GWO-TLBO algorithm proposed in Algorithm 1 is 
explained in this section.  The fitness function is determined by calculating each robot's distance to the 

target (𝑇𝑛) distance to the nearest obstacle (𝐷𝑛) and collision penalty score 𝐶𝑛  according to the distance 

to neighboring robots. 

 
The fitness function is described in equation (13). The purpose of this equation is to create a single 

fitness value 𝑂𝑏𝑗(𝑛) that measures how successful and safe each robot is in path planning. The fitness 

function is determined by 𝑇𝑛, the distance to the nearest obstacle, the inverse proportion of  𝐷𝑛 and the 

sum of 𝐶𝑛 . The fitness function reaches a minimum as the distance to the target gets closer, the distance 

to the obstacle gets further away and the total penalty score decreases with respect to the distance to 

neighboring robots. 

 

𝑂𝑏𝑗(𝑛) = 𝑇𝑛 + 
1

𝐷𝑛+1
+ 𝐶𝑛  (13) 

The distance of each robot to the target 𝑇𝑛 is described in equation (14) and the distance to the nearest 

obstacle 𝐷𝑛  is described in equation (15). 

 

𝑇𝑛 = ‖𝐹𝑅𝑛
− 𝑆𝑅𝑛

‖    (14) 

𝐷𝑛 = min (‖𝑅𝑛 − 𝑂‖)   (15) 

Equation (16) describes the total collision penalty score 𝐶𝑛  according to the distance to neighboring 

robots. 

𝐶𝑛 = ∑ ∑ 𝑃𝑖𝑗
𝑛
𝑗=1,𝑗 ≠1

𝑛
𝑖=1   (16) 
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Equation (17) describes the calculation of the penalty score 𝑃𝑖𝑗.  

 

𝑃𝑖𝑗 = 𝑃𝑆     (17)  

 

  

The 𝑃𝑆 used here is called squared penalty. It is used to penalize the minimum approach distance.  𝑃𝑆 is 
described in equation (18). 

 

𝑃𝑆 = {(𝑑𝑚𝑖𝑛 − 𝑑𝑖𝑗)
2

𝑖𝑓 𝑑𝑖𝑗 < 𝑑𝑚𝑖𝑛

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
   (18) 

 

Selected 𝑖. Robot 𝑖. and 𝑗. The distance between robot 𝑖 and robot 𝑗 is expressed as 𝑑𝑖𝑗. Equation (19) 

describes 𝑑𝑖𝑗. 

 

𝑑𝑖𝑗 = ‖𝑅𝑖 − 𝑅𝑗‖     (19) 

 

 

4. Results 

In this study, the proposed GWO-TLBO method for the MRPP problem is validated through 

simulations. The effectiveness of the proposed algorithm is analysed for different numbers of robots in 
obstacle-filled environments. The number of robots, environment and obstacles are determined in a way 

that will challenge the robots to reach the target. It is also compared with other GWO based methods.   

Simulations are carried out in 2 different environments shown in Figure 2. Environment-1 in (a) and 
Environment-2 in (b) are circular obstacle environments placed at different locations. The size of each 

environment is 100x100 unit squared area. 

 

  
(a) Enviroment-1 (b) Enviroment-2 

 

Figure 2. Environments for MRPP 

The developed GWO-TLBO method was simulated with 5 and 10 different robots in Environment-1 

and Environment-2. In addition, for the number of wolves, the population parameter used in the GWO 

algorithm, 10 and 20 robot combinations were also included in the simulations. The proposed method 

is compared with both GWO (Mirjalili et al., 2014) and Improved GWO (GWO_IM) (Ou et al., 2023) 
algorithms. As comparison parameters, the sum of the fitness functions of all robots according to the 

methods, the sum of the distances to the target and the appropriate value of each robot according to the 
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combination of the number of populations in each method are used. In the simulation experiments, 1500 

iterations were carried out according to the number of robots, environment and population number 

combinations. The safety distance from the obstacles was determined as 3 units. In the simulation 
experiments, the iteration process of the robots reaching the target is terminated. 

 

4.1. Fitness function results for each robot 

In the simulations applied according to the number of robots, number of populations, and different 
environments, the results were discussed according to the fitness function value of each robot. In the 

applied simulations, the results were evaluated depending on the number of 10 and 20 GWO populations 

for 5 and 10 robots, respectively. Figure 3 shows the results for 5 robots and 10 populations. According 
to the obtained results, the robots performing path planning using the proposed GWO-TLBO method 

reached the goal safely. The fact that the fitness values of some of the other compared methods remain 

in a constant value range throughout the iteration means that the robot cannot find a solution to the 

challenging fitness function or the robot cannot reach the goal, which affects the integrated success of a 
robot team. 

 

 
 

 
Figure 3. 5 robots, 10 populations Fitness value results for Environment-1 and Environment-2 

 
Figure 4 shows the results for Environment-1 and Environment-2 with 5 robots and 20 populations. The 

increase in the number of populations accelerated the minimum value of the fitness function of the 

proposed GWO-TLBO method. It also closes to the minimum faster than other methods. 
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Figure 4. 5 robots, 20 populations Fitness value results for Environment-1 and Environment-2 

 

Figure 5 shows the results for Environment-1 and Environment-2 with 10 robots and 10 populations. In 
order to evaluate the flexibility and scalability of the proposed method, a comparison is considered in 

terms of fitness values for increasing the number of robots in Environment-1 and Environment-2.  The 

performance of the proposed method in the difficult fitness function is clearly successful in terms of 

closing speed. 
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Figure 5. 10 robots, 10 populations Fitness value results for Environment-1 and Environment-2 

 

Figure 6 shows the results for Environment-1 and Environment-2 with 10 robots and 20 populations. 

For 10 robots, the effectiveness of increasing the number of populations in terms of the appropriate 
function value in the MRPP problem is compared with other methods. The proposed method is radically 

successful in terms of each robot reaching the target compared to other methods. Some of the robots in 

the other compared methods did not reach the goal at the end of the number of iterations. 
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Figure 6. 10 robots, 20 populations Fitness value results for Environment-1 and Environment-2 

 

4.2. Results According to Total Fitness Function Value 

The proposed GWO-TLBO is evaluated in terms of the effectiveness of the whole robot team of the sum 
of the fitness value of each robot. The fitness function value calculated for each robot to reach the target 

is different in terms of initial and target positions. Therefore, if all robots reach the target, which is the 

expected behavior, the total fitness function value also changes. The total fitness function value shows 
the effectiveness of the path planning method with all robots reaching the target safely. Figure 7. shows 

the total fitness function value according to different robot numbers for Environment-1. The proposed 

GWO-TLBO method reaches the minimum faster in terms of total fitness value. This also shows the 

ability of the robot team to achieve its goals. 
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Figure 7.  Total fitness values for Environment-1 

Figure 8. The total fitness value according to different robot numbers for environment-2 is shown. The 

methods are evaluated in terms of the ability to reach the target in different environment conditions. 

According to the comparison results, the total fitness value of the proposed method is faster and more 
optimal than the other methods as in Environment-1. This is also an indication of the adaptation of the 

proposed algorithm to the environment. 

 

 
Figure 8. Total fitness values for Environment-2 
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GWO-TLBO provides a faster solution in the initial iterations, whereas the traditional GWO_IM 

provides more stable results in some cases. 

 

4.3. Results Based on Total Distance to The Target 

In MRPP, the sum of the distance of each robot to the target is one of the criterion parameters of the 

MRPP method. This parameter also shows the efficiency of all robots to reach the target without 

colliding with each other and obstacles. The proposed method is considered to evaluate and improve the 
overall performance of the MRPP by optimizing the sum of the distances of all robots to the target. 

Figure 9 shows the sum of the optimal values of all robots for different robot and population numbers 

for Environment-1. The proposed GWO-TLBO generally reduces the total distance to the target in a 
shorter time. It approaches the target faster than other methods, especially in the initial times. This is an 

indication that GWO-TLBO provides a more effective solution in the initial iterations. 

 

 
Figure 9. Total distances of all robots to the target for different numbers of robots and populations for 

Environment-1 
 

Figure 10 shows the sum of the fitness values of all robots for different robot and population numbers 

for Environment-2. GWO_IM shows better closing to the target than GWO in some cases, but 
TLBOGWO performs better than the other methods. 
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Figure 10. Total distances of all robots to the target for different numbers of robots and populations for 

Environment-2 

 
When the total distances of all robots to the target are evaluated, TLBO-GWO showed a very fast 

convergence compared to the other algorithms compared in environment-1 and reached the target in 200 

iterations. GWO_IM and GWO showed a slower convergence in total distance to the target. In the 

simulations performed in Environment-2, TLBO-GWO shows the fastest close, similar to Environment-
1. In Environment-2, the closing performance of GWO_IM to the target is improved more significantly 

than that of GWO. 

 

4.4. Path Planning Results According to Different Environments 

The path planning of GWO-TLBO together with the other compared methods is analyzed in this section. 

In the compared methods, the flattening of the path for the MRPP is ignored.  Figure 11 shows the path 

planning obtained from simulations with different population values, 5 and 10 robots for Environment 

-1. Since the proposed GWO-TLBO method updates the positions of each population member of the 
GWO algorithm to focus them on the target, the points close to the target are considered as the best 

result. The TLBO algorithm trains the population members for more optimal paths by referring to the 

alpha(α) wolf with a teacher-student structure. Thus, as seen in the path plans, depending on the fitness 
function of each robot in the proposed method, the robots determine the path plan that leads to the target 

in cooperation without colliding with both obstacles and each other in their current positions. 
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Figure 11.  Simulations for 5 robots and 10 populations in Environment -1 

 

Figure 12 shows the path planning according to the simulation results in Environment-2 with 10 robots 
and 20 population values. In the proposed method, each of the robots managed to avoid obstacles and 

reach their targets without colliding with each other. Depending on the increasing number of 

populations, the proposed method shows success in its ability to cope with scalable and complex 

environments. It is seen that the proposed method generates optimized paths for the robot team according 
to the fitness function, avoiding obstacles in a cooperative manner. 
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Figure 12.  Simulations for 10 robots and 20 populations in Environment -2 

 

 

5. Conclusion 

In this study, a method for MRPP was developed using the advantages of the GWO and TLBO 

algorithms, and simulations were applied to demonstrate the effectiveness of the method.  In the 

developed GWO-TLBO method, GWO stands out with its ability to avoid local minima, search in a 
wider area in the solution space, and focus on the solution with dynamic narrowing. Simultaneously, it 

diversifies the solution in the search space by preserving diversity in the search space. TLBO is effective 

for finding global optimum solutions. Simultaneously, it balances exploration and exploitation. By 

utilizing these advantages, the proposed approach increases search diversity and establishes a balanced 
solution search.  In the GWO algorithm, the population member that obtains the best solution is assigned 

as a teacher in the TLBO. At the same time, the TLBO average position update mechanism transfers 

experience according to the average of the wolf with the three best GWO solutions. Thus, the advantages 
of focusing on both the solution space and the target are utilized.  Through simulations, the effectiveness 

of the proposed algorithm is evaluated for different numbers of robots, different obstacle environments 

and different population diversity.  In addition, the effectiveness of GWO-TLBO is compared with 

GWO-based methods. In order to evaluate the performance of the proposed algorithm, the fitness 
function value, the total fitness function value of all robots, the sum of the distances of all robots to the 
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target are evaluated. According to the results obtained, the proposed algorithm has shown higher 

performance in terms of the compared parameters compared to other methods. In future studies, it is 

planned to focus on the adaptation of distributed algorithms for the MRPP task of GWO. 
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