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ABSTRACT

This study focuses on the design of permanent magnet synchronous motors (PMSMs) to enable efficient, high-
performance electric motor design. The Tasmanian Devil Optimisation (TDO) algorithm, a modern and effective
method for solving optimisation problems, was used in the design process. This algorithm has attracted attention
due to its successful results in solving multi-criteria and complex engineering problems. Key parameters affecting
the motor's overall performance, such as efficiency, stator slot fill ratio and output power, were defined as
objective functions, enabling simultaneous optimisation of different criteria. The variables selected for
optimisation are gap, offset, stator slot skew, magnet thickness and stator slot bottom width. These directly
influence the motor's structural and electrical properties, playing a significant role in performance improvement.
The efficiency, stator slot fill ratio and output power criteria obtained from the application were compared with
the initial design values. The analyses demonstrated that the TDO algorithm yielded superior results to the initial
design in most performance metrics. This study shows that the TDO algorithm is a powerful optimisation tool for
multi-variable and multi-objective engineering problems, such as PMSM design. The successful results of the
algorithm highlight its applicability and potential in complex system designs. Further testing of the TDO algorithm
with different motor types, expanded parameter sets or additional performance criteria would allow us to
evaluate the method's scope and effectiveness in greater depth. This study shows that the TDO algorithm could
be an innovative and effective solution for modern motor design processes.

Keywords: Fitness-Distance Balance; Giant Armadillo Optimization Algorithm; Meta-heuristic Algorithms.

PMSM Tasarim Probleminin Tazmanya Canavari Optimizasyon

Algoritmasi ile C6ziimii

0z

Bu galismada, elektrik motorlarinin verimli ve yiiksek performansli bir sekilde tasarlanabilmesi amaciyla Kalic
Miknatish Senkron Motor (PMSM) tasarimi izerine odaklanilmistir. Tasarim siirecinde ¢6ziim yontemi olarak,
optimizasyon probleminin ¢éziimiinde modern ve etkili bir yontem olan Tazmanya Canavari Optimizasyon
algoritmasi (TDO) kullanilmistir. Bu algoritma, ¢ok kriterli ve karmasik mihendislik problemlerinde sagladig
basarili sonuglarla dikkat gcekmektedir. Motorun genel performansini etkileyen verimlilik, stator oluk doluluk
orani ve ¢ikis glcl gibi temel parametreler es zamanli olarak amag fonksiyonlari olarak belirlenmis ve farkh
kriterlerin birlikte optimize edilmesi saglanmistir. Optimizasyon igin belirlenen degiskenler; kucaklama, ofset,
stator oluk ¢arpikligl, miknatis kalinhgi ve stator oluk alt genisligidir. Bu degiskenler, motorun yapisal ve
elektriksel ozellikleri tizerinde dogrudan etkili olup performans artisinda 6nemli rol oynamaktadir.

Uygulama sonucunda elde edilen uygunluk degeri ile birlikte verimlilik, stator oluk doluluk orani ve gikis glicii
Olgutleri, baslangi¢ tasarim degerleriyle karsilastirilmistir. Analizler, TDO algoritmasinin ¢ogu performans
gostergesinde baslangig tasarima gére daha iyi sonuglar verdigini gostermistir. Bu galisma, TDO algoritmasinin
PMSM tasarimi gibi ¢ok degiskenli ve ¢ok amagli mihendislik problemlerinde giigli bir optimizasyon araci
oldugunu ortaya koymaktadir. Algoritmanin basarili sonuglari, onun karmasik sistem tasarimlarindaki
uygulanabilirligini ve potansiyelini vurgulamaktadir. Gelecekte TDO algoritmasinin farkli motor tipleri,
genisletilmis parametre setleri veya ek performans kriterleriyle test edilmesi, yontemin kapsamini ve etkinligini
daha derinlemesine degerlendirme imkani sunacaktir. Bu galisma, TDO algoritmasinin modern motor tasarimi
sureglerinde yenilikgi ve etkili bir ¢6ziim olabilecegini gostermektedir.

Anahtar Kelimeler: Uygunluk-Mesafe Dengesi; Dev Armadillo Optimizasyon Algoritmasi; Meta-sezgisel
Algoritmalar.
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Giris

Glinimuzde, elektrik Gretimi ve tiketimi arasinda bir
glc dengesi kurulmasi en 6nemli konulardan bir tanesidir.
Bu sebeple, Uretim agamasindaki verimliligin artiriimasinin
yani sira tiketim kisminda olusacak kayiplarin en aza
indirilmesi problem teskil etmektedir. Uretimi saglanan
elektrik enerjisinin  blyik kismi elektrik motorlar
tarafindan kullanilmaktadir. Tiketim kisminda eneriji
tasarrufu saglayabilmek icin elektrik motorlarinin
verimliliginin ~ artinlmasini  saglayacak  tasarimlarin
yapilmasi 6nem arz etmektedir. Elektrik motorlarindan bir
tanesi olan Kalici Miknatish Senkron Motor (PMSM) igin
rotor manyetik alani, bakir kaybi olusmayan kalici
miknatislar tarafindan olusturulur. Kalci miknatislar
sayesinde de yliksek motor verimliligi elde edilir [1].
PMSM'ler, disli kutusuna ihtiya¢ duyulmadan disiik
hizlarda dogrudan siriilebilen motorlardir. Arastirmacilar,
minimum hacim ve minimum malzeme kullanimi ile en
ylksek gic elde etmek amaciyla PMSM'lerin optimum
motor tasarimlari lzerinde c¢alismaktadir [2]-[4].
Genellikle bu tasarimlar, PMSM'lerin verimliligi artirma,
disli torkunu ve tork dalgalanmasini azaltma, motor
agirhgini azaltma gibi ama¢  fonksiyonlarinin
¢6ziimlenmesine odaklanmaktadir. Yapilan bu
calismalarda PMSM'lerin dogrusal olmayan karmasik
yapilari nedeniyle tasarimda meta-sezgisel optimizasyon
teknikleri tercih edilmektedir [5], [6].

Meta-sezgisel algoritmalar, arastirmacilar tarafindan
konveks olmayan ve karmasik optimizasyon
problemlerinin ¢d6zimu igin sikhkla kullanilmistir [7], [8].
Belirli  kisitlamalar c¢ercevesinde olusturulan amag
fonksiyonunun optimum ¢6zimini bulmak adina birgok
meta-sezgisel optimizasyon algoritmasi kullanilmistir. Bu
algoritmalar arasinda Balina Optimizasyon Algoritmasi
(WOA) [9], Pelikan Optimizasyon Algoritmasi (POA) [10],
Clice Kuyrukstren Optimizasyon Algoritmasi (DMO) [11],
Kum Kedisi SiirG Optimizasyonu (SCSO) [12], Yilan
Optimizasyon Algoritmasi (SO) [13], Vektorlerin Agirlikli
Ortalama Optimizasyon Algoritmasi (INFO) [14], Ates
Sahini Optimize edicisi (FHO) [15], Karahindiba
optimizasyon algoritmasi (DO) [16], Ceylan Optimizasyon
Algoritmasi (GOA) [17], Koati Optimizasyon Algoritmasi
(COA) [18] ve Kepler Optimizasyon Algoritmasi (KOA) [19]
yer almaktadir.

2012 yilinda, Mutluer ve Bilgin tarafindan yapilan
¢alismada, PMSM tasariminin optimizasyon islemi igin
Genetik Algoritma (GA) ve Pargacik Siiri Optimizasyon
(PSO) algoritmalart kullanilmis ve elde edilen sonuglar
birbirleri ile karsilastirlmistir [6]. Hong ve arkadaslar
tarafindan literatlre kazandirilan c¢alismada, ABC
algoritmasi  kullanilarak elektrikli aracglardaki PMSM
tasarimi igin elektriksel ve mekaniksel zaman sabitlerini
duslrerek yiiksek performans elde edilmesi amaglanmigtir
[20]. 2020 yilinda Yilmaz ve arkadaslan tarafindan
gerceklestirilen calismada, PMSM tasarim
parametrelerinin optimize edilmesi icin literatirde yer
alan ABC ve Simbiyotik Organizma Aramasi (SOS)
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algoritmalart kullanilmistir. Her iki algoritmanin da
optimizasyon problemine etkisini goérmek adina
algoritmalar arasinda karsilastirmalar gergeklestirilmistir
[5]. Zang ve arkadaslari tarafindan 2024 vyilinda
gergeklestirilen calismada, gelistirilmis Cok Amagh Yapay
Sinekkusu Algoritmasi (IMOAHA) kullanilarak PMSM
tasarimi icin optimizasyon islemi gerceklestirilmistir.
Yapilan analizler, PMSM icerisindeki tork dalgalanmasini
ve zit elektromotor kuvvetini minimum seviyeye ¢ekerken
motora ait ortalama torku da ylikseltmeyi saglamistir [21].
Literatlirde, farkli durum ve farkh kosullar icin PMSM
tasarim parametrelerinin optimize edilmesi islemi meta-
sezgisel algoritmalarla gerceklestirilmis ve
gercgeklestiriimeye devam etmektedir.

Son yillarda, yeni bir meta-sezgisel algoritma olarak
Tazmanya Canavari Optimizasyon (TDO) algoritmasi
Dehghani ve arkadaslari  tarafindan literatiire
sunulmustur. Onerilen bu algoritma, dogadaki tazmanya
canavari hayvaninin davranislarindan ilham alinarak
gelistirilmis bir algoritmadir. Canli avlara saldirma ve 6lii
hayvanlarin kalintilari ile beslenme olarak ifade edilen iki
temel strateji, algoritmanin tasarimi ve matematiksel
modellenmesi icin ana ilham kaynagl olmustur.
Algoritmanin verimliligini test etmek amaciyla literatirde
yer alan 23 standart kiyaslama fonksiyonu {zerinde
analizler gerceklestirilmis ve cesitli istatistiksel ¢cikarimlar
yapilmistir. Ayrica yapilan ¢alismada elde edilen sonuglar,
iyi bilinen sekiz farkli meta-sezgisel arama algoritmasi ile
karsilastiriimis ve algoritmanin etkinligi ispatlanmigtir [22].

Bu calismada, literatiire yeni kazandirilan TDO

algoritmasinin gercek hayat problemlerindeki
performansini  test etmek adina, PMSM tasarim
probleminin  optimizasyonu icin TDO algoritmasi

kullanilmistir. PMSM’nin verimliligi, stator oluk doluluk
orani ve motor ¢ikis glici gibi performansi dogrudan
etkileyen faktorler ile bir amag fonksiyonu olusturulmus
ve bu amag fonksiyonu dogrultusunda optimum PMSM
tasarimi elde edilmeye c¢alisiimistir. B6lim 2’de amag
fonksiyonunun matematiksel modellenmesi ve
tanimlanmasi, Bolim 3’te optimizasyon isleminde
kullanilacak olan TDO algoritmasinin galisma prensibi,
Bolim 4’te elde edilen sonuglara ait benzetim galismasi ve
son olarak Bolim 5’te ise ¢alismaya ait sonug bolimu yer
almaktadir.

PMSM Tasarim Optimizasyonu

Bu c¢alismada, PMSM’nin tasarim probleminin
matematiksel ifadesi asagidaki gibi tanimlanmistir [23].

Minimize F(X) ve Kosul{GX)<0 (1)

Burada, F(X) amac¢ fonksiyonunu, X tasarim
degiskenlerinin vektorini ve G(X) esitsizlik limitlerini
ifade etmektedir. PMSM'nin tasarim optimizasyonunda
kullanilan amag¢ fonksiyonunun ceza uygulanmadigi

durumdaki ifadesi Denklem (2)'de, tasarimdaki toplam
ceza fonksiyonu Denklem (3)'te ve ceza -eklendigi
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durumdaki amag fonksiyonu Denklem (4)'te verilmistir
[23].

F; = ((100 — Ef)/2) + ((abs(0.5 — SODF))/0.5) +
(((abs(15000 — P,)))/15000) (2)

Burada F; cezasiz amag fonksiyonu; Ef verimlilik;
SODF stator oluk doluluk orani ve P, cikis glicudr.

Te = Ef¢ + Poc + SODF, + SDAY, + PMA¢ + Teogc (3)

Burada T, toplam ceza; Ef; verimlilik cezasi; P, cikis
gucl cezasi;; SODF. stator oluk doluluk orani cezasi;
SDAY, stator dis aki yogunlugu cezasi, PMA, kalici
miknatis agirlik cezasi ve Teo4¢c vuruntu torku cezasidir
[23].

FX)=F+T¢ (4)

Burada F amag fonksiyonunu ve T, toplam cezayi
temsil etmektedir.

PMSM'nin kararli ve gecici durum ozelliklerini
etkileyen parametrelerden segilen esitsizlik kisitlari
asagidaki denklemlerde verilmistir.

G,=18-B,<0
G, =0.5—SODF <0
G3 =500 —T.py <0 and Gs =T,, —200<0
G, = 15000 — P, <0 and G, =P, — 15000 < 0
Gs=Ef—85<0
Gy =25—PMA<0

Burada, B; ifadesi dig aki yogunlugudur.

Tasarlanan bir PMSM'nin kullanim alanlari degistikge,
performansi da farklilik gostermektedir. Bu nedenle,
PMSM'nin kullanilacagi yere uygun bir tasarim yapilmasi
gerekmekte ve bu durum optimizasyonun 6nemini
artirmaktadir. Optimizasyon siirecinde segilen degiskenler
ve kisitlamalar, motorun performansini  dogrudan
etkilemektedir. Bu c¢alismada, optimizasyon slrecinde
stator dis aki yogunlugu, stator slot doluluk orani, vuruntu
torku, gikis glict ve kalici miknatis agirligi gibi performansi
etkileyen parametreler esitsizlik kisitlamalari olarak
kullanilmistir [23].

Motor cekirdeginin doygunlukta calismasini engellemek
icin Stator dis aki yogunlugu degeri esitsizlik kisiti olarak
secilmistir. Motorun performansini etkileyen titresim ve
glriltinin belli bir seviyede kalmasini saglamak igin vuruntu
torku egsitsizlik kisiti olarak segilmistir. Miknatis yapisini,
verimi, torku ve maliyeti etkilemesinden dolayr miknatis
agirligr esitsizlik kisiti olarak segilmistir. Optimizasyon iglemi
sirasinda termal etkilerinden dolayi stator oluk doluluk orani
%50'ye yakin olacak sekilde esitsizlik kisiti olarak segilmistir
[23].

Tazmanya Canavari Optimizasyon (TDO) Algoritmasi

Optimizasyon siireci, en uygun ¢6zimi bulmaya yonelik
bir arama sirecidir ve bu slire¢, Tazmanya canavarlarinin
yiyecek  kaynagini  bulma  davranisina  benzerdir.
Optimizasyonun temel taslarini olusturan iki temel ilke kesif
ve sOmurladir. Tazmanya canavarinin yiyecek kaynagini
ararken yaptigl kesif, optimizasyon siirecindeki arama
alaninin incelenmesiyle iliskilidir. Diger taraftan, avini
kovalamak ve ona ulagsmak igin yaptigi yerel arama, optimal
¢ozlime yaklagma siirecini simiile eder. Bu sekilde, Tazmanya
canavarinin yiyecek bulma ve avlanma stratejilerinin
matematiksel modellemesi, optimizasyon problemlerinin
optimal ¢éziimlerine ulasmak icin etkili bir tasarim sunar [22].

Baslatma

Onerilen TDO algoritmasi, arama ajanlari olarak
Tazmanya canavarlarini kullanan popllasyona dayali bir
stokastik algoritmadir. Baslangic popilasyonu, problemin
kisitlamalarina gore rastgele olusturulur. Her popiilasyon
Uyesi, ¢0zim uzayindaki konumlarina goére problem
degiskenleriicin aday degerler 6nerir ve matematiksel olarak,
her liye bir vektor olarak modellenir. TDO Uyelerinin kiimesi,
Denklem (6)’daki matrisle temsil edilebilir [22].

X, X110 Xqj X1m
X; =|[Xi1 o Xij Xim (6)
Nyym XNt 0 Xnj XNmdy

Burada X, Tazmanya canavarlarinin populasyonunu, X;
ise i'inci aday ¢6zimi ifade etmektedir. Ayrica, x;j, i'inci
¢6zimiin j’inci degiskeni icin aday degeri, N arama yapan
Tazmanya canavari sayisini ve m ise verilen problemin
degisken sayisini ifade etmektedir.

Problemin amag fonksiyonu, aday ¢oziimlerin degisken
degerleri ile hesaplanir ve elde edilen sonuglar, Denklem
(7)’ deki vektor kullanilarak modellenir [22].

Fy [F(X1)]
F=|F = | Fxp (7)
Fvlyer - LFoxy Nx1

Burada, F, amag fonksiyonu degerlerinin vektoridir ve
F; , i’inci aday ¢6zum tarafindan elde edilen amag fonksiyonu
degeridir.

Amag fonksiyonu degerlerinin vektériiniin analizi, aday
¢ozlimlerin kalitesini gosterir. En iyi degeri hesaplayan aday
¢6zim, popilasyonun en iyi Gyesi olarak kabul edilir ve her
iterasyonda giincellenir. Tazmanya canavari Optimizasyonu
(TDO) algoritmasinda, popillasyon glincellenmesi, her
Tazmanya canavarinin ya 6li hayvan kalintilari ile ya da
avlanarak beslenmesi stratejilerine dayanir. TDO'nun her
iterasyonunda, her bir Tazmanya canavari bu iki stratejiden
yalnizca birine gore giincellenir [22].

Olii Hayvan Kalintilarini Yiyerek Beslenme (Kesif)
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Tazmanya canavari, bazen avlanmak yerine 6li hayvan
kalintilari beslenmeyi tercih eder. Cevresinde yasayan diger
yirtict  hayvanlar  blyldk avlan yakalayljp tamamini
yiyemeyebilirler. Tazmanya canavari bu arta kalan leglerle
beslenirler. Tazmanya canavarinin 06li hayvan kalintisi
bulmak igin habitatini tarama davranigi, TDO algoritmasinin
arama slrecine benzer. Bu strateji, TDO'nun optimum
¢6zimu bulmak icin arama alanini farkli bolgelerde tarama
glclinl gosterir. Tazmanya canavarinin bu 6li  hayvan
kalintisi arama stratejisi, TDO'nun orijinal optimum alani
belirlemek icin arama uzayinin farkl alanlarini taramadaki
glclini gostermektedir [22].

Tazmanya canavari 6li hayvan kalintisi yeme stratejisi
Denklem (8) ile Denklem (10) arasindaki denklemler
kullanilarak  matematiksel olarak  modellenir. TDO
tasariminda, her Tazmanya canavari igin diger populasyon
lUyelerinin arama uzayindaki konumlari 6li hayvan kalintis
konumlari olarak kabul edilir. Bu konumlardan birinin
rastgele secimi Denklem (8)'de simile edilirken, k'inci
popllasyon dyesi, i'inci Tazmanya canavari icin hedef 6la
hayvan kalintisi olarak segilir. Burada i'nin karsiti olarak k
sayisi 1ile N arasinda rastgele secilmektedir [22].

Ci=X,, i=12,..,N, ke{1,2,..,N|k +i} (8)

Burada, C; i'inci Tazmanya canavari tarafindan segilen 6l
hayvan kalintisini ifade etmektedir.

Tazmanya canavari igin, segilen 6li hayvan kalintisina
dayali olarak arama uzayinda yeni bir konum hesaplanir. Eger
bu 6lG hayvan kalintisinin uygunluk degeri daha iyi ise
canavar 6l hayvan kalintisina dogru hareket eder; aksi
takdirde kalintidan uzaklasir. Tazmanya canavarinin bu
hareket stratejisi Denklem (9) ile simule edilmektedir. Bu
hareket iterasyon boyunca tekrarlanir ve iterasyon sonunda
yeni konumda elde edilen amag fonksiyon degeri daha iyi ise
bu konum kabul edilir; aksi takdirde, canavar oOnceki
konumuna geri doner. Bu glincelleme ise Denklem (10) ile
modellenmistir [22].

Fe, <F;

diger durum

xNews1 — {xif tre (Cif I xij) ’

! xij + 1 (o = ¢ij) s

Finew51 < Fi

XnewSl
.= t !
i { diger durum (10)

X,
Burada, Xi"eWSl, i'ninci Tazmanya canavarinin birinci
stratejiye dayali yeni konumu, x;;, j'nci degisken icin degeri,
F"St, amag fonksiyon degeri, F¢, segilen 6lii hayvan
kalintisinin amag fonksiyon degeri, 7, [0, 1] araliginda rastgele
bir sayi ve I, 1 veya 2 olabilen rastgele bir sayidir [22].

Av Yiyerek Beslenme (S6miirii)

Bu strateji, av avlamak ve yemek Uzerinedir ve iki
asamadan olusur: ilk asamada Tazmanya canavari gevreyi
tarayarak avini seger ve saldirir. Bu stireg 6li hayvan kalintisi
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se¢me islemine benzediginden ayni sekilde
modellenmektedir. ikinci asamada canavar, sectigi avina
yaklasir, kovalar, durdurur ve yemeye baslar. Bu nedenle, av
segiminin ilk asamasi ve saldir Denklem (11) ile Denklem (13)
arasindaki denklemlerle modellenir. Av segim sireci
Denklem (11) ile simiile edilir. Bu siiregte diger poptilasyon
lUyelerinin konumlari av olarak kabul edilir. Burada i’'nin
karsiti olarak k sayisi 1 ile N arasinda rastgele av olarak
secilmektedir [22].

P=X,, i=12..,N, ke{1,2,..,N|k+i} (11)

Burada, P; i'inci Tazmanya canavari tarafindan segilen avi
ifade etmektedir.

Avin konumu belirlendikten sonra Tazmanya canavari igin
yeni bir konum hesaplanirken, secilen avin amag fonksiyonu
degeri daha iyi ise Tazmanya canavari ona dogru hareket
eder, aksi takdirde o konumdan uzaklasir. Bu adim Denklem
(12) ile modellenmektedir. Tazmanya canavari igin
hesaplanan yeni konum, amag¢ fonksiyonun degerini
iyilestiriyorsa 6nceki konumun yerini alir. Bu adim Denklem
(13) ile modellenmektedir [22].

news2 _ {xii +r(py =1 xy), Fe, < Fi (12)

Xy t+re (xij - pij) , diger durum

¥ = {Xl_newsz , FinewSZ < Fi (13)
' Xi diger durum
Burada, x{j*"? ise Jinci degisken icin degeri, X}*"5?

i'inci tazmanyanin ikinci stratejiye goére yeni konumunu,
Fi“e""sz, i'inci tazmanyanin yeni amag fonksiyonu degerini,
Fp, ise segilen avin amag fonksiyonu degerini ifade
etmektedir.

Bu stratejiyle birincisi arasindaki fark, ikinci asama ve av
kovalama similasyonudur. Tanzanyanin, avin g¢evrede
kovalanmasi, yerel aramaya benzer ve TDO'nun daha iyi
¢Ozlimlere yakinsama yetenegini gosterir. Av kovalama,
Denklem (14)'ten Denklem (16)'ya kadarki denklemlerle
modellenir. Bu asamada, Tazmanya’nin konumu, av
kovalamaca cevresinin merkezi olarak kabul edilir. Cevrenin
yaricapi Denklem (14) ile hesaplanir. Yeni bir konum,
Denklem (15) ile hesaplanir ve 6nceki konumdan daha iyi ise
kabul edilir. Bu stire¢ Denklem (16) ile simule edilir [22].

t
R =0.01- (1 - ;) (14)
xl-njew =xl]+(2r—1)qu (15)
_ Xlnew , Finew < Fi
X = { X; , diger durum (16)
Burada R saldirlya ugrayan konum noktasinin

komsuluk vyaricapi, t iterasyon sayaci, T maksimum
iterasyon sayisi, x;;, j'inci degisken icin degeri, X{**", X;
komsulugundaki i'inci Tazmanya canavarinin yeni konumu
ve F{**" amag fonksiyonu degeridir [22].
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Tablo 1. TDO Algoritmasinin S6zde Kodu [22].
Table 1. Pseudocode of the TDO Algorithm [22].

Basla

Optimizasyon problem bilgisini gir.

TDO algoritmasinin popiilasyon boyutunu (N) ve iterasyon sayisini (T) ayarla.

Tazmanya canavari konumunun rastgele baslat ve amac fonksiyonunun degerlendir.
fort=1:T
fori=1: N
if Pr<0.5, Pr=rand

Stratej1: Oli hayvan kalintisi ile beslenme (kesif asamasi)

TDO’nun i’inci Tazmanya canavari igin lesi Denklem (8)’i kullanarak seg.

TDO’nun i’inci Tazmanya canavarinin yeni konumunu Denklem (9)’u kullanarak hesapla.

TDO’nun i’inci Tazmanya canavarini Denklem (10)’u kullanarak giincelle.

Asama 2: Av yiyerek beslenme (somiirii asamasi)

Asama 1: Av secimi ve saldiri

TDO’nun i’inci Tazmanya canavari igin avi Denklem (11)’i kullanarak seg.

TDO’nun i’inci Tazmanya canavarinin yeni konumunu Denklem (12)’yi kullanarak hesapla.

TDO’nun i’inci Tazmanya canavarini Denklem (13)’U kullanarak giincelle.

Asama 2: Av pesinde kosma

Komsuluk yaricapini Denklem (14)’t kullanarak giincelle.

i’inci Tazmanya canavarinin X; komsulugundaki yeni durumunu Denklem (15) kullanarak hesapla

i’inci Tazmanya canavari’ni Denlem (16)’y1 kullanarak gilincelle.

end

end

Su ana kadar bulunan en iyi ¢oziimi kaydet.

end

TDO ile elde edilen en iyi ¢oziimi cikti olarak ver.
Bitis TDO

Benzetim Calismasi

Bu kisimda, belirlenen amag fonksiyonu dogrultusunda
TDO algoritmasi ile gergeklestirilen optimizasyon islemine
ait sonuglar ve analizler yer almaktadir. TDO
algoritmasinin etkinligini olgmek amaciyla
karsilastirmalar, motora ait baslangi¢ (INITIAL) tasarim
degerleri ile yapilmistir. Optimizasyon isleminde bes farkh
degisken degeri belirlenmistir. Bunlar; stator oluk
carpikhgl, stator oluk alt genisligi, miknatis yapisina bagl
olarak miknatis kalinligi, kucaklama ve ofset degerleridir.
Belirlenen bu bes farkli degisken degeri icin optimizasyon
islemi Denklem (4)’te yer alan amag fonksiyonuna gore
gerceklestirilmistir. Algoritma icin popilasyon sayisi 30 ve
maksimum iterasyon sayisi 50 olarak belirlenmistir.
Degisken degerleri igin alt ve Ust limit degerleri Tablo 2’de
yer almaktadir.

Tablo 2’de yer alan degerlere gore, 0,109251 degerine
sahip TDO algoritmasi 0,192627 degerine sahip baslangig
tasarimindan daha iyi uygunluk degerine sahiptir. Bunun
yani sira TDO algoritmasinin uygunluk degeri acgisindan
baslangi¢ tasarimina gére %43,2836 daha iyi sonug verdigi
gozlemlenmistir. Ayrica, TDO algoritmasi ile elde edilen

degisken degerleri optimizasyon islemi sonucunda
belirlenen kisitlar arasinda kalabilmistir.
Tablo 3’te yer alan PMSM tasarimina ait performans
verilerine gore, TDO algoritmasi baslangi¢c tasarimina
kiyasla o6nemli iyilestirmeler saglamistir. Verimlilik,
%91,7788’den %92,7059a yikselerek yaklasik %1’lik bir
artis géstermis ve motorun enerji kayiplarini azaltmada
basarili oldugu gézlemlenmistir. Vuruntu torku, 477,326
mNm’den 472,528 mNm’ye diiserek motorun titresim
seviyesini ve mekanik stabilitesini iyilestirme potansiyeli
sunmustur. Kalict miknatis agirhgi, optimizasyon sonucu
%13,8 azalarak 2,14837 kg'dan 1,85142 kg’'a gerilemis,
boylece malzeme kullaniminda 6nemli bir tasarruf
saglanmigtir. Stator oluk doluluk orani %48,3667’den
%48,1845’e, stator dis aki yogunlugu ise 1,68131 T'den
1,64674 T'ye diuserek manyetik akinin daha dengeli
dagitildigi ve manyetik doygunlugun optimize edildigi
belirlenmistir. Buna karsilik, stator boyunduruk aki
yogunlugu 1,18247 T'den 1,30261 T'ye yikselmis, bu da
manyetik devrenin verimliligini artirmistir. Toplam net
agirhk, 53,2286 kg'dan 53,7132 kg'a hafif bir artis
gostermis; ancak bu artisin, stator ve rotor
optimizasyonlarindan kaynaklanan yapisal
104
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iyilestirmelerden ileri geldigi degerlendirilmektedir. Cikis  etki yaratmadigini gostermektedir. Genel olarak, TDO
glcl, baslangic tasariminda 15004,7 W iken, optimize  algoritmasi, verimlilik, mekanik stabilite ve malzeme
tasarimda 15000 W olarak 6l¢tlmis olup, bu kiiclk farkin  kullanimi agisindan baslangi¢ tasarimina gére daha etkili
optimizasyonun performansi tizerinde 6nemli bir olumsuz  ve verimli sonuglar verdigi acikca sdylenebilmektedir.

Tablo 2. Baslangi¢ Tasarimi ve TDO Algoritmasina Ait Minimum Uygunluk Degeri, Degisken Degerleri ve Limitleri.
Table 2. Initial Design and Minimum Suitability Value, Variable Values, and Limits for the TDO Algorithm.

Algoritma min maks Baslangig TDO
Kucaklama 0.5 1 0,72000 0,78358
Ofset 0 20 14,5000 7,20526
Stator Oluk Carpikhigi 0 1 0,00000 0,44932
Miknatis Kalinhigi 6 8,72000 6,55013
Stator Oluk Alt Genisligi 5 9 7,38000 7,41433
Minimum Uygunluk Degeri 0,192627 0,109251
Tablo 3. Tasarlanan Motora Ait Performans Degerleri.
Table 3. Performance values of the designed motor.
= — Vuruntu Torku Stator Oluk Doluluk Stator Dis Aki
Algoritma Verimlilik (%) . .
(mNm) Orani (%) Yogunlugu (T)
Initial 91,7788 477,326 48,3667 1,68131
TDO 92,7059 472,528 48,1845 1,64674
Algoritma Kalici Miknatis Stator Boyunduruk Aki Toplam Net Agirhk Cikis Glicu
Agirhg (kg) Yogunlugu (T) (kg) (W)
Initial 2,14837 1,18247 53,2286 15004,7
TDO 1,85142 1,30261 53,7132 15000

Resim 1. Baslangi¢ Tasarimi ve TDO Algoritmasi ile Elde Edilen Motor Modelleri igin Aki Yogunlugu Dagilimlari.
Figure 1. Current Density Distributions for Motor Models Obtained Using Initial Design and TDO Algorithm.
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Vuruntu Torku (mNm)
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Elektriksel konum (der)

Resim 2. Rotor Konumuna Gore Vuruntu Tork Degisimi.
Figure 2. Cogging Torque Change Based on Rotor Position.

INITI

ITDO

Resim 3. Baslangi¢ Tasarimi ve TDO Algoritmasina Ait Motor Yapilari.
Figure 3. Motor Structures Belonging to the Initial Design and TDO Algorithm.

106



Uzel et al. / Journal of Engineering Faculty, 3(2): 100-108, 2025

INITIAL

Resim 4. Baslangi¢ Tasarimi ve TDO Algoritmasina Ait Motor Aki Dagilimlari ve PMSM Kafes Ag1 Gosterimleri.
Figure 4. Motor Current Distributions and PMSM Cage Network Displays for the Initial Design and TDO Algorithm.

TDO algoritmasi ve baslangi¢ tasarimi icin elde edilen
tasarim parametrelerine uygun olarak olusturulan motor
modellerine Sonlu Elemanlar Analizi (FEA) uygulanmistir.
Resim 1, tasarlanan motorlarin analizinden elde edilen aki
yogunlugu dagilimlarini géstermektedir.

Vuruntu torkunun rotor konumuna bagh degisimi
Resim 2'de verilmistir. Vuruntu torkunun rotor konumuna
bagh degisimi Resim 2'de verilmistir. TDO algoritmasinin
vuruntu torkunu azaltarak rotor dinamigini daha kararli
hale getirdigi sdylenebilir. Ozellikle maksimum ve
minimum tork degerlerindeki diisis, sistemin mekanik
yuklenmelerini  azalttigina isaret etmektedir. Bu
baglamda, optimizasyon ¢alismalarinda TDO algoritmasi,
vuruntu torkunu azaltma agisindan avantajli bir yontem
olarak degerlendirilebilir. Baslangic tasarimi ve TDO
algoritmasi ile elde edilen modellerdeki motor yapilarina
ait stator oluk yapilari ve miknatis geometrisi kesitleri
Resim 3’te ayrintili verilmistir. Ayrica, elde edilen
modellere ait motor aki dagilimlari ve PMSM kafes agi
gosterimleri Resim 4’te yer almaktadir.

Sonug

Bu calismada, literatiirde yer alan Tazmanya Canavari
Optimizasyon (TDO) algoritmasinin  gercek hayat
problemlerindeki etkinligini o6lgcmek amaciyla Kalici
Miknatish Senkron Motor (PMSM) tasarim optimizasyonu
islemi TDO algoritmasi ile gerceklestirilmistir. Hem
baslangi¢ tasarimi hem de TDO algoritmasi ile elde edilen
sonuglar, uygunluk degeri acisindan karsilastiriimis ve
algoritmanin etkinligi ve verimliligi analiz edilmistir.
Ayrica, amag fonksiyonunu olusturan verimlilik, stator
oluk doluluk orani ve ¢ikis gilici performans
degerlerinin
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yani sira vuruntu, stator dis aki yogunlugu, kalici miknatis
agirhg, stator boyunduruk aki yogunlugu ve toplam net
agirhk gibi performans degerleri de elde edilerek
karsilastirma islemi gerceklestirilmistir. Elde edilen
sonuglara gore TDO algoritmasinin  PMSM tasarim
optimizasyonu  probleminin  ¢6ziimiine  baslangi¢
tasarimindan daha iyi sonug verdigi goriilmektedir.
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