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Abstract
The American economy exhibited an impressive growth in the nineteenth century. There certainly are numerous factors at play in this extraordinary growth story. This paper presents a quantitative analysis which investigates the role of foreign trade in the nineteenth century American growth. To this purpose, the relationship between real exports, real imports and real GDP is questioned between the years 1820 and 1910. Since the American Civil War was an extremely important event in the American history we divided the period under examination into two, 1820-1860 and 1867-1910 periods. By examining causal relationship, we aim at investigating the existence of export led growth, growth led exports, import led growth, and growth led imports hypotheses during the periods before and after the Civil War. While the results exhibit a strong evidence for growth-led imports in both samples, export led growth, growth led exports and import led growth hypotheses are supported only in the second period.
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Introduction

The nineteenth century American growth is impressive. An agricultural country with an economy based primarily on natural resources turned into the most developed country in the world before the Great War. There are countless accounts of this extraordinary story. Some of these accounts emphasized the role played by exports (North, 1961), such as cotton, and imports, some of them emphasized territorial expansion, natural resource abundance, population growth, accumulation of capital, institutional development, financial system, the power of entrepreneurial activity and increasing productivity (Rousseau and Sylla, 2005; Tuttle and Perry, 1970; Kravis, 1972; Davis, Easterlin and Parker, 1972; Ratner, Soltow and Sylla, 1979; Landes, 1999; Acemoglu, 2012). There is no doubt that all of the above factors contributed to American growth and it is not meaningful to single one of them out as the only source of growth. In this paper, a quantitative analysis which investigates the role of foreign trade in the nineteenth century American growth is presented. To this end, the relationship between real exports, real imports and real GDP is questioned between the years 1820 and 1910. To the best knowledge of the authors of this work, an econometric analysis which specifically targeted the role of exports and imports throughout the nineteenth century American growth and causality relationships among them are not available in the American economic history literature. (Vergil and Özgür, 2013) which is covering a different time period and which has a narrower scope, questioned the existence of an export-led growth in the US during the Napoleonic Wars, reaching a conclusion that there was not, with reservations concerning the available data.

Since the American Civil War, fought between 1861 and 1865, was an extremely important event, we divided the period under examination into two, and we compared them. These are 1820-1860 and 1867-1910 periods. By doing this, we believe that we can show the differences between the effects of foreign trade on growth during these two periods, if there are any significant ones. These periods were certainly very different from each other in many ways, but
the scope of this study cannot be broad enough to inquire all the aspects of American economy during the period in question.

Since the main question of this study is the effect of trade on growth, one should focus on cotton exports of the US, since cotton exports were certainly an important revenue source for the US economy in the antebellum period. According to O’Sullivan and Keuchel (1989: 52), cotton constituted about one-half of the value of America’s exports by the early 1840s. Douglass North assigns an essential role to the export of cotton in explaining American growth before 1860. To North, the stimulant for the American antebellum growth was British demand for American cotton, which was the main input of the engine, the textile sector, of the Industrial Revolution. According to North (1961: 69), “the cotton trade remained an important influence upon the economy until 1860, but its role declined in relative importance after the boom and depression that followed 1839.” He (1961: 70) states that “in the expansive surges of 1815-1818 and 1832-1839 they [terms of trade] became very favorable, reflecting a rapid rise in the price of American exports. In these two periods, it was cotton that accounted for the rise and appeared to initiate the subsequent flow of capital in response to the increased profitability of opening up and developing new sources of supply of the export staple and western foodstuffs.” As Lipsey (2000: 728) puts it “North described the role of growth in foreign demand for cotton in leading to the westward expansion of cotton farming and, in its wake, more general expansions in settlement and cultivation.”

The size of the internal market, a product of territorial expansion and population growth is another crucial factor which requires emphasis. According to O’Sullivan and Keuchel (1989: 134) “the growth of the American economy in the nineteenth century can be traced in the movement from local to regional markets and then on to a national market. By 1900 this market was held together by a grid of railroad lines.” This enlargement of the market size represents regional economic interdependence which unified the people in different sections of the country into more articulate economic units with a high degree of geographical and industrial specialization and division of labor. Although the volume of foreign trade increased throughout the nineteenth century, “it never was as important a source of income nor did it support as many people as did domestic trade and commerce” (Tuttle and Perry, 1970: 211, 498). Similarly, Kravis (1972: 405) argued that the origins of growth in the nineteenth-century US were internal. US found its areas of comparative

---

1 Atack and Passell (1994: 136) state that the US supplied about 80 percent of the cotton used by the British cotton textile industry.
advantage through trade, however it was a supplementary factor not the engine of growth.

Two of the most critical factors of American economic development up to 1860 are a westward expansion and the growth of population. Throughout the years between 1820 and 1860, i.e. during the first period under investigation, the population of the US rose from 9.6 million to 31.4 million (Tuttle and Perry, 1970: 135). Gallman (2000: 51) states that “the march of population and economic activity to the west followed a sequence of land acquisitions and was coterminous with the construction of transportation, communications, and financial networks that tied the expanding economy together.” “History arranged things well” according to Braudel (1995: 470), “it enabled the United States to expand from the Atlantic to the Pacific, almost without hindrance.”

The increase in input per capita and the rise in productivity are other sources of growth underlined by economists or historians (Abramowitz, 1989; Broadberry and Irwin, 2006; Atack, Bateman and Margo, 2008). Gallman (2000: 14) asserts that “in the nineteenth century, growth of US output was apparently dominated by the increase of supplies of factor inputs. The rates of change of these inputs, taken together, accounted for between about 82 and 85 percent of the growth rate of output; productivity change, of course, accounted for the residual, 15 to 18 percent. Productivity seems to have contributed more to the expansion of the economy after 1840 than before, but the contrast between the two periods is not great.” A different argument for American growth was put forward by Rousseau and Sylla (2005), who argued that as new technologies emerged the innovative and expanding financial system of the US provided debt and equity financing to businesses and government, and this was a powerful determinant of the early growth and modernization of the country.

This paper investigates the causal relationship between real exports, real imports and real GDP in American economic history before and after the American Civil War. By examining causal relationship, we are investigating the existence of export led growth, growth led exports, import led growth and growth led imports hypotheses during the periods before and after the Civil

2 “After the Louisiana Territory was added to the US in 1803, the second largest single acquisition of new lands was that of Texas in 1845...The largest addition to the continental US was the Mexican Cession of 1848 by which over 560,000 sq miles of territory were added...The ownership of the Oregon Territory was settled by treaty with England in 1846...It remained for the Gadsden Purchase in 1853 to round out the territorial limits of the continental US.” (Tuttle and Perry, 1970: 143-145).
War. Since the relationship between trade and economic growth is vastly discussed in the literature, this paper focuses on and discusses only the mechanisms and procedures in providing evidence for the validity of these hypotheses.\(^3\) To achieve this objective, the exports, imports, real exports and GDP variables are used for cointegration and causality analyses employing Johansen’s method and error correction models. The rest of the paper is organized as follows. Section 2 presents a brief discussion on trade before and after the civil war. Section 3 presents the source of data and the evolution of exports and imports. Section 4 first discusses econometric methods and then presents the estimation results. Section 5 summarizes and concludes the paper’s findings.

### 1. Trade Before and After The Civil War: An Overview

Lipsey (2000: 700) argues that the United States was mainly an exporter of raw materials and foods before the Civil War. Raw materials alone constituted 60 percent or more of exports, “food exports were about 20-25 percent, and semi-manufactures and finished manufactures accounted for the rest, with the finished goods rising in importance and the semi-manufactures declining”. The period after the Civil War, however, saw very different trends. He (2000: 700) adds that “the share of raw materials fell to around 30 percent and food exports increased to replace them, reaching a peak importance of over 40-45 percent in the last two decades of the nineteenth century and then declining to about a quarter just before World War I.” According to Fite and Reese (1973: 222) “the political independence of the United States did not mean economic independence. The unfavorable balance of trade, the importation of manufactured goods, the exportation of raw materials, and the heavy reliance on foreign investment all indicate a continuation of a colonial type of economy. By the end of the period [1790-1865], however, the declining importance of foreign trade and the development of manufacturing signaled the beginning of the independent economy which the United States was to develop during the years after the Civil War.” Bensel (2000: 4) states that “industrialization transformed the United States from an agricultural, commodity-exporting dependency of Great Britain into an independent, leading force in the international system.” The leading exports of the US before the

---

\(^3\) Acemoglu (2009: 648-691) documents the large literature on trade and economic growth in a number of important aspects. For empirical papers, among others, see Marin (1992) and Awokuse (2006).
Civil War were raw materials (raw cotton, tobacco, livestock, wool, hemp), manufactures, manufactured foodstuffs; and the leading imports consisted of manufactures, crude foods and raw materials, and manufactured foodstuff (Tuttle and Perry, 1970: 235). In addition, a large volume of re-exports was an important feature of this period.

After the Civil War American economy experienced a rapid industrial expansion, but occurring in the Northeast and in the Midwestern states of Ohio, Indiana, Illinois, Wisconsin and Michigan, this expansion was extremely uneven (Bensel, 2000: 19). According to Lipsey (2000: 725), rapid growth in US manufacturing during this period involved import substitution. He (2000: 725) states that after the Civil War there was “a major shift in the balance of political power that was relevant to trade policy, since the southern states, more dependent on exports and more oriented to free trade, lost to the northern states, which were import dependent and more favorable to protectionist legislation.” He (2000: 725) adds that “the era after the Civil War is sometimes cited as a period in which the United States used high tariffs successfully to encourage infant industries that eventually became giants. In 1869 imports were 14 percent of the consumption of manufactured goods, and by 1909 that ratio had fallen to 6 percent.” According to Tuttle and Perry (1970: 248, 249) “as an agricultural section of the country and one that exported most of its money crop, the South was not interested in a tariff policy, except in a negative manner. The Northern and Middle Atlantic States were in favor of high protective tariffs in order to create and to protect infant industries from competition in the sale of foreign manufactured goods.” Northern merchants, on the other hand, were interested in tariffs as a means of keeping foreign competition out of a lucrative southern market.” According to Chang (2002: 61), the US was the pioneer country in infant industry protection, and during the period between 1816 and 1945 she “had one of the highest average tariff rates on manufacturing imports in the world.” For Bensel (2000: 6) “three great developmental policies underpinned American industrialization in the late nineteenth century: the political construction of an unregulated national market, adherence to the international gold standard, and tariff protection for industry.” The leading exports of the US after the Civil War were raw cotton, leaf tobacco, coal, petroleum, grain, fruits and vegetables, lard, meats and prepared fruits, lumber, iron and steel plates, refined copper, wood and iron products, textiles and cigarettes. The leading imports consisted of raw silk, hides and skins, crude rubber, coffee, tea, tropical fruits and nuts, sugar, meat, wheat flour, copper in bars, wood pulp, woolens, cotton textiles and lace, newsprint, iron and steel products, and manufactured fur products (Tuttle and Perry, 1970: 499-501).
2. Data and The Evolution of Exports and Imports

The data used is annual data of real GDP, exports, imports and real exchange rate spanning from 1820 to 1910. Since the Civil War was fought from 1861 to 1865, we divide the sample into two parts as a period from 1820 to 1860 and from 1867 to 1910. Real GDP, exports and imports data were obtained from the website of Historical Statistics of the United States Millennial Edition Online, http://hsus.cambridge.org/HSUSWeb/toc/hsusHome.do. The real GDP variable is readily available on the website in 1996 million Dollars. Nominal exports and imports data in million Dollars were converted to real terms by using the price deflator index of 1996=100. Furthermore, all series are transformed into natural logarithm form.

The number of US Dollars per British Pound is used as an exchange rate since the United Kingdom was the largest trade partner of the US during the time of the study. The nominal exchange rates are converted to real ones using the formula of: \[ RER = \left( \frac{\$}{P_{UK}} \right) \frac{P_{UK}}{P_{US}} \] where \( P_{UK} \) is the UK GDP Deflator (index 2009=100) and \( P_{US} \) is the US GDP Deflator (index 2009=100). Increases in real exchange rates correspond to cheaper US export goods. These data were obtained from Johnston and Williamson (2017) and transformed into natural logarithm form.

Before doing formal analyses, examining graphs of the variables might give a hint about causal flows among GDP, exports and imports. Even though correlation does not necessarily imply causality, correlation coefficients, 0.90 and above, indicate very high linear association among variables. Generally, the series follow a linear trend along the sample period. For the first sample period, the USA generally runs trade deficit, especially between 1830-1838 during which the country experienced acceleration in economic growth. Between the years 1842 and 1844, the imports declined more than exports and the USA had a trade surplus in these years (see Figure 2). For the period after the Civil War, starting from the 1874 the USA runs trade surplus for the rest of the period except the year 1888 (see Figure 3). The difference between the ratio of exports to GDP and imports to GDP had been very high during this period (see Figure 4).
Figure 1. Exports (in logs), imports (in logs) and GDP (in logs) in the USA: 1820-1860

Figure 2. Exports/GDP and imports / GDP ratios in the USA: 1820-1860
Figure 3. Exports (in logs), imports (in logs) and GDP (in logs) in the USA: 1867-1910

Figure 4. Exports/GDP and imports / GDP ratios in the USA: 1867-1910
3. Econometric Methods

3.1. Causality and Cointegration

If the current and future values of a time series are better predicted by using past values of another time series, then the latter is the cause of the former. This concept is provided by Granger (1969) and defined as $x_t$ fails to Granger cause of $y_t$ if for all $n > 0$ the mean squared error of a forecast of $y_{t+n}$ based on $(y_t, y_{t-1}, y_{t-2}, \ldots)$ is the same as the mean squared error of a forecast of $y_{t+n}$ based on $(x_t, x_{t-1}, x_{t-2}, \ldots)$ and $(y_t, y_{t-1}, y_{t-2}, \ldots)$. In the context of finite-order vector autoregressive (VAR) models, while the short-run causality takes the form of relatively simple zero restrictions on the coefficients of the VAR at horizon one, long-run causality takes the form of zero restrictions on multilinear forms in the coefficients of the VAR at higher horizons (Dufour et al., 2006).

Testing for Granger Causality is straightforward. In the bivariate VAR model case with stationary variables of $x_t$ and $y_t$, the Granger test is based on:

$$y_t = \alpha + \sum_{i=0}^{n} \beta_i x_{t-i} + \sum_{j=1}^{m} \gamma_j y_{t-j} + u_{1t} \quad (1)$$

$$x_t = \mu + \sum_{i=1}^{n} \phi_i x_{t-i} + \sum_{j=0}^{m} \delta_j y_{t-j} + u_{2t} \quad (2)$$

where $u_{1t}$ and $u_{2t}$ are assumed to be uncorrelated white-noise error terms. The test involves testing the null of “$x_t$ does not cause $y_t$” by testing whether $\beta_i = 0$ for every $i$ and testing the null of “$y_t$ does not cause $x_t$” by testing whether $\delta_j = 0$ for every $j$. If there are more than two variables, the block Granger causality test should be used.

If the variables are not stationary either the models (1) and (2) might be estimated with variables in first differenced forms and similar tests might be performed or the models might be converted into the error correction mechanism (ECM) specification if the variables in the system are co-integrated.

Since the aim is to investigate the causal relationship between real exports, real imports and real GDP in American economic history before and after the American Civil War, we included real exchange variable in the system to control possible effects of restrictive trade policy such as tariff and non-tariff barriers which are directly related with other variables in the system. More specifically, if $Y$, $X$, $ER$ and $M$ denote real GDP (in logs), real exports (in logs), real exchange rate (in logs) and real imports (in logs) of the USA, respectively,
and assuming that these variables are not stationary but cointegrated, the following ECM models might be performed:

\[
\Delta Y_t = \alpha + \sum_{j=0}^{p} b_j \Delta X_{t-j} + \sum_{j=1}^{p} c_j \Delta Y_{t-j} + \sum_{k=0}^{P} d_k \Delta M_{t-k} + \sum_{m=0}^{P} k_m \Delta ER_{t-m} + \lambda \hat{e}_{t-1} + u_t \quad (3)
\]

\[
\Delta X_t = \beta + \sum_{j=0}^{p} f_j \Delta Y_{t-j} + \sum_{j=1}^{p} g_j \Delta X_{t-j} + \sum_{k=0}^{P} h_k \Delta M_{t-k} + \sum_{m=0}^{P} k_m \Delta ER_{t-m} + \lambda \hat{e}_{2t-1} + u_{2t} \quad (4)
\]

\[
\Delta M_t = \delta + \sum_{i=0}^{p} l_i \Delta X_{t-i} + \sum_{j=1}^{p} r_j \Delta M_{t-j} + \sum_{k=0}^{P} s_k \Delta Y_{t-k} + \sum_{m=0}^{P} k_m \Delta ER_{t-m} + \lambda \hat{e}_{3t-1} + u_{3t} \quad (5)
\]

\[
\Delta ER_t = \theta + \sum_{j=0}^{p} l_j \Delta ER_{t-j} + \sum_{j=1}^{p} r_j \Delta Y_{t-j} + \sum_{k=0}^{P} s_k \Delta M_{t-k} + \sum_{m=0}^{P} k_m \Delta X_{t-m} + \lambda \hat{e}_{3t-1} + u_{3t} \quad (6)
\]

where \( \hat{e}_{t-1} \) in each equation is the OLS residuals obtained from the static long-run equilibrium regression:

\[
Z_t = \phi_0 + \phi P_t + e_t \quad (7)
\]

where \( Z_t \) is a \((4 \times 1)\) vector of variables in the system, \( P_t \) is a \((3 \times 1)\) vector of variables excluding the dependent variable, \( \phi_0 \) is a \((4 \times 1)\) vector of constant terms and \( \phi \) is a \((4 \times 3)\) matrix of parameters.

Most important feature of the ECM is that a regression contains only stationary variables and reflects both long-run and short-run effects. Employing the coefficients in the equation 3, for example, while the short run causality is measured by testing the null \( \text{"} Y_t \text{ is not caused by } X_t \text{"}; \ H_0: b_1 = b_2 = \ldots = b_p = 0 \) by the Wald test, the long run causality is measured by testing the null \( H_0: \lambda = 0 \).

The existence of cointegrating relationship among a set of economic variables can be tested by residual based tests such as the methodology of Engle and Granger (1987) or Phillips and Ouliaris (1990). However, the single equation approaches cannot treat the possibility of more than one cointegration relationship in the case of more than two variables. The Johansen (1988) maximum-likelihood method, which is a very standard application in the literature, overcomes this problem and tests for the presence of multiple cointegrating vectors.
3.2. Unit Root Tests

Before testing for causality, we should examine stationary properties of the series by using unit root tests because the usual causality test for the level variables with possible unit root and cointegration in the VAR system could be misleading. Several unit root tests consider the form of 
\[ y_t = \alpha y_{t-1} + \epsilon_t, \]
where \( y \) is a unit root process, transform it into the auxiliary regression \( \Delta y_t = (\alpha - 1)y_{t-1} + \epsilon_t \) and test for \( \alpha = 1 \) by using the \( t \) statistic, namely Dickey-Fuller tests (DF tests). Because the data generating process of the \( I(1) \) variable is unknown, an intercept and an intercept plus a time trend might be included in the original specification. However, while including too many of these deterministic regressors results in lost power, not including enough of them biases the test toward finding a unit root test. The other problematic issue with the DF tests is that the data generating process might have more than one lagged value of \( y \) on the right hand side. In this case, the auxiliary regression is amended to \( \Delta y_t = \mu + \beta t + (\alpha - 1)y_{t-1} + \sum \delta_i \Delta y_{t-i} + \epsilon_t \), namely the augmented Dickey-Fuller test (ADF tests) by Dickey and Fuller (1979). Adding an appropriate number of lagged terms is also used to take account of any bias due to possibility of autocorrelated errors in the DF type regression models. Phillips and Perron (1988) use nonparametric methods to account for autocorrelation in error terms without adding lagged dependent variables.

While the ADF tests seem to be the most popular unit root tests, there are several problems with these tests regarding choosing incorrect form of the model, using inappropriate lag lengths and other several issues related to the size and power of unit root tests.\(^4\) Thus, researchers have devised new unit root tests with better size and power properties. One of these tests, which is called Dickey Fuller Generalized Least Squares test (DF-GLS), is developed by Elliott, Rothenberg and Stock (1996) who propose a slight modification in the ADF test in which the power of the ADF test is optimized by de-trending of the series before running the regression. Under the null hypothesis of \( y \), has a random walk trend, possibly with drift, this test first estimates intercept and trend by generalized least squares such that \( \bar{y} \) is regressed on \( \bar{t} \) which denotes a constant and time trend where;

\(^4\) There is a vast literature for issues and solutions to problems in unit root testing. For accessible discussions, see Maddala and Kim (1998: 98-154) and Harris and Sollis (2003: 41-76).
\[ \bar{y} = [y_1, (1 - \alpha L)y_2, \ldots, (1 - \alpha L)y_T] \]
\[ \bar{z} = [z_1, (1 - \overline{\alpha} L)z_2, \ldots, (1 - \overline{\alpha} L)z_T] \]

and
\[ z_t = (1, t)' \quad \overline{\alpha} = 1 + (\overline{c}/T) \]

where \( T \) is the number of observations and \( \overline{c} \) is fixed at -7 in the model with drift and at -13.5 with the linear trend case. The estimators \((\hat{h}_0, \hat{b}_1)\) are then used to compute the de-trended \( y_i \) series: \( y_i^d = y_i - (\hat{h}_0 + \hat{b}_1 t) \).

In the second step, the regression
\[ \Delta y_i^d = a_0 y_{i-1}^d + a_1 \Delta y_{i-1}^d + \ldots + a_p \Delta y_{i-p}^d + \mu_i \]

is estimated to test the null; \( H_0 : a_0 = 0 \). Elliott et al. (1996) show that the Dickey Fuller test applied to a de-trended series in this way has good power properties.

In most of the unit root tests, the null hypothesis is that a time series under investigation has a unit root. Sometimes it is more convenient to have stationarity as the null hypothesis since the unit root tests assuming a unit root in the series are biased toward finding a unit root unless there is strong evidence against it (Kennedy, 2003: 351). Kwiatkowski et al. (1992) have devised a test which adapts a null hypothesis of stationarity rather than the Dickey Fuller type null hypothesis of non-stationarity. The test can be performed with constant and constant and linear trend and can be used for confirmatory analysis for DF-GLS test.

Perron (1989) argued that the standard unit root tests, such as the ADF and DF-GLS tests, may not be reliable in the presence of structural breaks since they do not account for the possibility of a structural break. The tests without structural break will have low power and are biased toward finding a unit root. Thus, a unit root catching the structural breaks in a time series should be conducted to confirm the results of the previous tests. One of the commonly applied structural break unit root tests was developed by Zivot and Andrews (1992). This test allows for an endogenous determination of the date of the structural break. The break can be in the level of the series, in the slope of the trend function or both.\(^5\)

\(^5\) Theoretical descriptions of the tests by Kwiatkowski et al. (1992) and Zivot and Andrews (1992) are skipped here since they are discussed thoroughly elsewhere such as by Maddala and Kim (1998) and Harris and Sollis (2003).
We measure stationary properties of the series in each time period with the methods of Dickey-Fuller GLS by Elliott et.al. (1996), KPSS test by Kwiatkowski et.al. (1992), and Zivot and Andrews (1992). Table 1 and Table 2 show results of these tests for two sample periods. The results of the Dickey-Fuller GLS and KPSS test mostly support the non-stationary of the variables in level and stationary in first differences. Similar conclusions are reached by the Zivot-Andrews test which considers the possibility of a structural break that series are mostly first difference stationary in two sample periods. Based on these tests, we conclude that all series are $I(1)$. Thus we should check whether variables are cointegrated.

Table 1. DF-GLS and KPSS tests for unit roots

<table>
<thead>
<tr>
<th>Variables</th>
<th>Dickey Fuller GLS</th>
<th>KPSS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Level</td>
<td>First diff.</td>
</tr>
<tr>
<td><strong>1820-1860</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln Y</td>
<td>0.97 (1)</td>
<td>-5.51a (0)</td>
</tr>
<tr>
<td>ln X</td>
<td>0.54 (0)</td>
<td>-1.85c (2)</td>
</tr>
<tr>
<td>ln M</td>
<td>-1.02 (0)</td>
<td>-7.40b (0)</td>
</tr>
<tr>
<td>ln ER</td>
<td>-0.54 (0)</td>
<td>-5.98a (0)</td>
</tr>
<tr>
<td>Intercept and trend</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln Y</td>
<td>-2.04 (0)</td>
<td>-5.52a (0)</td>
</tr>
<tr>
<td>ln X</td>
<td>-3.02 (0)</td>
<td>-7.22a (0)</td>
</tr>
<tr>
<td>ln M</td>
<td>-3.78a (0)</td>
<td>-8.87a (0)</td>
</tr>
<tr>
<td>ln ER</td>
<td>-2.68 (0)</td>
<td>-6.40a (0)</td>
</tr>
<tr>
<td><strong>1867-1910</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln Y</td>
<td>1.07 (0)</td>
<td>-6.64a (0)</td>
</tr>
<tr>
<td>ln X</td>
<td>0.22 (0)</td>
<td>-8.04a (0)</td>
</tr>
<tr>
<td>ln M</td>
<td>0.30 (0)</td>
<td>-5.08a (2)</td>
</tr>
<tr>
<td>ln ER</td>
<td>-1.20 (0)</td>
<td>-1.11</td>
</tr>
<tr>
<td>Intercept and trend</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ln Y</td>
<td>-3.18a (0)</td>
<td>-8.00a (0)</td>
</tr>
<tr>
<td>ln X</td>
<td>-2.13a (0)</td>
<td>-4.78a (1)</td>
</tr>
<tr>
<td>ln M</td>
<td>-2.60 (0)</td>
<td>-7.30a (0)</td>
</tr>
<tr>
<td>ln ER</td>
<td>-1.36 (0)</td>
<td>-3.55a(5)</td>
</tr>
</tbody>
</table>

Note: Superscripts a, b and c denote the significance level at 1, 5 and 10 %, respectively. Numbers in parentheses show the optimal lag lengths based on SIC criterion.
### Table 2. Zivot-Andrews unit root tests

<table>
<thead>
<tr>
<th>Variables</th>
<th>1820-1860</th>
<th>1867-1910</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln Y</td>
<td>-3.34 (0)</td>
<td>1840</td>
</tr>
<tr>
<td>ln X</td>
<td>-4.21 (0)</td>
<td>1837</td>
</tr>
<tr>
<td>ln M</td>
<td>-5.13 (0)</td>
<td>1838</td>
</tr>
<tr>
<td>ln ER</td>
<td>-3.48 (0)</td>
<td>1853</td>
</tr>
</tbody>
</table>

Break in intercept

<table>
<thead>
<tr>
<th>Variables</th>
<th>Break</th>
<th>First diff.</th>
<th>Break</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln Y</td>
<td>-5.83 (0)</td>
<td>1834</td>
<td></td>
</tr>
<tr>
<td>ln X</td>
<td>-9.18 (0)</td>
<td>1826</td>
<td></td>
</tr>
<tr>
<td>ln M</td>
<td>-8.60 (1)</td>
<td>1844</td>
<td></td>
</tr>
<tr>
<td>ln ER</td>
<td>-6.76 (1)</td>
<td>1851</td>
<td></td>
</tr>
</tbody>
</table>

Break both in intercept and trend

<table>
<thead>
<tr>
<th>Variables</th>
<th>Break</th>
<th>First diff.</th>
<th>Break</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln Y</td>
<td>-5.83 (0)</td>
<td>1834</td>
<td></td>
</tr>
<tr>
<td>ln X</td>
<td>-9.32 (0)</td>
<td>1826</td>
<td></td>
</tr>
<tr>
<td>ln M</td>
<td>-8.45 (1)</td>
<td>1844</td>
<td></td>
</tr>
<tr>
<td>ln ER</td>
<td>-6.60 (0)</td>
<td>1851</td>
<td></td>
</tr>
</tbody>
</table>

1867-1910

<table>
<thead>
<tr>
<th>Variables</th>
<th>Break</th>
<th>First diff.</th>
<th>Break</th>
</tr>
</thead>
<tbody>
<tr>
<td>ln Y</td>
<td>-5.83 (0)</td>
<td>1834</td>
<td></td>
</tr>
<tr>
<td>ln X</td>
<td>-9.32 (0)</td>
<td>1826</td>
<td></td>
</tr>
<tr>
<td>ln M</td>
<td>-8.45 (1)</td>
<td>1844</td>
<td></td>
</tr>
<tr>
<td>ln ER</td>
<td>-6.60 (0)</td>
<td>1851</td>
<td></td>
</tr>
</tbody>
</table>

Note: Superscripts a, b and c denote the significance level at 1, 5 and 10%, respectively. Optimal lag lengths are based on SIC criterion. 10% of data is trimmed at either end when examining possible break points.

### 3.3. Johansen Cointegration Tests VECM Estimations

The results of the cointegration test based on Johansen’s method are presented in Table 3 for the years 1820 and 1860 and in Table 4 for the years 1867 and 1910. In those test, the corresponding VECM model(s) suffered from residual non-normality in both sub-samples. Therefore, the cointegration tests re-estimated by including intervention dummies for residual outliers after the presence of outliers was identified. The use of the intervention dummy

6 The presence of extreme residuals may lead to a rejection of the normality assumption and therefore can individually or collectively be responsible for the residual non-normality problem. See Asteriou and Hall (2011) for the inclusion of intervention dummies to account for outliers to help accommodate non-normality.
variables ensured normality of the probability distribution of the residuals in all VECM models. Both Maximum eigenvalue and Trace statistics suggest a significant long run relationship between real exports, real imports, real exchange rates and real GDP in both sub-samples.

**Table 3.** Cointegration test based on Johansen’s method in 1820 and 1860

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Alternative Hypothesis</th>
<th>Rank values</th>
<th>Critical values (95%)</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{\text{max}}$ rank tests</td>
<td>$H_0 : r = 0$</td>
<td>$H_a : r = 0$</td>
<td>46.93</td>
<td>31.46</td>
</tr>
<tr>
<td></td>
<td>$H_0 : r \leq 1$</td>
<td>$H_a : r &gt; 1$</td>
<td>13.35</td>
<td>25.54</td>
</tr>
<tr>
<td></td>
<td>$H_0 : r \leq 2$</td>
<td>$H_a : r &gt; 2$</td>
<td>5.87</td>
<td>18.96</td>
</tr>
<tr>
<td>$\lambda_{\text{trace}}$ rank tests</td>
<td>$H_0 : r = 0$</td>
<td>$H_a : r = 1$</td>
<td>70.17</td>
<td>62.99</td>
</tr>
<tr>
<td></td>
<td>$H_0 : r = 1$</td>
<td>$H_a : r = 2$</td>
<td>23.24</td>
<td>42.44</td>
</tr>
<tr>
<td></td>
<td>$H_0 : r = 2$</td>
<td>$H_a : r = 3$</td>
<td>9.89</td>
<td>25.32</td>
</tr>
</tbody>
</table>

*Notes:* Critical values are from Osterwald-Lenum (1992). The appropriate lag lengths and the model regarding the deterministic components in the multivariate system are set according to the AIC and SIC criteria.

**Table 4.** Cointegration test based on Johansen’s method in 1867 and 1910

<table>
<thead>
<tr>
<th>Null Hypothesis</th>
<th>Alternative Hypothesis</th>
<th>Rank values</th>
<th>Critical values (95%)</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{\text{max}}$ rank tests</td>
<td>$H_0 : r = 0$</td>
<td>$H_a : r = 0$</td>
<td>30.44</td>
<td>27.07</td>
</tr>
<tr>
<td></td>
<td>$H_0 : r \leq 1$</td>
<td>$H_a : r &gt; 1$</td>
<td>12.49</td>
<td>20.97</td>
</tr>
<tr>
<td></td>
<td>$H_0 : r \leq 2$</td>
<td>$H_a : r &gt; 2$</td>
<td>5.98</td>
<td>14.07</td>
</tr>
<tr>
<td>$\lambda_{\text{trace}}$ rank tests</td>
<td>$H_0 : r = 0$</td>
<td>$H_a : r = 1$</td>
<td>51.43</td>
<td>47.21</td>
</tr>
<tr>
<td></td>
<td>$H_0 : r = 1$</td>
<td>$H_a : r = 2$</td>
<td>20.99</td>
<td>29.68</td>
</tr>
<tr>
<td></td>
<td>$H_0 : r = 2$</td>
<td>$H_a : r = 3$</td>
<td>8.49</td>
<td>15.41</td>
</tr>
</tbody>
</table>

*Notes:* Critical values are from Osterwald-Lenum (1992). The appropriate lag lengths and the model regarding the deterministic components in the multivariate system are set according to the AIC criterion.
One of the implications of the Granger representations theorem is that as long as two variables are cointegrated and each is individually integrated of order 1, then the Granger causality must exist at least in one direction. The direction of causality can be detected through the vector error correction model on which the existence of the short term causality can be detected by the joint significance of the parameters of each lagged term through the Wald-test and the long-run causality is determined by the significance of the parameter of the error correction term through the t-test.

Since the Johansen cointegration tests above suggest a unique cointegrating vector in the four-variable VAR model, Granger causality test can be performed on the coefficients of vector error correction models as depicted by the equations (3), (4), (5) and (6). Table 5 and Table 6 show results of the short run and long run Granger causality tests for the two sub-samples and Table 7 presents summaries.

In the causality tests, the emphasis is only placed on the relationship between variables of the interest in the study, namely exports, imports and GDP to test the hypotheses. Thus, presentation of the relationship between exchange rate and other variables is excluded. In the estimations, while the coefficients of error correction term with GDP and exports as dependent variables are not significant, the coefficient of error correction term with imports as dependent variable is statistically significant at the 5% significance level and its sign is negative indicating that there is a mechanism to converge short-run dynamics into long-run equilibrium.

Table 5 presents Granger causality test results for the period 1820-1860. The error correction term for cointegrating equation with GDP growth as a dependent variable is not significant at 5% level, implying that there is no long run causality running from exports and imports to GDP. In addition, the lagged coefficients of real exports are not significant at 5% level which implies that there is no evidence of causality running from exports to GDP in the short run. Similarly, the error correction term for cointegrating equation with exports as a dependent variable is not significant at 5% level, implying that there is no long run causality running from GDP and imports to exports. In addition, the lagged coefficients of GDP are not significant at 5% level which implies that there is no evidence of causality running from exports to GDP in the short run. These results indicate that the export-led growth hypothesis and growth-led exports hypothesis are not supported for the USA between 1820 and 1860. However, there is an evidence of long run causality running from exports to imports and from GDP to imports as the error correction term for cointegrating equation with imports as a dependent variable is negative and significant at 1% level in the fifth model. In addition, the Wald test in the fifth model implies the existence of one-way short run causality running from exports to imports at the
7% significance level. These outcomes indicate that growth-led imports hypothesis is supported only in the long-run. Since the Granger causality exists at least in one direction, the results in this period are in concordance with the Granger representations theorem.

In sum, Granger causality results provide evidence only for growth-led imports hypothesis in the long-run and there is no evidence of export-led growth hypothesis, growth-led exports hypothesis and import-led growth hypothesis both in the short-run and long-run for the USA between 1820 and 1860.

Impulse response functions and variance decompositions can be employed to summarize relationships among the variables in the cointegrated system. Impulse response functions show that how shocks to any one variable affect every other variable in the system and eventually feed back to the original variable itself. Variance decompositions indicate the proportion of the movements in the dependent variables that are due to their own shocks versus shocks to the other variables. Impulse responses and variance decompositions are provided for each of the four variables in the system. However, the estimations are presented only for the variable of interest, namely, GDP, exports and imports.

Table 5. Granger causality tests: 1820-1860

<table>
<thead>
<tr>
<th>Model</th>
<th>Null Hypothesis</th>
<th>Short run</th>
<th>Long run</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$F$ test ($p$-value)</td>
<td>$\lambda$ ($t$-value)</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Export growth does not Granger cause GDP growth</td>
<td>1.14 (0.29)</td>
<td>0.03 (0.50)</td>
<td>Fail to reject the null hypothesis both in the short run and long run</td>
</tr>
<tr>
<td></td>
<td>Import growth does not Granger cause GDP growth</td>
<td>1.73 (0.19)</td>
<td>0.03 (0.50)</td>
<td>Fail to reject the null hypothesis both in the short run and long run</td>
</tr>
<tr>
<td>4</td>
<td>GDP growth does not Granger cause export growth</td>
<td>0.32 (0.57)</td>
<td>-0.08 (-0.32)</td>
<td>Fail to reject the null hypothesis both in the short run and long run</td>
</tr>
<tr>
<td></td>
<td>Import growth does not Granger cause export growth</td>
<td>0.02(0.87)</td>
<td>-0.08 (-0.32)</td>
<td>Fail to reject the null hypothesis both in the short run and long run</td>
</tr>
<tr>
<td>5</td>
<td>Export growth does not</td>
<td>3.28 (0.07)</td>
<td>-1.46 (-5.77)</td>
<td>Reject the null both</td>
</tr>
</tbody>
</table>
Granger cause import
growth
GDP growth does not
Granger cause import
growth 1.01 (0.32) -1.46 (-5.77) Fail to reject the
null in the short run,
but reject the null in
the long run

Notes: The VECMs are estimated with a constant and a lag structure determined optimally by the
AIC and SIC criteria. Diagnostic tests (not reported) conducted for various orders of
serial correlation, heteroscedasticity, stability and normality. They were overall found to
be satisfactory. $ F $ test is the Wald test on each lagged term. $ \lambda $ is an adjustment coefficient
with a $ t $ test on the parameter of the error correction term.

Figure 5 shows impulse response functions and variance decompositions
of each dependent variable with the ordering of the variables below. The results
are consistent with the Granger causality test results. The responses of GDP and
exports to the shocks are very small, except for the response of a variable to its
own shock, and they die down to almost nothing after the first period.
Similarly, the percentages of the GDP and export forecast variances can be
attributed to shocks in GDP and export alone as opposed to other variables the
throughout periods. These findings provide no supporting evidence for exports-
led growth, imports-led growth and growth-led exports hypotheses.

In contrast to these results, the response of imports to the shocks from
GDP and exports are positive and very large. The response to a shock from
exports is even larger than itself in the first period. The large responses
continue throughout the period. Similarly, about 20% of the import forecast
variances can be attributed to shocks in GDP and exports throughout the
periods. These findings provide supporting evidence for causality relationship
from GDP to imports in the long run and from exports to imports in the short-
run and long-run.
Figure 5. Impulse Response Functions and Variance Decompositions: 1820-1860
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Table 6 presents Granger causality test results for the period 1867-1910. In all estimations, the coefficients of error correction term with GDP, exports and imports as dependent variables are statistically significant at 1%, 1% and 10% significance levels, respectively, and their signs are negative indicating that there is a mechanism to converge short-run dynamics into long-run equilibrium.

In contrast to the previous period, the error correction term for cointegrating equation with GDP growth as a dependent variable is significant at 1% level, implying that there is a long run causality running from exports to GDP and from imports to GDP. In addition, the lagged error terms of real exports and real imports are not significant at 5% level which imply that there is no evidence of causality running from exports to GDP and imports to GDP in the short run. These results indicate that the export-led growth hypothesis and import-led growth hypothesis are supported for the US between 1867 and 1910. There is also evidence for reverse causality relationships. The error correction term for cointegrating equation with exports as a dependent variable is significant at 1% level, implying that there is a long run causality running from GDP to exports and from imports to exports. In addition, the lagged error terms of GDP are significant at 5% level which imply that there is an evidence of causality running from exports to GDP in the short run. It can also be inferred from the estimation of the model (5) that both exports and GDP Granger cause imports in the long run as the coefficient of the error correction term is significant at 10% level. In sum, Granger causality results provide evidence for growth-led imports, import-led growth, growth-led exports and export-led growth hypotheses in the long run during the period between 1867 and 1910 in the US.

Table 6. Granger causality tests: 1867-1910

<table>
<thead>
<tr>
<th>Model</th>
<th>Null Hypothesis</th>
<th>$F$ test ($p$-value)</th>
<th>$\lambda_t$ ($t$-value)</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>Export growth does not Granger cause GDP growth</td>
<td>0.42 (0.51)</td>
<td>-0.03 (-4.00)</td>
<td>Fail to reject the null in the short run, reject the null in the long run</td>
</tr>
<tr>
<td></td>
<td>Import growth does not Granger cause GDP growth</td>
<td>0.04 (0.83)</td>
<td>-0.03 (-4.00)</td>
<td>Fail to reject the null in the short run, reject the null in the long run</td>
</tr>
<tr>
<td>4</td>
<td>GDP growth does not Granger cause export growth</td>
<td>4.15 (0.04)</td>
<td>-0.22 (-2.62)</td>
<td>Reject the null both in the short run and long run</td>
</tr>
</tbody>
</table>
|       | Import growth does not Granger cause | 0.14 (0.70) | -0.22 (-2.62) | Fail to reject the null in the short run, reject the
Export growth does not Granger cause import growth

GDP growth does not Granger cause import growth

Export growth does not Granger cause import growth

Notes: The VECMs are estimated with a constant and a lag structure determined optimally by the AIC and SIC criteria. Diagnostic tests (not reported) conducted for various orders of serial correlation, heteroscedasticity, stability and normality. They were overall found to be satisfactory. The F test is the Wald test on each lagged term. \( \lambda \) is an adjustment coefficient with a t test on the parameter of the error correction term.

Figure 6 shows impulse response functions and variance decompositions of each dependent variable with the ordering of the variables below. The results are consistent with the Granger causality test results. The responses of imports to the shocks from GDP and exports are very large and they become larger and larger as periods have passed. Similarly, percentages of GDP forecast variances can be attributed to shocks in imports and exports are very large and they increase as periods have passed. These findings provide supporting evidence for causality relationship from exports to GDP and from imports to GDP in the long run.

The responses of exports to the shocks from GDP and imports are positive and very large. After the jump in the first period, the large responses continue throughout the period and they become larger and larger as periods have passed. Similarly, percentages of export forecast variances can be attributed to shocks in imports and exports appear very large and they gradually increase as periods have passed. These findings provide supporting evidence for causality relationship from GDP to exports and from imports to exports in the long run.

The response of imports to the shocks from GDP and exports are positive and very large. The response to a shock from exports even becomes larger than itself in the fifth period. The large responses continue throughout the period. Similarly, the percentages of the import forecast variances can be attributed to shocks in GDP and exports becomes larger and larger as periods have passed. The percentage of the import forecast variances that can be attributed to shocks in exports are larger than that of GDP throughout the period. These findings provide supporting evidence for causality relationship from GDP to imports and from exports to imports in long-run.
Figure 6. Impulse Response Functions and Variance Decompositions: 1867-1910
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Table 7 summarizes the findings from estimations for all the variables considered and for both periods.

Table 7. Summary of the Granger causality results

<table>
<thead>
<tr>
<th>Direction of Causality</th>
<th>1820-1860</th>
<th>1866-1910</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Short-run</td>
<td>Long-run</td>
</tr>
<tr>
<td>X→GDP</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GDP→X</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>M→GDP</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>GDP→M</td>
<td>-</td>
<td>+</td>
</tr>
<tr>
<td>X→M</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>M→X</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**Conclusion**

In this study, the relationship between real exports, real imports and real GDP is questioned between the years 1820 and 1910 in the United States. Our aim was to determine if the nineteenth century American growth could be explained by export-led growth, growth-led exports, import-led growth and growth-led imports hypotheses. Lipsey (2000: 727) argues that through much of its history, the United States “has been pointed to as a country for which international trade was unimportant.” However, the results of our study contradict the above statement at least for the period between 1867 and 1910 and hence, attribute a larger role to international trade in American growth after the Civil War. The econometric analyses show that real exports, real imports, real exchange rate and real GDP are cointegrated for the periods 1820-1860 and 1867-1910, and therefore they are causally related. We detected a bi-directional long-run causality from exports to imports and from GDP to imports and a bi-directional short-run causality from exports to imports during the period between 1820 and 1860. However, for the period between 1867 and 1910 we detected two-way causality between all the related variables in the long run and one-way causality from GDP to exports in the short run.

Based on the estimations of and tests on the vector error correction models, we conclude that growth-led imports hypothesis is valid for both
periods. In addition, validity of growth-led export, export-led growth and import-led growth hypotheses is supported for only the 1867-1910 period. In contrast, we do not find evidence to support for export-led growth, growth-led export and import-led growth to these hypotheses in the first period. Therefore, it is safe to argue that constantly growing internal market, bringing about a constantly increasing demand, was the main determinant of growth in the pre-Civil War period. In this case, internal demand, as the main stimulant of growth, resulted in a rise in exports and imports as well, thanks to the increasing productive capacity of the nation. However, international trade became an important factor in American growth after the Civil War. These findings are in accordance with rising volume of world trade and high economic growth rates of the US economy during this period.
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