
DUJE (Dicle University Journal of Engineering) 16:1 (2025) Page 115-123 

 
 

Detection of Flatfoot Deformity from X-Ray Images using Image Filtering and 

Transfer Learning Approaches 

Merve KOKULU1, Hanife GÖKER2*, Ömer KASIM3 

1 Dumlupınar University, Electrical-Electronics Engineering Department, merve.kokulu0@ogr.dpu.edu.tr, Orcid No: 0009-0007-3593-9666 
2 Gazi University, Health Services Vocational College, gokerhanife@gazi.edu.tr, Orcid No: 0000-0003-0396-7885 
3 Dumlupınar University, Electrical-Electronics Engineering Department, omer.kasim@dpu.edu.tr, Orcid No: 0000-0003-4021-5412 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

Introduction 

Flatfoot is a foot deformity that occurs when the arch 

of the foot deteriorates and becomes flat as a result of 

various disorders in the bones and tissues in the foot. It can 

be seen in children as well as adults. It can also be 

congenital or may occur due to causes such as insufficient 

tendons, injuries, arthritis or connection disorders between 

the back bones in the foot (tarsal coalition) [1]. Flatfoot can 

develop due to a number of factors, including obesity, shoe 

wear, the child's sitting and sleeping habits, structural 

defects in the lower limbs, muscle and ligament 

weaknesses and tendon ruptures [2]. In addition to these 

causes, pregnancy, diabetes and advanced age are also 

possible causes. Symptoms include pain in the ankle, 

cramps in the feet and legs, muscle aches and foot fatigue, 

outwardly shifted appearance of the toes, and gait 

disturbances. Pain is one of the most important symptoms 

of musculoskeletal disorders that reduce quality of life [3]. 

Although the exact prevalence in children is not known, it 

is reported to be 20-25% in adults [4]. In a screening of 377 

preschool children, flatfoot was found in 57% of 2–3-year-

olds, 28% of 4–5-year-olds and 21% of 5–6-year-olds [5]. 

In one study, it was found to be 18.1% in men and 14.6% 

in women [6]. Flatfoot, if left untreated, can lead to 

increased pain and joint deterioration. When the correct 

and necessary treatments are not applied to flatfoot 

patients, their mobility will decrease and their quality of 

life will be negatively affected. 

Flatfoot can be detected by achilles shortness, Jack test, 

pedobarographic examination, and radiological 

evaluations (ultrasonographic examination, computed 

tomography, magnetic resonance). Among these 

evaluations, achilles shortness and Jack test evaluations 

may be difficult to detect mild shortness and may give 

misleading results. In addition, its reliability in children 

may be variable. Pedobarographic examinations and 

radiologic evaluations can be costly and time-consuming.  

Computed tomography can be a difficult process for 

pediatric patients with its high radiation properties. Since 

the feet and the arch of the foot are still in the 

developmental stage, flat feet in children can in some cases 

resolve without treatment. Flat feet in adults are usually 

permanent as they develop later. Treatment is not required 

in painless, asymptomatic cases that do not cause 

problems. Shoe modifications and soft silicone insoles can 

be used [4]. However, soft silicone insoles are short-lived 

due to their structure. They can also cause hygiene 

problems in long-term use. There are both conservative and 

surgical options for treatment; surgery is the last treatment 
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Flatfoot (pes planus) is a condition characterized by the flattening of the foot’s arch due to the collapse of 

the foot structure or the weakening of the ligaments and muscles that maintain the alignment and curvature 

of the bones and tissues in the foot. If left untreated, flatfoot can lead to calf, knee, hip, and lower back 
pain, as well as postural disorders resulting from foot deterioration. This study presents a transfer learning-

based approach for flatfoot detection from X-ray images using the Dilation filter. The dataset consists of 

402 flatfoot images and 440 control images. Dilation filtering is employed for image preprocessing, 
enhancing the images through this method. After preprocessing, the performance of several transfer 

learning models, including DarkNet19, GoogLeNet, DenseNet-201, ResNet-101, and MobileNetV2, is 

compared. The holdout method was used for performance evaluation. Experimental results demonstrate 
that the DenseNet-201 transfer learning model with Dilation filtering outperforms the others, achieving an 

overall accuracy of 0.9802 and a Cohen’s Kappa value of 0.96. These results indicate that the combination 

of dilation filtering and transfer learning offers an effective solution for automatic flatfoot detection. 
Compared to similar studies in the literature, the DenseNet-201 transfer learning model with Dilation 
filtering exhibits significantly higher accuracy. 
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option. Barefoot walking exercises and other 

recommended activities are widely practiced in the 

treatment of flat feet. While some researchers believe that 

strengthening exercises may not be beneficial when muscle 

weaknesses are unclear, Riccio et al. have shown that 

appropriate rehabilitation exercises can improve the 

effectiveness of pediatric flexible flatfoot therapy [2]. 

Painkillers and anti-inflammatory drugs can be used to 

alleviate pain, but these drugs only relieve symptoms and 

do not eliminate the cause of flatfoot. Obesity is an 

important factor that increases the risk of flatfoot. 

Therefore, weight control and achieving a healthy body 

weight can alleviate the symptoms of flatfoot. If flatfoot is 

severe and does not respond to other treatment methods, 

surgical intervention may be required. Surgical methods 

aim to reconstruct the arch of the foot or correct the foot 

structure. 

Compared to the diagnosis of other orthopedic 

diseases, studies using transfer learning approaches for 

flatfoot detection are more limited. Wang et al. (2019) 

presented an image processing-based method for plantar 

pressure optical sensor image classification using CNN 

rotation invariance LBP (RI-LBP) algorithm, which is a 

local binary pattern method and achieved 82% success [7]. 

Kim et al. (2021) achieved 84.09% success using VGG16 

architecture for flatfoot detection [8]. Jung et al. (2022) 

presented a decision tree-based method that can prescribe 

foot orthotics for flatfoot patients and achieved 80.16% 

success [9]. Lauder et al. (2022) used a Random Forest 

algorithm to evaluate foot collapse in lateral weight-

bearing foot radiographs using a point finder, achieving a 

median point-to-point error of 2.2 mm [10]. Ryu et al. 

(2022) used a cascaded convolutional neural network 

(FlatNet) for deformity diagnosis and improved the mean 

absolute distance X and Y coordinates for the expert 

orthopedic surgeon to 0.87 ± 1.21, 0.69 ± 0.74 and 1.24 ± 

1.31, respectively, and the mean absolute distance X and Y 

coordinates for the general practitioner to 0.74 ± 0.73, 0.57 

± 0.63 and 1.04 ± 0.85, respectively [11]. Ryu et al. (2022) 

achieved a Dice similarity coefficient of 0.964, a Hausdorff 

distance of 1.292 mm, a minimum moment of inertia of 

0.828°, and an ellipsoidal alignment of 1.186° using active 

learning with U-Net-based semantic segmentation for 

flatfoot assessment in the long axis of the tarsal and 

metatarsal bones [12]. Gül et al. (2023) achieved 95.14% 

success using MobileNetV2 architecture for flatfoot 

detection [13]. Alsaidi et al. (2023) achieved 93.13% 

success with CNN and Random Forest algorithm [14]. 

Doğan et al. (2024) achieved 96.80% success in flatfoot 

detection using VGG16 architecture [15]. As yet, the 

development of transfer learning approaches and image 

processing techniques for the automatic detection of 

flatfoot has not been addressed in sufficient depth. In 

transfer learning architectures, high success rates can be 

achieved with image filtering methods. The need for an 

effective detection system for fast and accurate detection 

of such conditions is increasing. 

 

 

In this study, an image filtering technique is applied to 

achieve high performance. The preferred filtering method 

for X-ray images is the dilation filter. Furthermore, the 

performances of transfer learning approaches DarkNet19, 

DenseNet-201, GoogLeNet, MobileNetV2 and ResNet-

101 are analyzed. The main contributions of the study are 

summarized below: 

a) An image processing-based solution using 

transfer learning and image filtering is proposed for flatfoot 

detection from X-ray images. 

b) To determine the best classification performance, 

the performances obtained with transfer learning 

approaches are compared. 

c) The DenseNet-201 transfer learning model with 

Dilation filtering can support experts in detecting flatfoot 

deformity in the early stages and during busy work 

schedules. 

 d) The images were filtered and high accuracy rates 

were obtained with transfer learning methods. 

Materials and Methods 

Proposed Method 

In this study, a solution for flatfoot detection from X-

ray images is developed using transfer learning approaches 

and image preprocessing methods. X-ray images are 

reconstructed in appropriate dimensions for each transfer 

learning technique. These images are preprocessed by 

applying a dilation filter. The success of the model is 

calculated with various evaluation metrics and compared 

between different approaches. The process flow of the 

DenseNet-201 model with Dilation filtering is shown in 

Figure 1. 

Dataset 

In this study, a publicly available dataset was used [13]. 

The flatfoot radiographic images used in this study were 

obtained from radiographic images of patients who came 

to the Radiology Department of Elazığ Fethi Sekin City 

Hospital for routine military health screening or with 

suspicion of flatfoot. The age range of the patients whose 

X-Ray images were obtained was 14-47 years. Images 

were collected after approval from the ethics committee of 

Fırat University, Turkey. There are X-Ray images of 439 

patients in total. The X-ray images in the dataset were 

obtained with a Philips dual detector digital X-ray device 

(65 kV, 6.3 mAs). X-Ray images of 18 patients with poor 

quality and resolution were not used and are not included 

in the dataset. The remaining 842 X-ray images were 

labeled by two expert radiologists by measuring the 

calcaneal tilt angle and completed by a third expert 

radiologist by examining complex specimens. Of the 842 

X-Ray images, 402 were labeled as flatfooted and 440 as 

normal [13]. The training set of 589 images was divided 

into a training set for the training phase and a test set of 253 

images for the testing phase. Figure 2 shows the images in 

the dataset.
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Figure 1. Flowchart illustrating the proposed method

 

    

(i)   (ii)   (iii)   (iv) 

Figure 2. Samples of X-Ray images per label, (i) normal (left), (ii) normal (right), (iii) flatfoot (left), (iv) flatfoot (right) 

 

Holdout Method 

In this study, the holdout method is used, which allows 

the dataset to be divided into two main parts as training and 

test. In the training set, the learning process of the model 

was performed and the model was created. The test set was 

used to assess the performance of the model. 70% of the 

dataset was allocated for training and 30% for test (Table 

1). 

Table 1. Division of data 

 Number 

of Dataset 

Training 

Data 

Test Data 

Normal 440 308 132 

Flatfoot 402 281 121 

Total 842 589 253 

 

Image Preprocessing 

All the images in the dataset were resized and then 

dilation filtering was applied. Dilation is a basic 

morphological operation. It is used to extend the 

boundaries of the region under consideration and to prevent 

the same object from appearing as two separate objects by 

thinly dividing it with a noise. It performs a pixel layer 

addition to both the inner and outer boundaries of the 

regions in the image. The output pixel value is set as the 

highest value of its neighboring pixels. In a binary image, 

a pixel is set to 1 if any of its neighbors has a value of 1. 

Morphological magnification makes objects more distinct 

and fills in small gaps. Figure 3 shows the images without 

and with image preprocessing. 

 

   

   (v)      (vi)   

   

         (vii)           (viii) 

Figure 3. Examples of image X-Ray images per label, (i) 

normal, (ii) normal (with image preprocessing), (iii) 

flatfoot, (iv) flatfoot (with image preprocessing) 
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Transfer Learning Approaches 

DarkNet-19 

The DarkNet19 architecture has been proposed as a 

classification model based on the YOLOv2 model [16]. 

Similar to the VGG model, 3x3 convolution filters are used 

and the number of filters is doubled after each maximum 

pooling layer. In the classification layer, a convolution 

filter of size 1x1 is applied between the average pooling 

and the 3x3 convolution layer to make features more 

salient. DarkNet19 has a structure with 19 convolution 

layers and five maximum pooling layers [17]. Since the 

input size of the DarkNet-19 architecture is 256x256, the 

flatfoot images were resized. Figure 4 shows the DarkNet-

19 architecture. 

 

Figure 4. DarkNet-19 architecture [18] 

DenseNet-201 

DenseNet integrates all layers to create an efficient and 

deep model. It is very similar to ResNet, but with some 

important differences [19]. DenseNet is similar to ResNet 

in the sense that each layer feeds the next layer. Thanks to 

these feed-forward connections, the number of layers is 

increased from L to L (L + 1)/2 [20]. The input of each 

layer contains the feature maps for all previous levels. 

DenseNet has many advantages, such as the ability to 

resolve vanishing gradients [21]. Since the input size of the 

DenseNet-201 architecture is 224x224, the flatfoot images 

were resized. Figure 5 shows the DenseNet-201 

architecture. 

 

Figure 5. DenseNet-201 architecture [22] 

GoogLeNet 

2014 winner of the ILSVRC competition. GoogLeNet 

architecture uses methods such as 1x1 convolution and 

global average pooling. These methods enable the creation 

of a deep architecture. Therefore, the GoogLeNet 

architecture is different from other architectures. 

GoogLeNet is a complex structure due to its initial 

modules. The initialization module is a small initialization 

module that helps to limit the scale of parameters and 

model complexity. of a few evolved nuclei. [23]. Since the 

input size of the GoogLeNet architecture is 224x224, the 

flatfoot images were resized. Figure 6 shows the 

GoogLeNet architecture. 

 

Figure 6. GoogLeNet architecture [24] 

MobileNetV2 

MobileNetV2 architecture is an architecture with 

flexibility and scalability capabilities. It can also achieve 

lightweight, high-performance capabilities without 

sacrificing accuracy and generalizability. The 

MobileNetV2 architecture consists of inverted residual 

structures, fully connected layers, stacked convolutional 

layers, pooling layers and other basic network structures 

[25]. Since the input size of the MobileNetV2 architecture 

is 224x224, the flatfoot images were resized. Figure 7 

shows the MobileNetV2 architecture. 

 

Figure 7. MobileNetV2 architecture [26] 

ResNet-101 

ResNet-101 consists of 101 layers is made up of. This 

network contains more than 1 million images Pre-trained 

on the ImageNet database. Education process, computers, 

printers, and various more than 1000 different classes such 

as animal species and more to have the ability to recognize. 

[27]. In the 2015 ILSVRC competition, it achieved a high 

degree of accuracy and won a great success [28]. ResNet is 

one of the pioneering algorithms in incorporating batch 

normalization. [29]. Since the input size of the ResNet-101 

architecture is 224x224, the flatfoot images were resized. 

Figure 8 shows the ResNet-101 architecture. 



DUJE (Dicle University Journal of Engineering) 16:1 (2025) Page 115-123 

 

119 
 

 

Figure 8. ResNet-101 architecture [30] 

Performance Evaluation Metrics 

Various evaluation metrics are used to evaluate the 

accuracy of models created by classification algorithms 

and to determine which model performs better. These 

metrics are usually derived from a table called the 

confusion matrix [31]. The confusion matrix contains four 

basic values: false negative (FN), false positive (FP), true 

positive (TP), and true negative (TN). It also shows the 

number of correct or incorrect predictions of the 

classification results [32]. Metrics commonly used to 

measure model performance include specificity, precision, 

sensitivity, overall accuracy, Matthews Correlation 

Coefficient (MCC), F1 measure, and Cohen’s kappa 

statistic [33, 34]. 

𝑂𝑣𝑒𝑟𝑎𝑙𝑙 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 

    (1) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
   (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
       (3) 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  
2 × 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
     (4) 

𝑀𝐶𝐶

=  
(𝑇𝑁 × 𝑇𝑃) − (𝐹𝑃 × 𝐹𝑁)

√
(𝑇𝑁 + 𝐹𝑁) × (𝐹𝑃 + 𝑇𝑃) ×  (𝑇𝑁 + 𝐹𝑃)

× (𝐹𝑁 + 𝑇𝑃) 

 
    (5) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
     (6) 

The kappa statistic is a statistical calculation commonly 

used to determine the agreement between values. It was 

developed to measure the level of agreement between two 

different values when analyzing classification results. One 

of the most important advantages of Kappa is that it is very 

simple to calculate and its results can be easily interpreted. 

In addition, the most important feature is that the 

agreement can be evaluated by removing the effect of 

chance [35]. The mathematical formulas of Cohen's Kappa 

statistic are given below [36]: 

𝑃0 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁
 

 
 

𝑃𝑐1 =
(𝑇𝑃 + 𝐹𝑁) × (𝑇𝑃 + 𝐹𝑃)

[𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁]2
 

 
 

𝑃𝑐0 =
(𝐹𝑃 + 𝑇𝑁) × (𝐹𝑁 + 𝑇𝑁)

[𝑇𝑃 + 𝐹𝑁 + 𝐹𝑃 + 𝑇𝑁]2
 

 
 

𝑃𝑒 = 𝑃𝑐1 + 𝑃𝑐0 
 

𝐶𝑜ℎ𝑒𝑛′𝑠 𝐾𝑎𝑝𝑝𝑎 =
𝑃0 − 𝑃𝑒

1 − 𝑃𝑒
 (7) 

 

 The Kappa statistic of over 0.4 shows an acceptable fit, 

a value from 0.6 to 0.8 shows a significant fit, and a value 

between 0.8 and 1 shows a perfect fit. 

Experimental Results and Discussion 

In this study, the dataset contains radiographic images 

of individuals with flatfoot deformity and control group. X-

Ray images were obtained from patients who came to the 

Radiology Department of Elazığ Fethi Sekin City Hospital 

for routine military health screening or with suspected 

flatfoot [7]. Transfer learning models were used to help 

detect this deformity. A total of 842 radiographic images 

were used in the study, 440 control images and 402 flatfoot 

images. The flatfoot images were resized to align with the 

input sizes of the transfer learning models. Dilatation filter, 

an image preprocessing method, was performed to resize 

images. The hyperparameters used for flatfoot detection 

are: maximum epochs 60, optimizer stochastic gradient 

descent with momentum (sgdm), initial learning rate 0.001, 

mini batch size 16, each epoch shuffle, bias learning rate 

factor 20, and weight learning rate factor 20. The confusion 

charts obtained from the experiments are shown in Figure 

9. 
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Figure 9. Confusion charts

Table 2. Confusion matrix-based performance metrics values and Cohen's kappa statistic values of transfer learning 

architectures 

Models Recall Specificity Precision F1 measure MCC Overall 

Accuracy 

Cohen’s 

Kappa 

DarkNet-19 0.9565 1.0 1.0 0.9778 0.9535 0.9763 0.952 

DenseNet-201 0.9847 0.9754 0.9773 0.9810 0.9604 0.9802 0.96 

GoogLeNet 0.9565 1.0 1.0 0.9778 0.9535 0.9763 0.952 

ResNet-101 0.9692 0.9512 0.9545 0.9618 0.9210 0.9605 0.921 

MobileNetV2 0.9429 1.0 1.0 0.9706 0.9384 0.9684 0.936 

The comparison of transfer learning approaches was 

carried out in MATLAB environment. All transfer 

learning approaches were evaluated using the same 

hyperparameter values. After the training and testing 

processes were completed, confusion matrices were 

obtained for each transfer learning approach. These 

matrices enable the calculation of different metrics and 

a detailed analysis of model accuracy by process. Table 

2 show the performance metric values obtained from the 

transfer learning approaches. 

The calculated performance evaluation metrics of 

the confusion matrices obtained were compared with the 

performances of the transfer learning models. When the 

values of the calculated performance evaluation metrics 

are close to 1, it shows that the fit of the model is high. 

It can be seen in Table 2 that the transfer learning model 

with the best performance is the DenseNet-201. 0.9847 

sensitivity, 0.9754 specificity, 0.9773 precision, 0.9604 

MCC, 0.9802 overall accuracy and 0.96 Cohen's kappa 

statistic values are the results of the model. 

The performance rate of the DenseNet-201 model 

with Dilation filtering and the performance rates of 

previous studies in the literature are shown in Table 3. 

Considering the results obtained in relevant studies with 

the datasets used in the study, Wang et al. obtained 82% 

accuracy using local binary pattern and CNN [7]. Kim 

et al. obtained 84.09% accuracy using data 

augmentation and VGG16 architecture [8]. Jung et al. 

achieved 80.16% accuracy using decision tree method 

[9]. Gül et al. obtained 95.14% accuracy using data 

augmentation, image resizing and MobileNetV2 

architecture [13]. Alsaidi et al. achieved 93.13% 

accuracy by adding filler, resizing images and using 

random forest algorithm [14]. Doğan et al. obtained 

96.80% accuracy using data augmentation, image 

resizing and VGG-16 architecture [15]. In the 

DenseNet-201 model with Dilation filtering, a 98.02% 

accuracy rate was achieved on the DenseNet-201 

architecture by adopting a different approach than the 

transfer learning approaches and image preprocessing 

methods used in previous studies.
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Table 3. A comparative analysis of relevant studies 

 

Conclusion 

In this study, a method for detecting flatfoot 

deformity using flatfoot X-ray images containing 2 

different classes, control and flatfoot, is proposed. In this 

method, flatfoot X-ray images are resized for each 

transfer learning architecture. Dilatation filtering, an 

image preprocessing method, is applied to the resized 

images. The performances of images with dilation filter 

applied as image preprocessing method are compared 

between transfer learning approaches. DarkNet-19, 

GoogLeNet, DenseNet-201, ResNet-101, and 

MobileNetV2 were used as transfer learning 

architectures. Recall, specificity, overall accuracy, F1 

measure, MCC, and Cohen's Kappa statistic were used. 

The highest performing architecture among the transfer 

learning approaches was DenseNet-201 with an overall 

accuracy of 0.9802 and Cohen's Kappa statistic of 0.96. 

This study presents a method that can support experts in 

the early detection of flatfoot deformity in busy work 

schedules. Experimental results show that the 

DenseNet-201 model with Dilation filtering 

outperforms previous works by using different image 

processing techniques and transfer learning approaches. 

This approach provides an effective solution for 

automatic detection of flatfoot deformity. 
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