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ABSTRACT: The term "deepfake," derived from the words "deep" and "fake," refers to highly realis8c and 
decep8ve content designed to manipulate percep8on. Deepfake content, powered by ar8ficial intelligence, 
poses a threat when integrated with digital culture, enabling illegal ac8vi8es by altering the faces and voices 
of well-known individuals. This study was conducted to examine social media-mediated deepfake fraud in 
Türkiye. Facebook and Instagram were scanned using four different accounts over a sixteen-month period, 
resul8ng in the collec8on of fiEy-six deepfake videos. It was found that these videos featured significant 
poli8cal figures, scien8sts, ar8sts, journalists, and businesspeople, all of which were fraudulent. It was 
observed that Lip-Sync (m = 0.75) was the primary model used in video produc8on, followed by Text-to-
Speech (m = 0.18) and a combina8on of Lip-Sync & Text-to-Speech (m = 0.5). The group with the highest 
number of deepfake videos consisted of businesspeople (m = 0.35), followed by poli8cal figures (m = 0.33), 
scien8sts (m = 0.14), journalists (m = 0.12), and ar8sts (m = 0.03). Deepfake videos featuring Ali Koç, Ekrem 
İmamoğlu, Emine Erdoğan, Hakan Fidan, and Murat Ülker, selected based on their Lip-Sync performance, 
were analysed using Deepware, and the detec8on architecture was found to be insufficient. This study 
employed a mixed-method approach, incorpora8ng thema8c analysis and quan8ta8ve data, with frequency 
distribu8ons generated using IBM SPSS Sta8s8cs 22.0. In light of the findings, sugges8ons for preven8ng 
vic8misa8on are presented. 
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Öz: “Derin” ve “sahte” kelimelerinin birleşimiyle oluşan deepfake kavramı manipüla8f, hiper-gerçekçi 
içerikleri tanımlamak için kullanılmaktadır. Yapay zeka teknolojisine dayanan deepfake içerikler, dijital 
kültürün olanakları ile bütünleş8ğinde tehdit oluşturmakta, ünlü kişilerin yüzleri-konuşmaları değiş8rilerek 
yasa dışı faaliyetler yürütülmektedir. Çalışma, Türkiye’de sosyal medya aracılı deepfake dolandırıcılığını 
incelemek amacıyla gerçekleş8rilmiş8r. Facebook ve Instagram plajormları on alk aylık bir süre boyunca 
dört farklı hesapla taranmış, elli alk deepfake video elde edilmiş8r. Elde edilen videoların Türkiye’nin önemli 
siyasi figürleri, bilim insanları, sanatçıları, gazetecileri-spikerleri, iş insanlarını içerdiği ve tümünün 
dolandırıcılık faaliye8 içerdiği saptanmışkr. Videoların üre8minde öncelikli modelin Lip-Sync (m = 0.75) 
olduğu, bu modeli Text-to-speech (m = 0.18), Lip-Sync & Text-to-speech (m = 0.5) modellerinin takip enği 
görülmüştür. En çok deepfake videoya sahip grup iş insanları (m = 0.35) olmuş, bu grubu siyasi figürler (m = 
0.33), bilim insanları (m = 0.14), gazeteciler-spikerler (m = 0.12), sanatçılar (m = 0.03) takip etmiş8r.  Lip-
Sync performansına dayanarak seçilen; Ali Koç, Ekrem İmamoğlu, Emine Erdoğan, Hakan Fidan ve Murat 
Ülker’in deepfake videoları Deepware ile analiz edilmiş, tespit mimarisinin yetersiz kaldığı görülmüştür. 
Tema8k analiz yöntemini ve nicel verileri karma biçimde kullanan araşkrmada, frekans dağılımları IBM SPSS 
Sta8s8cs 22.0 programıyla oluşturulmuştur. Elde edilen bulgular ışığında, mağduriyetlerin önlenmesine 
yönelik öneriler sunulmuştur. 
 

Anahtar Kelimeler: Yapay Zeka, Deepfake, Dijital Kültür, Sosyal medya, Yeni İle$şim Teknolojileri. 
 
INTRODUCTION 
Humanity has produced tools to fulfill its current tasks throughout the ages, and these 
skills and discoveries have enabled humanity to be the victor of the earth. The 
knowledge learned has been transferred from generaAon to generaAon, developed 
and used in new producAon pracAces. The adventure of arAficial intelligence, which 
started with the quesAon ‘Can machines think?’, has turned into a structure that will 
change daily life pracAces and affect business and producAon models all over the 
world in the 21st century. 
 

Just like the development of human knowledge, arAficial intelligence 
technologies, which have their origins in neuroscience and the discovery of neural 
networks, have undergone similar learning processes. The ability of machines to learn 
and make their own decisions has meant the realisaAon of complex tasks by handing 
them over to machines and thus a global digital transformaAon. These innovaAons 
have impacted not only science and technology but also art. 
 

Researchers focusing on the subject and addressing it under the umbrella of 
social sciences have stated that these transformaAon processes will lead to major 
social transformaAons, and that the combinaAon of arAficial intelligence technologies 
with the dominance of the Internet and social networks may also have dangerous 
consequences. The concept known as deepfake, which emerged from the combinaAon 
of the words deep and fake, has been instrumental in creaAng hyper-realisAc images 
as if a person has performed an acAon that he did not perform or said a word that he 
did not say. While only large-scale film-series producAons could access similar 
technology expressed as Computer-generated imagery (CGI) in the recent past, 
technological transformaAon and mobilisaAon have enabled all users to do this. This 
has created a new form of misuse of arAficial intelligence, making socieAes vulnerable 
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to disinformaAon and manipulaAon. The fact that these videos reach large masses 
through social media tools and sponsored adverAsements has required researchers, 
especially in the field of communicaAon sciences, to focus on the subject. The dynamic 
nature of communicaAon sciences has made it possible to offer soluAons to many 
issues addressed under it. This study was conducted to determine the trends of 
deepfake videos in Turkey and to draw aTenAon to the misuse of arAficial intelligence 
for fraudulent purposes. 

 
The aim was to reach over fiUy deepfake fraud videos to achieve meaningful 

classificaAon. In this process, audio deepfake videos were frequently encountered as 
well but were not included in the sample. An effort was made to reach video deepfake 
content with a higher potenAal to impact society. This process spanned sixteen 
months from the start of the research. Once fiUy-six videos were accessed, the study 
was concluded, and the examinaAon phase commenced. 

 
For this purpose, between 17 August 2023 and 17 December 2024, Facebook 

and Instagram pla\orms were scanned through four different user profiles, fiUy-six 
deepfake videos were obtained and classified according to producAon models. The 
five deepfake videos with the best performance were uploaded to Deepware deepfake 
detecAon soUware, which is built on important arAficial intelligence architectures. All 
findings were interpreted from the perspecAve of communicaAon sciences and the 
results were compiled. 
 
1. Ar7ficial Intelligence and Deepfake Manipula7on 
In the 17th century, René Descartes argued that the way to disAnguish a human from 
a machine was to see if he could hold a raAonal conversaAon ‘as even the most stupid 
men can do’. The journey of arAficial intelligence, which started with Turing's quesAon 
‘Can machines think?’ in 1950 and conAnued with the Turing Test, has turned into one 
of the most important technological breakthroughs of the 21st century. Turing's 
CompuAng machinery and intelligence work has ideas beyond its Ame and offers 
predicAons about future possibiliAes. According to Turing, in the future, machines 
would have unlimited computer memory, ‘free will’ to respond, soUware that could 
update itself, human-like learning abiliAes, and they would surprise us by exhibiAng 
human-like behaviour. Just as Turing said, it happened and machines gained the ability 
to learn and make decisions (Epstein, 2009; Turing, 1950; Turing, 2009; Dennet, 2009).   
 

Throughout the ages, people have used tools to perform various tasks in a 
simpler way. The creaAvity of the human brain enabled the invenAon of different 
machines to fulfill tasks. These machines made human life easier by enabling people 
to fulfill various vital needs. Humanity has developed machines, and today machines 
have started to help to produce machines. According to Arthur Samuel, who is famous 
for his checkers playing programme, machine learning is defined as the field of study 
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that gives computers the ability to learn without being explicitly programmed. This 
process actually means introducing machines to how they can be more efficient. 
Machine learning (ML) is the scienAfic nomenclature for the algorithms and staAsAcal 
models that computer systems use to perform an operaAon. The main characterisAc 
of the revoluAon created by machine learning is that an algorithm can do its job 
automaAcally aUer learning what to do with the data (Mahesh, 2020, p. 381). 
 

While this situaAon means that machines have gained the ability to learn, it 
has meant an innovaAon that humanity has never encountered before. Breakthroughs 
in the field of machine learning (ML), the development of learning algorithms, and the 
ability to perform certain tasks without programming have paved the way for the rise 
of arAficial intelligence (AI) applicaAons (Gunning et al., 2019). Following these 
developments, the Dartmouth Conference in 1956 resulted in the adopAon of the 
concept of ‘arAficial intelligence’ to express these technologies and the conceptual 
foundaAons of this technology were laid. 
 

The concept of arAficial intelligence, which aTracts aTenAon in the scienAfic 
field and is at the center of many current researches, has become one of the most 
important technologies of the 21st century and has penetrated into various fields. 
Oxford DicAonary (2023) defines the concept of arAficial intelligence as ‘The capacity 
of computers or other machines to exhibit or simulate intelligent behaviour’. 
Researchers working in the field have also expressed arAficial intelligence technologies 
as an effort to create machines that mimic human intelligence and have the capacity 
to learn and respond. The fact that machines can perform abiliAes such as 
understanding, learning and decision-making, which were unique to humans in the 
recent past, has undoubtedly caused a great resonance in the fields of science and 
technology (Mondal, 2020; Goodfellow et al., 2016; Letheren et al., 2020). 
 

The rise of arAficial intelligence technologies has led to an exponenAal 
increase in the importance of machine learning and big data-based research. There is 
no doubt that this technology will have a significant impact on humanity and mediate 
sociological transformaAons. For this reason, studies on arAficial intelligence 
technologies should be carried out in the field of social sciences in order to predict 
what the field will mean socially. 
 

The global dominance of digital culture and the power of screens are 
increasing, and informaAon can be created, transmiTed and read even faster over 
Ame. While this situaAon increases access to various opportuniAes, it also poses 
threats from Ame to Ame. Recent developments in the field of arAficial intelligence 
(AI) have a strong impact on important areas such as society, economy and culture. 
While arAficial intelligence technologies are considered a revoluAonary development 
today, they force business and life pracAces to transform and become a part of digital 
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culture due to their ability to be integrated into various applicaAon areas (Chesney & 
Citron, 2019a; Karnouskos, 2020, p. 138).   
 

The persuasiveness of the visual and its ability to provide the closest 
depicAon of reality through screens has been menAoned many Ames. However, sAll 
frames are not as convincing as a hyper-realisAc video recording of any event. 
Developments in arAficial intelligence technologies are transforming tradiAonal 
business models and at the same Ame bringing ethical debates with their negaAve 
uses.  The ease of video producAon offered by mobile technologies, combined with 
social media pla\orms that someAmes allow malicious content to be shared and 
consumed, turns into a social problem. Especially when these videos are produced in 
a hyper-realisAc manner within minutes and presented to the public, they pose a 
greater threat.  The term ‘deepfake’, which is a combinaAon of the terms ‘deep 
learning’ and ‘fake’, is used to describe videos produced by soUware that can also 
change the original voice or facial expressions in an image or video (Chadha et al., 
2021, p. 557; Westerlund, 2019, p. 39; Söğütlüler, 2024). Thanks to the rise of 
‘deepfakes’, it has become easier than ever to pretend that someone said or did 
something they did not say or do (Citron, 2018; Chesney & Citron, 2019b). This 
soUware is highly accessible and user-friendly, which in turn raises significant ethical 
concerns. Various websites and mobile applicaAons, such as DeepFaceLab, Faceswap, 
Reface, FaceApp, and Avatarify, are used for deepfake video producAon. Some of these 
soUware programs are open source, allowing users to train the system simultaneously. 
 

In the recent past, big budget producAons had access to this technology, 
which was in the hands of major film studios within Hollywood, and these images or 
effects were called ‘Computer-generated imagery (CGI)’. As with other technologies, 
fast processors, high-performance graphics cards and qualified algorithms have made 
this technology accessible to everyone (Maras & Alexandrou, 2019). Today, anyone can 
download deepfake applicaAons or produce deepfake content in minutes with online 
applicaAons. Hyper-realisAc videos that show someone as if they have done an acAon 
they have not done or said a word they have not said can quickly meet with the society 
by taking the distribuAon power of social media behind them. 
 

As can be seen in the case of Deepfake, one of the unusual aspects of the field 
of arAficial intelligence (AI) is that its nature and effects are very difficult to define. 
Having a basic understanding of the nature of the arAficial is closely related to a focus 
on the human mind and neuroscience (Fetzer, 1990). Deepfake media produced with 
arAficial intelligence (AI) technologies, which are based on neuroscience and the 
discovery of neural networks, are based on arAficial neural network architectures that 
use deep learning methods such as GeneraAve Adversarial Networks (GANs), 
VariaAonal Autoencoders (VAEs) and ConvoluAonal Neural Networks (CNNs), Long 
short-term memory (LSTM), Recurrent neural network (RNN). One of the most 
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common of these is GeneraAve Adversarial Networks (GANs) (Pei et al., 2024). 
GeneraAve Adversarial Networks (GANs) comprise a model that consists of both 
generaAve and discriminaAve neural networks. While this model generates deepfake 
content, it simultaneously verifies its authenAcity by passing it through its own 
filtering mechanism. This process enables the generaAon of highly realisAc deepfake 
videos. VariaAonal Autoencoders (VAEs) encode data by compressing it into a lower-
dimensional representaAon and subsequently decode it to generate new variaAons of 
the original input. ConvoluAonal Neural Networks (CNNs) uAlise convoluAonal 
operaAons to analyse visual data, extract characterisAc features from videos, and 
apply them to the creaAon of manipulated content. Long Short-Term Memory (LSTM), 
an advanced variant of Recurrent Neural Networks (RNNs), facilitates speech synthesis 
to enhance the synchronisaAon between visual and auditory components (Goodfellow 
et al., 2014; Hinton et al., 2012;  Tolosana et al., 2020; Goodfellow et al., 2016; 
Hochreiter & Schmidhuber, 1997; Lin et al., 2022). 
 

GeneraAve Adversarial Networks are a type of arAficial intelligence algorithm 
designed to solve modelling problems and generate new media. Although other 
generaAve models based on deep learning are also common, GANs are among the 
most successful generaAve models (especially in terms of their ability to produce 
realisAc high-resoluAon images). The main goal of GANs is to predict the structure of 
real data samples and generate new samples from this distribuAon. Since their 
incepAon, GANs have been widely studied for their performance in applicaAons such 
as image generaAon, speech and language processing. In the field of social sciences, 
the manipulaAve aspects of deepfake media have been examined in frameworks such 
as technology theory (Goodfellow et al., 2020, p. 139; Creswell et al., 2018, p. 53; 
Wang et al., 2017, p. 588; Kwok & Koh, 2020, p. 1798; Ahmed, 2021). 
 

The rapid use of Internet technology has become widespread, and this 
situaAon has brought rights and security violaAons along with opportuniAes. Although 
organisaAons and providers have started to take cyber security measures, they have 
not been fully successful (Vurgun & Akpınar, 2020).  A large number of deepfake 
videos, mostly targeAng celebriAes or poliAcians, have been produced on the internet 
or social media applicaAons, causing negaAve social impacts. This media content has 
oUen been used to damage the reputaAon of celebriAes, poliAcal figures or to 
manipulate public opinion. For example, when American actor Jordan Peele made 
former US President Barack Obama say the phrase ‘President Trump is a complete 
idiot’ and the video looked almost as realisAc as if it was actually coming from Obama's 
mouth, the world paid aTenAon to the issue. Although deepfake algorithms have no 
good or bad qualiAes, there is a percepAon that this technology is mostly used for 
negaAve purposes. According to the Sensity report, more than 96 per cent of 
deepfakes are obscene and most of the vicAms are ciAzens of the United Kingdom, the 
United States, Canada, India and South Korea. Deepfake crimes and scams are 
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increasing day by day and there are thousands of vicAms. ScienAfic studies on 
deepfake media manipulaAon have also been conducted and reported significant 
results. Some studies have stated that deepfake media can distort individual or 
community memory of public events (Yu et al., 2021, p. 607; Murphy & Flynn, 2022, 
p. 112; Raza et al., 2022, p. 9820; Gupta et al., 2020, p. 519; Lucas, 2022). 
 

In Türkiye, it is possible to see the negaAve use of deepfake media content 
and the vicAmisaAon arising from this situaAon. For example, Birgül Güden, a resident 
of Balıkesir, believed the fake investment adverAsement she saw on her social media 
account, which used arAficial intelligence and the voices of famous names, and was 
defrauded of 650,000 TL. The fraudsters who reached Birgül Gülden through the social 
media post stated that they were calling from the investment company named Global 
Gold Elite and transferred 650,000 TL to their accounts (Sözcü, 2024). 
 

Deepfake media are categorised according to their content. In the most 
general terms, these categories are face and body swapping, voice swapping, text-to-
speak, face-swapping, face-morphing, lip-syncing. Deep learning methods are used to 
extract facial features from the input face and then transfer them to the generated 
face. While the face in a video can be replaced with another person, the remaining 
original scene content and the original facial expression are preserved. These methods 
usually perform their operaAons using GAN and CNN (Chen et al, 2019; Dolhansky et 
al., 2019; Chadha et al., 2021). Although studies in the field have tended to categorise 
deepfake media producAon methods into two main categories, the boundaries of 
producAon have gradually expanded. Although research on this topic dates back to 
2017, the development of algorithms is thought to date back to 2006 (Zhang, 2022; Yu 
et al., 2021, p. 608-609). These techniques have been frequently used for 
categorisaAon in the academic literature. The producAon models presented below by 
Chadha, Kumar, Kashyap and Gupta (2021) are important in terms of showing the 
techniques in deepfake producAon. 
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Table 1: Deepfake produc7on models 

Deepfake Types Method & 
Descrip7on 

Example Applica7on 

Photograph 
Deepfake 

Face and Body 
Swapping: 
Altering a person's 
face and body by 
blending features 

A mobile applica6on 
using aging filters 

Customers can 
virtually try on 
clothing and 
cosme6cs before 
purchasing 

Audio Deepfake Voice Swapping: 
Replacing a person’s 
voice with another 
individual’s voice 

Used to deceive 
a manager by 
mimicking a CEO’s 
voice, leading to a 
$243,000 transfer 

Mimicking 
professional speakers 
for audiobooks 

Text-to-Speech: 
Conver6ng wriIen 
text into audio 

A controversial 
recording was 
generated using 
Jordan B. Peterson’s 
voice 

Used in the film 
industry to correct 
mispronuncia6ons 

Video Deepfake Face-Swapping: 
Replacing an original 
face with another 
face 

In Fast & 
Furious, Paul 
Walker’s face was 
swapped with his 
brother’s 

Swapping an actor’s 
face with a stunt 
performer to ensure 
safety 

Face-Morphing: 
Altering a face 
through seamless 
morphing transi6ons 

Saturday Night 
Live star Bill Hader 
seamlessly morphs 
into Arnold 
Schwarzenegger on a 
talk show 

In video games, 
players can apply their 
own faces to avatars 

Audio and 
Video Deepfake 

Lip-Syncing: 
Synchronising mouth 
movements with 
audio while 
mimicking the voice 

You Won’t 
Believe What Obama 
Says in This Video is 
a notable example 

Adver6sements and 
instruc6onal videos 
can be translated into 
different languages 
without re-shoo6ng 

Source: Chadha et al., 2021 
 

In recent years, rapid progress in the fields of arAficial intelligence and 
machine learning has created a variety of tools that have been put into use to 
manipulate media content or produce unrealisAc media. Although deepfake 
technology has been used for legiAmate purposes such as entertainment and 
educaAon, malicious users have started to use these videos for illegal purposes. High-
quality fake videos, images or sounds have been produced for purposes such as 
spreading misinformaAon and poliAcal messages, fuelling discord and hatred, 
harassing, defrauding, and blackmailing people. At the same Ame, the faces of 
individuals have been replaced with faces from various obscene content and circulated 
on the Internet without the consent of the persons concerned. The existence of this 
technology undermines the trust in video evidence and negaAvely affects the value of 
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evidence in judicial processes (Maras & Axandrou, 2019, p. 255; Rana et al., 2022, p. 
25494; Shao et al., 2022; Koopman et al., 2028). 
 

Various approaches have been proposed in the literature to deal with these 
problems, and global companies such as MicrosoU and Intel have announced that they 
have developed their own soUware to intervene in this situaAon (Ho, 2024; Intel, 2022; 
Rana et al., 2022, p. 25494). Although global technology giants have taken up the 
issue, studies on its detecAon have not been carried out sufficiently. This situaAon 
leads people who believe in deepfake media content to difficult situaAons. 
 
2. Current Developments in Detec7on of Deepfake Media 
Recent advances in digital technologies have significantly increased the capacity to 
produce realisAc images and videos using advanced computer graphics and arAficial 
intelligence algorithms. Deepfake video producAon soUware offers the potenAal to 
produce videos that are not real but are of high quality, paving the way for negaAve 
uses. New technologies that make it increasingly difficult to disAnguish between real 
and fake media content have enabled the use of arAficial intelligence (AI) to produce 
hyper-realisAc videos showing a person saying and doing things that never happened. 
Coupled with the speed of social media, persuasive deepfakes have the potenAal to 
quickly reach millions of people and have a negaAve impact on socieAes (Chadha et 
al., 2021, p. 557; Westerlund, 2019, p. 39; Güera & Delp, 2018; Naitali et al., 2023; 
Kumar & Sharma, 2023, p. 2153). This increase in the number and quality of deepfake 
videos requires the development of reliable detecAon systems that can automaAcally 
warn users about the unauthenAcity of such content on social media and the internet. 
While recently rapidly developed algorithms and soUware make it possible to produce 
deepfake videos even with mobile devices, automaAc systems developed for the 
detecAon of fake videos sAll do not achieve great success (Bondi et al., 2020; Ab-
Khazraji et al., 2023, p. 429; Pashine et al., 2021; Allen et al., 2024; Ahmed et al., 2022). 
Although this is the case, detecAon technologies are rapidly developing to prevent the 
potenAal misuse of deepfakes, and research on their detecAon is increasingly being 
conducted. 
 

ConvoluAonal Neural Networks (CNNs), Recurrent Neural Networks (RNNs), 
Long Short-Term Memory (LSTM), XcepAonNet, GeneraAve Adversarial Networks 
(GANs) models are prominent in deepfake detecAon (Kaur et al., 2024). These models 
primarily focus on analysing anomalies in images, inconsistencies with physical reality, 
voice-mouth synchronisaAon issues, loss of clarity—such as the noAceable blur 
present in many deepfake videos—and logical inconsistencies (Kaur et al., 2024; 
Tolosana et al., 2020; Goodfellow et al., 2016). The models rely on deep learning 
methods, especially GANs, to generate realisAc deepfake media. GeneraAve 
Adversarial Networks can also be used in the detecAon of deepfake media as they 
carry the traces of the generated models (Yu et al., 2018).These detectors use trained 
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arAficial neural networks to detect various inconsistencies and unrealiAes in video 
content (Aggarwal et al., 2021). 
 

Although the number of academic research on the subject is small, the 
detecAon of deepfake videos has been discussed in recent scienAfic publicaAons, and 
studies have been carried out to examine what the benefits and threats of deepfake 
technology are, which deepfake examples exist, and how deepfakes can be combated. 
The research conducted by Westerlund (2019) analysed 84 publicly available online 
news arAcles and stated that although deepfakes are a significant threat to society, the 
poliAcal system and the business world, they can be prevented in various ways. The 
researcher stated that they can be combated through legal regulaAon, insAtuAonal 
policies, voluntary acAon plans, educaAon and training, as well as the development of 
detecAon soUware and content verificaAon systems. Touching on an important issue 
regarding deepfake content, the study reported that the opening of new business 
areas in the field of cyber security and arAficial intelligence will have posiAve effects 
on video detecAon. 
 

The research conducted by Chadha et al. (2021 p. 557) discussed deepfake 
types, deepfake creaAon and detecAon methods, and created a framework about the 
current situaAon. The research conducted by Rana et al. (2022) systemaAcally 
examined the current studies on deepfake media content detecAon. Analysing 112 
relevant arAcles presenAng various methodologies from 2018 to 2020, the researchers 
idenAfied four different main categories. These categories were deep learning-based 
techniques, classical machine learning-based methods, staAsAcal techniques, and 
blockchain-based techniques. They evaluated the capabiliAes of detecAon methods by 
uAlising different data and concluded that deep learning-based methods perform 
beTer than other methods in detecAng deepfake content.  According to Zhang (2022, 
p. 6259), recent developments in deepfake producAon have made the content 
produced more realisAc and easier to produce. This situaAon has become a threat to 
important elements such as naAonal security, democracy, society and privacy. In order 
to combat potenAal threats, deepfake detecAon methods should be developed and 
aTenAon should be paid to this field, and analysing these videos under various 
classificaAons makes it easier to combat them. The researcher evaluated the 
capabiliAes of detecAon methods by uAlising different data and concluded that deep 
learning based methods outperform other methods in detecAng deepfake content.   
 

According to Zhang (2022, p. 6259), in order to combat potenAal threats, it is 
necessary to develop deepfake detecAon methods and give importance to this field, 
and analysing these videos under various classificaAons makes it easier to combat 
them. It is possible to classify exisAng deepfake creaAon and detecAon methods. In 
addiAon, deepfake media content can be divided into four types according to their 
types: audio video, silent video, audio and image. ExisAng deepfake research and 
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applicaAons mainly focus on models that can produce highly realisAc fake images with 
facial hairstyle, gender, age and other features. 
 

Deepfake images and videos have some unique features that can be 
disAnguished from real images and videos. These features can be categorised as 
biometric features, model features and media features. Biometric features primarily 
use cues such as eye blinking, lip synchronisaAon, facial and head movements, head 
pose, colour, texture, shape. Studies have shown that in deepfake videos, elements 
such as eye blink paTerns, eyebrow movements, lip synchronisaAon, facial geometry, 
head posiAon, nose width, eye distance, chin height, etc. do not match the reality and 
can be detected from here. Some studies have stated that deepfake techniques do not 
take into account the ears by only dealing with the facial structure and that it would 
be more accurate to focus on the ears (Zhang, 2022, p. 6264; Li et al., 2018; Pan & 
Yang, 2010; Wang, 2020; Korshunov & Marcel, 2018; Zhao, 2020; Montserrat et al., 
2020; Jung et al., 2020, p. 83144; Agarwal & Farid, 2021, p. 981). 
 

Studies on deepfake media content have also been carried out in Türkiye, and 
scienAsts have rapidly started to conduct research on the subject. These studies 
include deepfake videos and their impact on the audience (Çil, 2023, p. 173), poliAcal 
deepfake content as an element of visual disinformaAon (Karakoç & Zeybek, 2022), 
examinaAon of discussions about deepfake in Turkish Reddit post (Tulga, 2024), 
deepfake applicaAons in adverAsing (Karcı, 2024), digital transformaAon with ChatGPT 
and deepfake (Kırık & Özkoçak, 2023), the effect of deepfake use in adverAsing film on 
visual narraAve (Acar & Tanyıldızı, 2022), deepfake as a danger of the age (Berk, 2020). 
 

The focus of global companies on the issue has given hope that the negaAve 
use of such content can be prevented. FakeCatcher, developed by Intel and various 
collaboraAons, is one of the technologies aiming to prevent negaAve uses. The 
technology in quesAon has also been expressed as an innovaAon that can be uAlised 
for social media applicaAons.  
 

According to Intel (2022), while most deep learning-based detectors use raw 
data to find fake media content, FakeCatcher prioriAses human-specific features. To 
do this, it focuses on the blood flow of the person in the video. When the heart pumps 
blood, the colour of the veins changes, and these signals are mapped by algorithms. 
In the next stage, deep learning is used to determine whether the deepfake content is 
real or fake. It is stated that this technology can be used in social media to detect 
deepfake content before it spreads. 
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Image 1: Intel real-7me deepfake dedector (2022) 

 
 

MicrosoU has also focussed on the issue, developing soUware to detect 
deepfake videos and raising public awareness. According to Vanessa Ho from 
MicrosoU (2024), there are three important steps to protect against deepfake media 
content. These are to determine whether the source from which the media content is 
transmiTed is reliable, to consider the producAon intenAon, and to detect 
inconsistencies and anomalies. 
 

According to Tahir et al. (2021, p. 174), although steps are being taken by 
companies to detect deepfake media and prevent negaAve condiAons, they are sAll 
insufficient. Deepfake media, coupled with the accelerated distribuAon models of 
social media pla\orms, have given a whole new meaning to decepAon, propaganda 
and disinformaAon. Researchers in the field of social sciences argue that steps should 
be taken to increase social awareness of deepfakes.  
 
3. Research Design 
The research focused on deepfake content circulated through Facebook and Instagram 
videos in Türkiye, and was conducted to obtain these videos and evaluate detecAon 
soUware. The research data were collected over a sixteen-month period between 17 
August 2023 and 17 December 2024. A total of 56 deepfake videos were obtained, 
including scienAsts, journalists and news presenters, arAsts, business people and 
poliAcal figures. Some examples and the type of deepfake content are presented 
below. In the research, it was aimed to make a meaningful categorisaAon by obtaining 
more than fiUy deepfake videos. In this process, audio deepfake and visual deepfake 
contents were encountered many Ames. However, the research focused on hyper-
realisAc video deepfake content. For this reason, only the videos in the sample were 
included in the scope of the research. 
 



Türker Söğütlüler 

 249 

Table 2: Examples of deepfake content of poli7cal figures used for fraudulent purposes 

 
 

Table 3: Examples of deepfake content of poli7cal figures used for fraudulent purposes-2 

 
 

Table 4: Examples of deepfake content used by scien7sts for fraudulent purposes 

 
 

Table 5: Examples of deepfake content used by business people for fraudulent purposes 

 
 

Table 6: Examples of deepfake content used by journalists and news presenters for 
fraudulent purposes 
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Four different social media accounts were used to obtain the data, and the 
details were examined by clicking on the content idenAfied as deepfake. At the same 
Ame, the ‘I want to see more’ opAon was clicked on these posts-adverAsements in 
order for the Meta algorithm to present more videos. This goal was realised and the 
Meta algorithm presented more content to the relevant profiles between the specified 
dates. 
 

The themaAc analysis method was used to analyse the deepfake videos in the 
study, and the contents were classified according to the producAon models compiled 
by Chadha et al. (2021). The content analysis method was chosen because it provides 
the researcher with flexibility in the relevant subject and the opportunity to determine 
the appropriate framework for the context (Weber, 1990; Krippendorff, 2018; 
Neuendorf, 2018). The top five videos with the best Lip-Sync were selected according 
to the described criteria and used for the evaluaAon of deepfake detecAon soUware. 
Deepfake Lip-Sync videos of Cevdet Yılmaz, Emine Erdoğan, Ekrem İmamoğlu, Hakan 
Fidan and Murat Ülker, whose faces are clearly visible, were uploaded to the Deepware 
deepfake detecAon website. Google opAmisaAon was taken into account in the 
selecAon of the site and Deepware was selected as one of the priority sites for the 
keyword ‘deepfake detector’. The best Lip-Sync videos were analysed and the model 
results were tabulated. Person rankings were created in alphabeAcal order. All data 
are evaluated in relaAon to each other under the heading of Findings and Discussions. 
 
4. Findings and Discussions 
ArAficial intelligence technologies, whose origins date back to the discovery of 
neuroscience and neural networks, have assumed important tasks at various levels of 
social life and have been used for many posiAve purposes. Since the first discussions 
on arAficial intelligence in the 1950s, machine learning has conAnued unabated, and 
models capable of replacing humans in many tasks have been produced. 
 

In addiAon to the posiAve uses of arAficial intelligence technologies, their 
negaAve uses have also increased and they have started to be used for illegal purposes. 
One of the negaAve uses has been deepfake media content, which is frequently 
encountered in social media applicaAons, which are especially important in terms of 
communicaAon sciences. These contents have increased in Türkiye as well as in the 
world, and vicAms have emerged. The dynamic structure of communicaAon sciences 
has enabled studies to shed light on the subject and many researchers have tried to 
draw aTenAon to the issue. 
 

This study aims to examine the presentaAon of deepfake media to the public 
through social media tools and the execuAon of various manipulaAon acAviAes. Over 
a period of sixteen months, Facebook and Instagram pla\orms were scanned from 
four different accounts and fiUy-six deepfake videos were obtained. The videos were 
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classified according to their models and themaAc structures. It was determined that 
all videos contained actors with high influence in the social sphere. These figures were 
poliAcal actors, scienAsts, journalists and news presenters, arAsts and business 
people. The table below shows the frequency distribuAon of the categories in the 
videos. 
 

Table 7: Categorisa7on of the content of deepfake videos 

Category Frequency Percent Cumula7ve Percent 

Poli7cal Figures 19 33.93% 33.93% 

Scien7sts 8 14.29% 48.22% 

Journalists and News Presenters 7 12.50% 60.72% 

Ar7sts 2 3.57% 64.29% 

Businesspeople 20 35.71% 100.00% 

Total 56 100% 100.00% 

 
Names in the videos obtained; Acun Ilıcalı, Ali Babacan, Ali Koç, Aziz Sancar, 

Burak Özdemir, Canan Karatay, Cem Küçük, Cevdet Yılmaz, Ekrem İmamoğlu, Emine 
Erdoğan, FaAh Altaylı, FaAh Erbakan, FaAh Portakal, Fulya Öztürk, Hakan Fidan, Haluk 
Levent, Hülya Hökenek, İbrahim Saraçoğlu, İlber Ortaylı, İsmail Küçükkaya, Mansur 
Yavaş, Mehmet Şimşek, Mevlüt Çavuşoğlu, Murat Ülker, Mustafa Karataş, Pınar Erbaş, 
Recep Tayyip Erdoğan, Seda ÖğreAr, Selçuk Bayraktar, Temel KoAl. Some figures have 
also produced mulAple deepfake videos that are different from each other. In 
parAcular, it is possible to see that various deepfake content has been produced about 
Selçuk Bayraktar. The table below shows the videos and their frequency distribuAons 
according to the deepfake technique. 
 

Table 8: Technical categorisa7on of depfakes 

Category Deepfake Type Frequency Percent Valid 
Percent 

Cumula7ve 
Percent 

Poli7cal Figures 
Lip-Sync 16 34.78% 34.78% 34.78% 
Lip-Sync,Text-to-Speech 1 2.17% 2.17% 36.96% 
Text-to-Speech 2 4.35% 4.35% 41.30% 

Scien7sts 
Lip-Sync 4 8.70% 8.70% 50.00% 
Lip-Sync, Text-to-Speech 0 0.00% 0.00% 50.00% 
Text-to-Speech 4 8.70% 8.70% 58.70% 

Journalists & News 
Presenters 

Lip-Sync 6 13.04% 13.04% 71.74% 
Lip-Sync, Text-to-Speech 0 0.00% 0.00% 71.74% 
Text-to-Speech 1 2.17% 2.17% 73.91% 



Deepfake Manipula$on on Social Media: A Case Study of Fraudulent Ac$vi$es in Türkiye 

 252 

Ar7sts 
Lip-Sync 2 4.35% 4.35% 78.26% 
Lip-Sync, Text-to-Speech 0 0.00% 0.00% 78.26% 
Text-to-Speech 0 0.00% 0.00% 78.26% 

Businesspeople 
Lip-Sync 16 34.78% 34.78% 91.30% 
Lip-Sync, Text-to-Speech 1 2.17% 2.17% 93.48% 
Text-to-Speech 3 6.52% 6.52% 100.00% 

 
It was observed that Lip-Sync architecture, which is used in deepfake video 

producAon and provides the most realisAc image, was mostly used, followed by Text-
to-Speech and Text-to-Speech techniques, respecAvely. All the people in these videos 
give unrealisAc investment advice and direct users to websites they have created. The 
directed websites were created by cloning public insAtuAons and news websites 
similar to their origin.  In order to parAcipate in the investment advice, the user has to 
leave his/her phone number on the website. Shortly aUer leaving the number, a non-
legal person makes a call and carries out the fraudulent acAvity.   
 

Due to the realisAc appearance of deepfake videos and websites, it was seen 
that the incidence of vicAmisaAon may increase, and it was considered necessary for 
communicaAon scienAsts to focus on the issue. Deepware models for the analysis of 
deepfake videos are presented below. The videos analysed below were selected from 
the fiUy-six deepfake videos based on their superior Lip-Sync accuracy. It was observed 
that the relevant deepfake videos were primarily circulated by bot accounts—
soUware-based accounts programmed to mimic human behaviour on social media 
pla\orms. Compared to human-managed social media accounts, these bot accounts 
exhibited lower interacAon levels and shared fewer images. The tables generated by 
the Deepware soUware for the analysis of deepfake videos are presented below in 
their original form, without any modificaAons. 
 

Table 9: Ali Koç Lip-Sync deepfake video model results 

Ali Koç Lip-Sync Model Results Video Features Audio Features 
 
Avatarify 

No Deepfake Detected Dura6on Dura6on 

(10%) 44 sec 44 sec 
 
Deepware 

No Deepfake Detected Resolu6on Channel 
(35%) 720 x 720 stereo 

 
Seferbekov 

No Deepfake Detected Frame Rate Sample Rate 
(35%) 30 fps 44 khz 

Ensemble No Deepfake Detected Codec Codec 

(35%) h264 aac 
 No Deepfake Detected  
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Ekrem İmamoğlu is a Turkish businessman, poliAcian and the Mayor of 
Istanbul Metropolitan Municipality. He is a prominent member of the main opposiAon 
(Republican People's Party) in Türkiye and is a frequent poliAcal figure on the screens. 
The fact that the party to which Imamoglu belongs appeals to a large electorate in 
Türkiye and that he is the mayor of the largest province has enabled him to appear in 
deepfake videos. The videos were produced by malicious people who wanted to carry 
out fraudulent acAviAes by creaAng a poliAcal influence, and the video was circulated 
through a page called Leighton Rosales. Ekrem İmamoğlu's video, which is a realisAc 
Lip-Sync deepfake video example, was analysed using Deepware and it was 
determined that it was performed with deepfake. Model results and content features 
are presented below. 
 

Table 10: Ekrem İmamoğlu Lip-Sync deepfake video model results 

Ekrem İmamoğlu Lip-Sync Model Results Video Features Audio Features 
 
Avatarify 

No Deepfake Detected Dura6on Dura6on 

(30%) 76 sec 76 sec 
 
Deepware 

Deepfake Detected Resolu6on Channel 
(97%) 720 x 720 stereo 

 
Seferbekov 

Deepfake Detected Frame Rate Sample Rate 

(82%) 30 fps 48 khz 
Ensemble Deepfake Detected Codec Codec 

(94%) h264 aac 
 Deepfake Detected  

 
Emine Erdoğan is the wife of Recep Tayyip Erdoğan, the 12th President of the 

Republic of Türkiye. Emine Erdoğan is a poliAcal figure who stands out for carrying out 
social responsibility projects and carrying out various solidarity acAviAes. Emine 
Erdoğan was also a founding board member of the Istanbul Provincial Women's Branch 
of the Welfare Party.   She took part in the establishment of the ‘Social Development 
Centre’ (TOGEM) and carried out social responsibility projects such as ‘Haydi Kızlar 
Okula’ and ‘Ana-Kız Okuldayız’. Since Emine Erdoğan is a well-known figure on the 
screens, a deepfake video of Emine Erdoğan was also produced, and it was aimed to 
carry out fraudulent acAvity by creaAng a poliAcal influence. The video was circulated 
by a page called ATracAon in Estonia. Emine Erdoğan's video, which is a realisAc 
example of a Lip-Sync deepfake video, was analysed using Deepware, and it was not 
detected that it was made with deepfake. The model results idenAfied the video as 
‘suspicious’ and its content characterisAcs are presented below. 
 
 
 
 



Deepfake Manipula$on on Social Media: A Case Study of Fraudulent Ac$vi$es in Türkiye 

 254 

Table 11: Emine Erdoğan Lip-Sync deepfake video model results 

Emine Erdoğan Lip-Sync Model Results Video Features Audio Features 
 
Avatarify 

Suspicious Dura6on Dura6on 
(77%) 50 sec 50 sec 

 
Deepware 

No Deepfake Detected Resolu6on Channel 

(2%) 720 x 720 stereo 
 
Seferbekov 

No Deepfake Detected Frame Rate Sample Rate 
(20%) 25 fps 48 khz 

Ensemble No Deepfake Detected Codec Codec 
(4%) h264 aac 

 Suspicious  

 
Hakan Fidan is a Turkish soldier, academic, bureaucrat, diplomat and 

poliAcian, and the Minister of Foreign Affairs of the current Republic of Türkiye. Hakan 
Fidan has served as the President of the NaAonal Intelligence OrganisaAon for many 
years and has witnessed important turning points in Türkiye. Hakan Fidan, who stands 
out with his important duAes in the fields of poliAcs and security, is also a figure who 
frequently appears in mass media. For this reason, his videos were produced to realise 
the deepfake fraud and circulated by the page named Alquaida on the Facebook 
pla\orm with a sponsored adverAsement. Hakan Fidan's video, which is a realisAc Lip-
Sync deepfake video example, was analysed using Deepware, and it was not detected 
that it was produced with deepfake. The model results idenAfied the video as 
‘suspicious’ and its content characterisAcs are presented below. 
 

Table 12: Hakan Fidan Lip-Sync deepfake video model results 

Hakan Fidan Lip-Sync Model Results Video Features Audio Features 
 

Avatarify 
Suspicious Dura6on Dura6on 

(56%) 36 sec 36 sec 
 

Deepware 
No Deepfake Detected Resolu6on Channel 

(2%) 720 x 720 stereo 
 

Seferbekov 
No Deepfake Detected Frame Rate Sample Rate 

(23%) 30 fps 48 khz 
Ensemble No Deepfake Detected Codec Codec 

(10%) h264 aac 

 Suspicious  
 

Murat Ülker is a Turkish businessman and industrialist. He is the chairman of 
the board of directors of Yıldız Holding, the largest food company operaAng in the 
CEEMEA (Central and Eastern Europe, Middle East and Africa) region. Deepfake videos 
have been produced because he is an economically powerful figure represenAng an 



Türker Söğütlüler 

 255 

important brand. Through a page called Page này lập ra để �m bạn kèm Toán, a 
deepfake video of Murat Ülker was circulated as a sponsored adverAsement. Murat 
Ülker's video, which is a realisAc Lip-Sync deepfake video example, was analysed using 
Deepware, and it was not found to be produced with deepfake. The model results 
idenAfied the video as ‘suspicious’ and its content characterisAcs are presented below. 
 

Table 13: Hakan Fidan Lip-Sync deepfake video model results 

Murat Ülker Lip-Sync Model Results Video Features Audio Features 
 
Avatarify 

No Deepfake Detected Dura6on Dura6on 
(0%) 101 sec 101 sec 

 
Deepware 

No Deepfake Detected Resolu6on Channel 
(35%) 720 x 720 stereo 

 
Seferbekov 

Suspicious Frame Rate Sample Rate 

(54%) 30 fps 44 khz 

Ensemble No Deepfake Detected Codec Codec 
(48%) h264 aac 

 No Deepfake Detected  
 

The best five videos selected among the fiUy-six videos were analysed by 
Deepware, but the detecAon algorithms were not sufficient to detect the videos in 
quesAon. Deepware reported that only one video was produced with deepfake in Ali 
Koç (No Deepfake Detected), Ekrem İmamoğlu (Deepfake Detected), Emine Erdoğan 
(Suspicious), Hakan Fidan (Suspicious), Murat Ülker (Suspicious). This proves that 
Deepware, one of the most renowned detecAon companies, has not yet been able to 
show absolute success in Lip-Sync videos. 
 
CONCLUSION 
Throughout history, humanity has produced tools for the tasks it needs to perform and 
used them for its purposes. This close connecAon between producAon and use has 
become more abstract in modern life, and a mechanism other than humanity has 
emerged that can make decisions by reasoning. Undoubtedly, this development is out 
of the ordinary for human history and therefore it is very difficult to determine its 
limits.  
 

The strengthening structure of arAficial intelligence and machine learning has 
opened the door to many innovaAons. ProducAon, consumpAon, entertainment, 
access to informaAon and daily life have been transformed in various aspects, and the 
transformaAve potenAal of arAficial intelligence technologies has become visible in 
every field.  
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Technological developments have not always opened a white page for 
humanity. Just as nuclear energy has not only been used for a more sustainable 
ecosystem, arAficial intelligence technologies have not only been used to contribute 
to humanity. These negaAve uses have become increasingly visible in the field of 
arAficial intelligence, and a new type of content called deepfake, which is a 
combinaAon of the words ‘deep’ and ‘fake’, has emerged. Hyper-realisAc image 
producAon, which shows individuals as if they have done acAons they have not done 
and said words they have not said, has become accessible to everyone. This situaAon 
has led to the emergence of many vicAms in the world and in Türkiye, and social media 
deepfake fraud has been on the rise. 

 
Considering this fact, the research aims to focus on the issue and prevent 

vicAmisaAon by drawing aTenAon to it. In this context, Facebook and Instagram were 
scanned by four different social media users between 17 August 2023 and 17 
December 2024. FiUy-six various deepfake videos were obtained over a period of 
sixteen months. QualitaAve and quanAtaAve data were used in the research, deepfake 
video contents were analysed by themaAc analysis method and divided into themes 
according to the speaker. In the mixed-method research, it was determined that the 
majority of the videos were created with Lip-Sync (m=0.75 where m indicates 
proporAon of total deepfake content) technique, followed by content created with 
Text-to-speech (m=0.18), Lip-Sync & Text-to-speech (m=0.5) techniques, respecAvely. 
All videos were found to contain fraudulent acAvity through investment 
recommendaAon. In the groups where the most deepfake content was created, 
business people (m=0.35) ranked first, followed by poliAcal figures (m=0.33), scienAsts 
(m=0.14), journalists and news presenters (m=0.12), arAsts (m=0.03). 

 
FiUy-two of these videos were obtained from Facebook and four from 

Instagram, suggesAng that Facebook presents a greater risk for deepfake scams. One 
of the main reasons for the higher prevalence of deepfake scams on Facebook is its 
widespread use among older age groups in Türkiye. Numerous studies indicate that 
younger generaAons exhibit greater resistance to disinformaAon and are beTer at 
disAnguishing fake informaAon compared to older generaAons (Think With Google, 
2019). Consequently, deepfake content primarily targets middle-aged and older users, 
parAcularly those with financial means. 

 
The videos ranked in the top five according to their Lip-Sync performance 

were uploaded to Deepware, an applicaAon that uses important arAficial intelligence 
architectures, and models of the videos were presented by a soUware that is 
prominent in the detecAon of these videos. The results for deepfake video detecAon 
showed that the models currently available to users based on arAficial intelligence 
cannot provide absolute accuracy in detecAng deepfake videos. The deepware 
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applicaAon was only able to make a deepfake judgement in one video, found two 
videos suspicious, and failed to detect deepfakes in the other two. 

 
This situaAon showed the importance of individual protecAon from such 

videos. It has been observed that users should pay aTenAon to whether there are 
logical errors in the videos they watch, mouth movements and voice harmony, the 
reliability of the source where the video is presented, the appropriateness of facial 
expressions and gestures with speech, and verifying the informaAon from various 
sources will prevent vicAmisaAon. It has been observed that more care should be 
taken especially in videos featuring business people and poliAcians. It has been 
observed that it would be useful for future studies to measure the awareness of the 
subject by conducAng quanAtaAve studies on deepfake fraud and to take steps to 
increase social awareness on the subject by conducAng scienAfic projects. 
 

From the perspecAve of communicaAon sciences, deepfakes represent a form 
of fake content that falls under key topics such as disinformaAon, media ethics and 
manipulaAon, public percepAon, and social media dynamics. These contents will 
remain a social threat unAl pla\orms develop effecAve detecAon soUware. Given that 
communicaAon sciences are one of the dynamic fields within the social sciences, it is 
crucial for researchers to focus on this issue, conduct projects, and organise campaigns 
to raise public awareness. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Deepfake Manipula$on on Social Media: A Case Study of Fraudulent Ac$vi$es in Türkiye 

 258 

REFERENCES 
Ab-Khazraji, S. H., Saleh, H. H., Khalid, A. I., & Mishkhal, I. A. (2023). Impact of deepfake 
technology on social media: DetecAon, misinformaAon and societal implicaAons. The 
Eurasia Proceedings of Science, Technology, Engineering and Mathema9cs, 23, 429–
441. hTps://doi.org/10.55549/epstem.1371792 

Acar, H. M., & İmik Tanyıldızı, N. (2022). Reklamda yapay zeka kullanımı: Ziraat Bankası 
#Senhepgülümse reklam filminde deepfake uygulamasının görsel anla�ya etkisi. 
Kastamonu İle9şim Araş@rmaları Dergisi, 8, 78–99.  

Agarwal, S., & Farid, H. (2021). DetecAng deep-fake videos from aural and oral 
dynamics. In Proceedings of the IEEE/CVF Conference on Computer Vision and PaJern 
Recogni9on Workshops (CVPRW) (pp. 981–989). IEEE. 
hTps://doi.org/10.1109/CVPRW53098.2021.00109 

Aggarwal, A., MiTal, M., & Ba�neni, G. (2021). Genera9ve adversarial network: An 
overview of theory and applica9ons. Interna9onal Journal of Informa9on 
Management Data Insights, 1(1), 
100004. hTps://doi.org/10.1016/j.jjimei.2020.100004  

Ahmed, S. (2021). Who Inadvertently Shares Deepfakes? Analyzing the Role of Poli9cal 
Interest, Cogni9ve Ability, and Social Network Size. Telema9cs and Informa9cs, 
101508. hTps://doi.org/10.1016/j.tele.2020.101508  

Ahmed, S. R., Sonuç, E., Ahmed, M. R., & Duru, A. D. (2022). Analysis survey on 
deepfake detecAon and recogniAon with convoluAonal neural networks. In 2022 
Interna9onal Congress on Human-Computer Interac9on, Op9miza9on and Robo9c 
Applica9ons (HORA) (pp. 1–7). IEEE. 
hTps://doi.org/10.1109/HORA55278.2022.9799858 

Allen, C., Payne, B. R., Abegaz, T., & Robertson, C. (2023). What you see is not what 
you know: studying decepAon in deepfake video manipulaAon. Journal of 
Cybersecurity Educa9on, Research and Prac9ce, 2024(1). 1-7. 
hTps://doi.org/10.32727/8.2023.25   

Berk, M. E. (2020). Dijital çağın yeni tehlikesi “deepfake”. OPUS Interna9onal Journal 
of Society Researches, 16(28), 1508-1523. hTps://doi.org/10.26466/opus.683819   

Bondi, L., Cannas, E. D., Bestagini, P., & Tubaro, S. (2020). Training strategies and data 
augmentaAons in CNN-based deepfake video detecAon. In 2020 IEEE Interna9onal 
Workshop on Informa9on Forensics and Security (WIFS) (pp. 1–6). IEEE. 
hTps://doi.org/10.1109/WIFS49906.2020.9360901 

Chadha, A., Kumar, V., Kashyap, S., & Gupta, M. (2021). Deepfake: An overview. In P. K. 
Singh, S. T. Wierzchoń, S. Tanwar, M. Ganzha, & J. J. P. C. Rodrigues (Eds.), Proceedings 

https://doi.org/10.55549/epstem.1371792
https://doi.org/10.1109/CVPRW53098.2021.00109
https://doi.org/10.1016/j.jjimei.2020.100004
https://doi.org/10.1016/j.tele.2020.101508
https://doi.org/10.1109/HORA55278.2022.9799858
https://doi.org/10.32727/8.2023.25
https://doi.org/10.26466/opus.683819
https://doi.org/10.1109/WIFS49906.2020.9360901


Türker Söğütlüler 

 259 

of the Second Interna9onal Conference on Compu9ng, Communica9ons, and Cyber-
Security (Lecture Notes in Networks and Systems, Vol. 203, pp. 557–566). Springer. 
hTps://doi.org/10.1007/978-981-16-0733-2_39 

Chen, D., Chen, Q., Wu, J., Yu, X., & Jia, T. (2019). Face Swapping: Realis9c Image 
Synthesis Based on Facial Landmarks Alignment. Mathema9cal Problems in 
Engineering, 2019, 1–11. hTps://doi.org/10.1155/2019/8902701  

Chesney, R. & Citron, D. K. (2019a). Deep fakes: A looming challenge for privacy, 
democracy, and naAonal security. California Law Review, 107(6), 1753–1819. 
hTps://scholarship.law.bu.edu/faculty_scholarship/640 

Chesney, R., & Citron, D. K. (2019b). Deepfakes and the new disinformaAon war: The 
coming age of post-truth geopoliAcs. Foreign Affairs, 98(1), 147–153. 
hTps://www.foreignaffairs.com/arAcles/world/2018-12-11/deepfakes-and-new-
disinformaAon-war 

Citron, D. K. (2018, December 11). Deepfakes and the new disinforma9on war. The 
Center for Internet and Society at Stanford Law School. 
hTps://cyberlaw.stanford.edu/publicaAons/deepfakes-and-new-disinformaAon-war/ 

Creswell, A., White, T., Dumoulin, V., Arulkumaran, K., Sengupta, B., & Bharath, A. A. 
(2018). GeneraAve adversarial networks: An overview. IEEE signal processing 
magazine, 35(1), 53-65.  hTps://doi.org/10.1109/MSP.2017.2765202   

Çil, S. (2023). Türkiye’de deepfake teknolojisi: Youtube’da en çok izlenen Türkçe 
deepfake videolar ve izleyicileri üzerine inceleme. Uluslararası İle9şim ve Sanat 
Dergisi, 4(Özel Sayı), 173-195. 

Deepware. (2024). Deepware Scanner. Retrieved December 21, 2024, from 
hTps://scanner.deepware.ai/ 

DenneT, D. C. (2009). Preface. In R. Epstein, G. Roberts, & G. Beber (Eds.), Parsing the 
Turing test (pp. xv–xvii). Springer. hTps://doi.org/10.1007/978-1-4020-6710-5 

Dolhansky, B., Howes, R., Pflaum, B., Baram, N., & Canton Ferrer, C. (2019). The 
Deepfake Detec9on Challenge (DFDC) preview dataset. arXiv. 
hTps://doi.org/10.48550/arXiv.1910.08854 

Epstein, R., Roberts, G., & Beber, G. (Eds.). (2009). Parsing the Turing test: Philosophical 
and methodological issues in the quest for the thinking computer. Springer. 
hTps://doi.org/10.1007/978-1-4020-6710-5 

Fetzer, J. H. (1990). What is arAficial intelligence? In Ar9ficial intelligence: Its scope and 
limits (pp. 3–27). Springer. hTps://doi.org/10.1007/978-94-009-1900-6_1 

Goodfellow, I., Bengio, Y., & Courville, A. (2016). Deep Learning. MIT Press  

https://doi.org/10.1007/978-981-16-0733-2_39
https://doi.org/10.1155/2019/8902701
https://scholarship.law.bu.edu/faculty_scholarship/640
https://www.foreignaffairs.com/articles/world/2018-12-11/deepfakes-and-new-disinformation-war
https://www.foreignaffairs.com/articles/world/2018-12-11/deepfakes-and-new-disinformation-war
https://cyberlaw.stanford.edu/publications/deepfakes-and-new-disinformation-war/
https://doi.org/10.1109/MSP.2017.2765202
https://scanner.deepware.ai/
https://doi.org/10.1007/978-1-4020-6710-5
https://doi.org/10.48550/arXiv.1910.08854
https://doi.org/10.1007/978-1-4020-6710-5
https://doi.org/10.1007/978-94-009-1900-6_1


Deepfake Manipula$on on Social Media: A Case Study of Fraudulent Ac$vi$es in Türkiye 

 260 

Goodfellow, I., Pouget-Abadie, J., Mirza, M., Xu, B., Warde-Farley, D., Ozair, S., ... & 
Bengio, Y. (2020). GeneraAve adversarial networks. Communica9ons of the ACM, 
63(11), 139-144. hTps://doi.org/10.1145/3422622  

Gunning, D., Stefik, M., Choi, J., Miller, T., Stumpf, S., & Yang, G. Z. (2019). XAI—
Explainable arAficial intelligence. Science robo9cs, 4(37), eaay7120. 
hTps://doi.org/10.1126/sciroboAcs.aay7120  

Gupta, P., Chugh, K., Dhall, A., & Subramanian, R. (2020). The eyes know it: FakeET—
An eye-tracking database to understand deepfake percepAon. In Proceedings of the 
2020 Interna9onal Conference on Mul9modal Interac9on (ICMI '20) (pp. 519–527). 
AssociaAon for CompuAng Machinery. hTps://doi.org/10.1145/3382507.3418857 

Güera, D., & Delp, E. J. (2018). Deepfake video detecAon using recurrent neural 
networks. In 2018 15th IEEE Interna9onal Conference on Advanced Video and Signal 
Based Surveillance (AVSS) (pp. 1–6). IEEE. 
hTps://doi.org/10.1109/AVSS.2018.8639163 

Hinton, G., Deng, L., Yu, D., Dahl, G. E., Mohamed, A. r., Jaitly, N., Senior, A., Vanhoucke, 
V., Nguyen, P., Sainath, T. N., & Kingsbury, B. (2012). Deep neural networks for acousAc 
modeling in speech recogniAon: The shared views of four research groups. IEEE Signal 
Processing Magazine, 29(6), 82–97. hTps://doi.org/10.1109/MSP.2012.2205597  

Ho, V. (2024, January 11). Figh9ng deepfakes with more transparency about AI. 
MicrosoU. hTps://news.microsoU.com/source/features/ai/fighAng-deepfakes-with-
more-transparency-about-ai/ 

Intel. (2022, November 14). Intel introduces real-9me deepfake detector. 
hTps://www.intel.com/content/www/us/en/newsroom/news/intel-introduces-real-
Ame-deepfake-detector.html 

Jung, T., Kim, S., & Kim, K. (2020). DeepVision: Deepfakes detecAon using human eye 
blinking paTern. IEEE Access, 8, 83144–83154. 
hTps://doi.org/10.1109/ACCESS.2020.2988660 

Karakoç, E., & Zeybek, B. (2022). Görmek inanmaya yeter mi? görsel 
dezenformasyonun ayırt edici biçimi olarak siyasi deepfake içerikler. Öneri Dergisi, 
17(57), 50-72. hTps://doi.org/10.14783/maruoneri.908542  

Karcı, H. D. (2024). Reklamcılıkta deepfake uygulamasına Neil Postman’ın beş fikirli 
perspekAfiyle yaklaşmak: Durum çalışması. Social Mentality and Researcher Thinkers 
Journal, 9(68), 2864–2886. hTps://doi.org/10.29228/smryj.68267  

Karnouskos, S. (2020). ArAficial intelligence in digital media: The era of deepfakes. IEEE 
Transac9ons on Technology and Society, 1(3), 138–147. 
hTps://doi.org/10.1109/TTS.2020.3006156 

https://doi.org/10.1145/3422622
https://doi.org/10.1126/scirobotics.aay7120
https://doi.org/10.1145/3382507.3418857
https://doi.org/10.1109/AVSS.2018.8639163
https://doi.org/10.1109/MSP.2012.2205597
https://news.microsoft.com/source/features/ai/fighting-deepfakes-with-more-transparency-about-ai/
https://news.microsoft.com/source/features/ai/fighting-deepfakes-with-more-transparency-about-ai/
https://www.intel.com/content/www/us/en/newsroom/news/intel-introduces-real-time-deepfake-detector.html
https://www.intel.com/content/www/us/en/newsroom/news/intel-introduces-real-time-deepfake-detector.html
https://doi.org/10.1109/ACCESS.2020.2988660
https://doi.org/10.14783/maruoneri.908542
https://doi.org/10.29228/smryj.68267
https://doi.org/10.1109/TTS.2020.3006156


Türker Söğütlüler 

 261 

Kaur, A., Hoshyar, A. N., Saikrishna, V., Firmin, S., & Xia, F. (2024). Deepfake video 
detecAon: Challenges and opportuniAes. Ar9ficial Intelligence Review, 57(6), 1-47. 
hTps://doi.org/10.1007/s10462-024-10810-6 

Kırık, A. M., & Özkoçak, V. (2023). Medya ve ileAşim bağlamında yapay zekâ tarihi ve 
teknolojisi: ChatGPT ve deepfake ile gelen dijital dönüşüm. Karadeniz Uluslararası 
Bilimsel Dergi, (58), 73-99. hTps://doi.org/10.17498/kdeniz.1308471  

Koopman, M., Rodriguez, A. M., & Geradts, Z. (2018). DetecAon of deepfake video 
manipulaAon. In Proceedings of the 20th Irish Machine Vision and Image Processing 
Conference (IMVIP) (pp. 133–136). Ireland.  

Korshunov, P., & Marcel, S. (2018). Speaker inconsistency detecAon in tampered video. 
In 2018 26th European Signal Processing Conference (EUSIPCO) (pp. 2375–2379). IEEE. 
hTps://doi.org/10.23919/EUSIPCO.2018.8553270 

Krippendorff, K. (2018). Content analysis: An introducAon to its methodology. Sage. 
hTps://doi.org/10.4135/9781071878781   

Kumar, M., & Sharma, H. K. (2023). A GAN-based model of deepfake detecAon in social 
media. Procedia Computer Science, 218, 2153–2162. 
hTps://doi.org/10.1016/j.procs.2023.01.191 

Kwok, A. O. J., & Koh, S. G. M. (2020). Deepfake: A social construcAon of technology 
perspecAve. Current Issues in Tourism, 23(22), 2791–2795. 
hTps://doi.org/10.1080/13683500.2020.1738357 

Letheren, K., Russell-BenneT, R., & Neale, L. (2020). Black, white or grey magic? Our 
future with arAficial intelligence. Journal of Marke9ng Management, 36(3–4), 216–
232. hTps://doi.org/10.1080/0267257X.2019.1706306 

Li, Y., Chang, M.-C., & Lyu, S. (2018). In ictu oculi: Exposing AI created fake videos by 
detecAng eye blinking. In 2018 IEEE Interna9onal Workshop on Informa9on Forensics 
and Security (WIFS) (pp. 1–7). IEEE. hTps://doi.org/10.1109/WIFS.2018.8630787 

Lin, S., Clark, R., Trigoni, N., & Roberts, S. (2022). Uncertainty esAmaAon with a VAE-
classifier hybrid model. In ICASSP 2022-2022 IEEE Interna9onal Conference on 
Acous9cs, Speech and Signal Processing (ICASSP) (pp. 3548-3552). IEEE. 
hTps://doi.org/10.1109/ICASSP43922.2022.9747520  

Lucas, K. T. (2022). Deepfakes and domesAc violence: PerpetraAng inAmate partner 
abuse using video technology. Vic9ms & Offenders, 17(5), 647–659. 
hTps://doi.org/10.1080/15564886.2022.2036656 
 
Mahesh, B. (2020). Machine learning algorithms – A review. Interna9onal Journal of 
Science and Research, 9(1), 381–386. hTps://doi.org/10.21275/ART20203995  

https://doi.org/10.1007/s10462-024-10810-6
https://doi.org/10.17498/kdeniz.1308471
https://doi.org/10.23919/EUSIPCO.2018.8553270
https://doi.org/10.4135/9781071878781
https://doi.org/10.1016/j.procs.2023.01.191
https://doi.org/10.1080/13683500.2020.1738357
https://doi.org/10.1080/0267257X.2019.1706306
https://doi.org/10.1109/WIFS.2018.8630787
https://doi.org/10.1109/ICASSP43922.2022.9747520
https://doi.org/10.1080/15564886.2022.2036656
https://doi.org/10.21275/ART20203995


Deepfake Manipula$on on Social Media: A Case Study of Fraudulent Ac$vi$es in Türkiye 

 262 

Maras, M.-H., & Alexandrou, A. (2019). Determining authenAcity of video evidence in 
the age of arAficial intelligence and in the wake of Deepfake videos. The Interna9onal 
Journal of Evidence & Proof, 23(3), 255-262. 
hTps://doi.org/10.1177/1365712718807226   

Mondal, B. (2020). ArAficial intelligence: State of the art. In V. Balas, R. Kumar, & R. 
Srivastava (Eds.), Recent trends and advances in ar9ficial intelligence and internet of 
things (pp. 405–424). Springer. hTps://doi.org/10.1007/978-3-030-32644-9_32 

Montserrat, D. M., He, H., Yarlagadda, S. K., Baireddy, S., Raskar, R., Gurari, D., Zhu, F., 
& Delp, E. J. (2020). Deepfakes detec9on with automa9c face weigh9ng. arXiv. 
hTps://doi.org/10.48550/arXiv.2004.12027 

Murphy, G., & Flynn, E. (2022). Deepfake false memories. In A. S. Hutchinson, A. J. 
Barnier, & M. E. Conway (Eds.), Memory online (pp. 112–124). Routledge. 

Naitali, A., Ridouani, M., Salahdine, F., & Kaabouch, N. (2023). Deepfake aTacks: 
generaAon, detecAon, datasets, challenges, and research direcAons. Computers, 
12(10), 216. hTps://doi.org/10.3390/computers12100216   

Neuendorf, K. A. (2018). Content analysis and themaAc analysis. In P. Brough (Ed.), 
Advanced research methods for applied psychology (pp. 211–223). Routledge. 
 
Oxford University Press. (2024). ArAficial intelligence. In Oxford English Dic9onary. 
Retrieved August 1, 2024, from hTps://www.oed.com/view/Entry/56303  

Pan, S. J., & Yang, Q. (2010). A survey on transfer learning. IEEE Transac9ons on 
Knowledge and Data Engineering, 22(10), 1345–1359. 
hTps://doi.org/10.1109/TKDE.2009.191  

Pashine, S., Mandiya, S., Gupta, P., & Sheikh, R. (2021). Deep fake detecAon: survey of 
facial manipulaAon detecAon soluAons. arXiv preprint. 
hTps://doi.org/10.48550/arXiv.2106.12605  

Pei, G., Zhang, J., Hu, M., Zhang, Z., Gao, C., & Tao, D. (2024). Deepfake genera9on and 
detec9on: A benchmark and survey [Preprint]. arXiv. 
hTps://doi.org/10.48550/arXiv.2403.17881  

Rana, J., Gaur, L., Singh, G., Awan, U., & Rasheed, M. I. (2022). Reinforcing customer 
journey through arAficial intelligence: A review and research agenda. Interna9onal 
Journal of Emerging Markets, 17(7), 1738–1758. hTps://doi.org/10.1108/IJOEM-08-
2021-1214 
 

https://doi.org/10.1177/1365712718807226
https://doi.org/10.1007/978-3-030-32644-9_32
https://doi.org/10.48550/arXiv.2004.12027
https://doi.org/10.3390/computers12100216
https://www.oed.com/view/Entry/56303
https://doi.org/10.1109/TKDE.2009.191
https://doi.org/10.48550/arXiv.2106.12605
https://doi.org/10.48550/arXiv.2403.17881
https://doi.org/10.1108/IJOEM-08-2021-1214
https://doi.org/10.1108/IJOEM-08-2021-1214


Türker Söğütlüler 

 263 

Raza, A., Munir, K., & Almutairi, M. (2022). A novel deep learning approach for 
deepfake image detecAon. Applied Sciences, 12(19), 9820. 
hTps://doi.org/10.3390/app12199820   

Shao, R., Wu, T., & Liu, Z. (2022). DetecAng and recovering sequenAal DeepFake 
manipulaAon. In S. Avidan, G. Brostow, M. Cissé, G. M. Farinella, & T. Hassner (Eds.), 
Computer vision – ECCV 2022 (Lecture Notes in Computer Science, Vol. 13673, pp. 
693–710). Springer. hTps://doi.org/10.1007/978-3-031-19778-9_41 

Söğütlüler, T. (2024). An applied research on the use of arAficial intelligence 
technologies in moving image producAon. İNİF E- Dergi, 9(2), 1-26. 
hTps://doi.org/10.47107/inifedergi.1512175 

Sözcü. (2024, December 17). Asgari ücretli Birgül 650 bin lirayı yapay zeka Timur'a 
kap�rdı. Sözcü Gazetesi. hTps://www.sozcu.com.tr/asgari-ucretli-birgul-650-bin-
lirayi-yapay-zeka-Amur-a-kapArdi-p116675 

Tahir, R., Batool, B., Jamshed, H., Jameel, H., Anwar, M., Ahmed, F., … & Zaffar, M. F. 
(2021). Seeing is believing: Exploring perceptual differences in deepfake videos. In 
Proceedings of the 2021 CHI Conference on Human Factors in Compu9ng Systems (pp. 
1–16). AssociaAon for CompuAng Machinery. 
hTps://doi.org/10.1145/3411764.3445699 

Tolosana, R., Vera-Rodriguez, R., Fierrez, J., Morales, A., & Ortega-Garcia, J. (2020). 
Deepfakes and beyond: A survey of face manipulaAon and fake detecAon. Informa9on 
Fusion, 64, 131–148. hTps://doi.org/10.1016/j.inffus.2020.06.014 

Tulga, A. Y. (2024). A comprehensive analysis of public discourse and content trends in 
Turkish Reddit posts related to deepfake. Journal of Global and Area Studies, 8(2), 257-
276. hTps://doi.org/10.31720/JGA.8.2.13  

Turing, A. M. (1950). CompuAng machinery and intelligence. Mind, 59(236), 433–460. 
hTps://doi.org/10.1093/mind/LIX.236.433  

Turing, A. M. (2009). CompuAng machinery and intelligence. In R. Epstein, G. Roberts, 
& G. Beber (Eds.), Parsing the Turing test (pp. 41–66). Springer. 
hTps://doi.org/10.1007/978-1-4020-6710-5_3 

Vurgun, Ş., & Akpınar, G. M. (2020). Blockchain technology and right to be forgoTen. 
Journal of Interna9onal Social Research, 13(74), 492-502. 
hTps://doi.org/10.17719/jisr.11235   

Wang, K., Gou, C., Duan, Y., Lin, Y., Zheng, X., & Wang, F. Y. (2017). GeneraAve 
adversarial networks: IntroducAon and outlook. IEEE/CAA Journal of Automa9ca 
Sinica, 4(4), 588–598. hTps://doi.org/10.1109/JAS.2017.7510583 

https://doi.org/10.3390/app12199820
https://doi.org/10.1007/978-3-031-19778-9_41
https://doi.org/10.47107/inifedergi.1512175
https://www.sozcu.com.tr/asgari-ucretli-birgul-650-bin-lirayi-yapay-zeka-timur-a-kaptirdi-p116675
https://www.sozcu.com.tr/asgari-ucretli-birgul-650-bin-lirayi-yapay-zeka-timur-a-kaptirdi-p116675
https://doi.org/10.1145/3411764.3445699
https://doi.org/10.1016/j.inffus.2020.06.014
https://doi.org/10.31720/JGA.8.2.13
https://doi.org/10.1093/mind/LIX.236.433
https://doi.org/10.1007/978-1-4020-6710-5_3
https://doi.org/10.17719/jisr.11235
https://doi.org/10.1109/JAS.2017.7510583


Deepfake Manipula$on on Social Media: A Case Study of Fraudulent Ac$vi$es in Türkiye 

 264 

Weber, R. (1990). Basic content analysis. Thousand Oaks, CA: Sage., 
hTps://doi.org/10.4135/9781412983488  

Westerlund, M. (2019). The emergence of deepfake technology: A review. Technology 
Innova9on Management Review, 9(11), 39–52. hTps://Amreview.ca/arAcle/1282 

Yu, N., Davis, L., & Fritz, M. (2018). ATribuAng fake images to GANs: Learning and 
analyzing GAN fingerprints. arXiv. hTps://doi.org/10.48550/arXiv.1811.08180  

Yu, P., Xia, Z., Fei, J., & Lu, Y. (2021). A survey on deepfake video detecAon. Iet 
Biometrics, 10(6), 607-624. hTps://doi.org/10.1049/bme2.12031  

Zhang, T. (2022). Deepfake generaAon and detecAon, a survey. Mul9media Tools and 
Applica9ons, 81, 6259–6276. hTps://doi.org/10.1007/s11042-021-11733-y 

Zhao, Y., Ge, W., Li, W., Wang, R., Zhao, L., & Ming, J. (2020). Capturing the persistence 
of facial expression features for deepfake video detecAon. In J. Zhou, X. Luo, Q. Shen, 
& Z. Xu (Eds.), Informa9on and communica9ons security: ICICS 2019 (Lecture Notes in 
Computer Science, Vol. 11999, pp. 630–645). Springer. hTps://doi.org/10.1007/978-
3-030-41579-2_37 

  

https://doi.org/10.4135/9781412983488
https://timreview.ca/article/1282
https://doi.org/10.48550/arXiv.1811.08180
https://doi.org/10.1049/bme2.12031
https://doi.org/10.1007/s11042-021-11733-y
https://doi.org/10.1007/978-3-030-41579-2_37
https://doi.org/10.1007/978-3-030-41579-2_37


Türker Söğütlüler 

 265 

➤ E7k kurul onayı: EAk kurul onayına ihAyaç bulunmamaktadır. 
➤ Çıkar çaSşması: Çıkar ça�şması bulunmamaktadır. 
➤ Finansal destek: Yazar bu çalışma için finansal destek almadığını beyan etmişAr. 
_____________________________________________________________________ 
 
➤ Ethics commiUee approval: There is no need for ethics commiTee approval. 
➤ Conflict of interest: There is no conflict of interest. 
➤ Grant support: The author declared that this study has received no financial 
support. 
 

Bu çalışma araşSrma ve yayın e7ğine uygun olarak gerçekleş7rilmiş7r. 
This study was carried out in accordance with research and publica9on ethics. 


