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Ozet

Bu calismada, web sitelerinin siniflandiriimasi igin metin ve gorsel igerikleri isleyen hibrit bir derin 6grenme
modeli dnerilmektedir. internette erisilebilen bilgi hizmetlerinin miktari her gegen giin artmakta olup, yogun
veri akigi icinde web sitelerinin icerige goére dogru siniflandiriimasi énem arz etmektedir. Web sitesi
siniflandirma islemini yapabilecek bir derin 6grenme modeli olusturmak amaciyla, Université Toulouse
tarafindan yayinlanan UT1 Blacklist igerisinden web adresileri segilmis ve bu adresler aligverig, haber ve
oyun olmak Uzere Ug¢ kategoriye ayrilimistir. DeepCLA-Web olarak adlandirilan ve bu ¢alismada 6nerilen
model Evrisimli Sinir Agi (CNN), Uzun Kisa Sireli Bellek (LSTM) ve Yapay Sinir AGi (ANN) modellerinin
avantajlarini birlestiren hibrit bir modeldir. Onerilen DeepCLA-Web modeli, web sitelerinin metin iceriklerini
islemek icin LSTM kullanirken, gorintli verilerini analiz etmek igcin CNN kullanmaktadir. LSTM ve CNN
modellerinin giktilarini birlestiren Yapay Sinir Agr (ANN) modeli nihai siniflandirmayi gergeklestirmektedir.
Onerilen web sitesi siniflandirma modelinin basarimi, CNN modeli ve LSTM modeli ile literatiirde sik
kullanilan metrikler tGzerinden kiyaslanmistir. DeepCLA-Web modelinin CNN, LSTM ve ANN modellerinin
avantajlarini birlegtiren hibrit yapisi sayesinde CNN ve LSTM modellerinden daha basarili sonuglar elde
ettigi géraimustar.

Anahtar Kelimeler: Web sitesi siniflandirma, Hibrit derin 6grenme, Uzun kisa sureli bellek, Evrisimli sinir
agdl, Yapay sinir agi.

Classification of Websites Based on Visual and Textual Data Using a Hybrid Deep
Learning Model: DeepCLA-Web

Abstract

In this study, a hybrid deep learning model that processes textual and visual content is proposed for the
classification of websites. As the amount of accessible information services on the internet continues to
increase, accurately classifying websites based on their content has become increasingly important within
the intense data flow. To develop a deep learning model capable of performing website classification, web
addresses were selected from the UT1 Blacklist published by Université Toulouse and categorized into
three groups: shopping, news, and gaming. The model proposed in this study, referred to as DeepCLA-
Web, is a hybrid architecture that combines the advantages of Convolutional Neural Networks (CNN), Long
Short-Term Memory (LSTM) networks, and Artificial Neural Networks (ANN). In the proposed DeepCLA-
Web model, LSTM is employed to process the textual content of websites, while CNN is utilized to analyze
the visual data. The outputs obtained from the LSTM and CNN models are combined and subsequently
processed by an Artificial Neural Network (ANN) to perform the final classification. The performance of the
proposed website classification model was compared with that of standalone CNN and LSTM models using
evaluation metrics commonly employed in the literature. Experimental results demonstrate that, owing to
its hybrid structure integrating the strengths of CNN, LSTM, and ANN models, the DeepCLA-Web model
achieves superior performance compared to both the CNN and LSTM models.
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1. GIRIS

Internet ortaminda erisilebilir bilgi hizmetlerin miktari giinden giine artmaktadir. Dolayisiyla yogun veri
akis1 icerisinde kullanicilar ve isletmeler icin web sitelerinin igerigine gore dogru bir sekilde
siniflandirilmast biiylik 6nem tasimaktadir. Web sitelerin ayristirilmasi ve smiflandirilmasi; kullanici
deneyimini gelistirmek, glivenli internet kullanim olanaklar1 sunmak ve reklam hedeflemeleri gibi alanlarda
cesitli faydalar saglamaktadir [1].

Ancak web sitelerinin dogru ve giivenilir bir sekilde kategorize edilmesi, geleneksel yontemlerle hem ¢ok
zaman alic1 hem de hataya agik bir siirectir. Bu siirecte, daha giivenilir ve hizli kategorizasyon, yapay zeka
tekniklerinin gelisimi sayesinde yapilabilmektedir [2]. Yapay sinir aglari ve 6zellikle evrisimsel sinir agi
(CNN) gibi derin 6grenme modelleri, gorsel veriler iizerinden 6grenme yapabilme yetenekleri ile ekran
gortintiileri tizerinden site kategorisini belirleme yetisine sahiptir [3]. Ayn1 zamanda Uzun Kisa Siireli
Bellek (LSTM) gibi yinelemeli sinir aglar1 ise web sayfalarindaki metinleri kullanarak web sayfalarini
basariyla siniflandirabilmektedir [1].

Literatiirde web sayfalarinin kategorize edilmesi i¢in yapilan ¢esitli ¢alismalar mevcuttur. Hashemi (2020)
tarafindan yapilan c¢aligma, artan bilgi miktar1 karsisinda web sayfasi siniflandirmasiin 6nemini
vurgulamakta ve metin ile goriintii tabanli siniflandirma yontemlerini kapsamli bir sekilde incelemektedir.
Calisma, siiflandirmada kullanilan yontemlerin evrimini ve bu alanda gézlemlenen bosluklari ele alarak,
baglamsal bilgi eksikligi ve yari-denetimli 6grenmenin simirli kullanimi gibi eksikliklere igaret etmekte,
derin 6grenme ve tekrarlayan aglarin web sayfasi siniflandirmasinda daha fazla arastirilmasi gerektigi
sonucuna varmaktadir [4].

Derin Evrigimli Sinir Ag1 (Deep Convolutional Neural Network) yontemi ile web sayfalarmi gorsel
iceriklerine dayanak smiflandirmayi ele alan ve metin tabanli smiflandirmanin kisitlamalarini agmay1
hedefleyen caligmalar mevcuttur. Lopez-Sanchez vd. (2019) tarafindan yapilan ¢aligmada kullanilan
yontem, web sayfalarinin gorsellerini transfer 6grenme ve metrik 6grenme teknikleriyle inceleyerek 6zellik
¢ikarimi gergeklestirir ve az sayida egitim verisiyle bile yliksek dogruluk saglar. Etiketlenmis yeni gorseller
eklenerek zaman i¢inde 6grenme yetenegine de sahiptir [3].

Bir baska ¢alismada Bruni ve Bianchi (2020), web sitesi siniflandirmasinin, 6zellikle e-ticaret tespiti
baglaminda, maliyet etkin bir ¢éziim sunabilecegini belirtmistir. Calismalarinda, web scraping, optik
karakter tanima (OCR), metin madenciligi ve makine 6grenimi tekniklerini bir araya getirerek otomatik bir
siniflandirma yontemi onermislerdir. Ayrica, onerilen yontemin, siif etiketi hatalarina karsi belirli bir
saglamlik gosterdigi ve geleneksel anket yoOntemlerine kiyasla giivenilir bir alternatif sundugu
vurgulanmaktadir [5].

Cohen vd. (2021) tarafindan yapilan ¢alismada, web sitelerinin kategorize edilmesi i¢in tasarim dgelerinden
yararlanan bir siniflandirma modeli gelistirilmistir. Bu model, lojistik regresyon, K-en yakin komsu (KNN),
yapay sinir aglari1 (ANN), AdaBoost ve karar agaglar1 (CART) gibi popiiler makine 6grenimi
algoritmalarini kullanarak ¢alismaktadir [6]

Web sayfalariin etkili bir sekilde siniflandirilmasi i¢in Bhalla ve Kumar (2016), Destek Vektor Makineleri
(SVM) tabanl bir yaklagim 6nermis, dokiiman obje modeli iizerinden 6zellik ¢ikarimm yaparak etiketleme
stireciyle smiflandirma dogrulugunu artirmiglardir. Bu yontemle, web sayfalarimin belirli kategorilere
otomatik olarak siniflandirilmasi saglanmustir [7].

Ebubekir Buber ve Banu Diri’nin ¢alismasi [8], web sayfalarnin smiflandirilmast ig¢in derin 6grenme
tekniklerinden Yinelemeli Sinir Ag1 (RNN) mimarisini kullanarak bir sistem gelistirilmesini ele almaktadir.
Web sayfalarmi smiflandirmak igin baslik, agiklama ve anahtar kelimeler gibi meta etiket bilgilerini
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kullanilmistir. Ayrica transfer 6greniminin etkisi de incelenmis; kaynak tiiketimini azaltmasina ragmen
simiflandirma bagarisimi belirgin 6lgiide artirmadigi gézlemlenmistir.

Web sayfalarimni siniflandirmak i¢in derin 6grenme yontemlerini inceleyen bir diger ¢alisma Mehmet Salih
Kurt ve Eylem Yiicel tarafindan yapilmstir [1]. Convolutional Neural Network (CNN), Long Short-Term
Memory (LSTM) ve Gated Recurrent Unit (GRU) gibi metin siniflandirmada etkili olan modeller, Open
Directory Project’ten (ODP) alinan verilerle test edilmistir. Yiiksek dogruluk oranlar1 elde etmek amaciyla,
ozellik ¢ikarrminda kelime temsilleri (wordembedding) kullanilmustir. kili ve ¢ok smifli siniflandirma
modelleri gelistirilmis, CNN’in en iyi performansi sagladig belirlenmistir.

Apandi vd. (2020) farkli siniflandirma tekniklerinin performansint degerlendirerek, Convolutional Neural
Network (CNN) tekniginin yiiksek F-measure degeri ile ger¢ek zamanli siniflandirma gereksinimlerini
karsiladigini belirtmislerdir [9]. Calismada, web sayfasi siniflandirma siireci detaylandirilmis ve mevcut
yontemler arasindaki farklar incelenmistir. Yazarlar, bu makalenin gelecekteki arastirmalara rehberlik
edebilecegini ifade etmislerdir.

Apandi vd. (2023) ¢alismalarinda [10], web sayfalarinin konuya dayali otomatik siniflandirilmasini derin
ogrenme yontemleriyle ele almaktadir. Ozellikle, gorsel tabanl siiflandirma yéntemlerinin metin tabanli
siniflandirmaya kiyasla daha yiiksek performans sagladigi belirtilmektedir. Metin igeriklerinin
smiflandirilmasinda ise kelime bulutu goriintiilerinin, uzun metinlerin temsilinde etkili bir teknik
olabilecegi One siiriilmektedir.

Apandi vd. (2021) tarafindan yapilan ¢alismada [11] Evrisimsel Sinir Ag1 (CNN) kullanarak, web
sayfalarin1 igeriklerine gore siniflandirarak bagimlilik yaratabilecek kategorilerin  belirlenmesi
amaclanmistir. Yapilan deneyler sonucunda modelin, bagimliliga sebep olabilecek sayfalar1 yiiksek
dogruluk oranlariyla siiflandirma yapabildigi goriilmiistir.

Prajapatiand ve Nainwani, web madenciligi tekniklerinin siniflandirmadaki roliinii ve K-en Yakin Komsu,
Naive Bayes, Destek Vektor Makineleri ve Yapay Sinir Aglar1 gibi yontemlerin avantaj ve dezavantajlarini
incelemislerdir. Calisma algoritmalarinin verimliligi ve dogrulugunun artirilmasina dair bir genel bakis
sunmaktadir [12].

Yu'nun (2022) g¢alismasinda [2], derin 6grenme kullanan algoritmalarin web sayfasi siniflandirma
dogrulugunu artirmak amaciyla anahtar kelime agirlik hesaplama yontemi kullanilmis ve diisiik frekansh
kelimelerin agirliklari azaltilmistir. Ogrenme oraninin optimize edilmesi ve siniflandirmada derin 6grenme
modellerinin dogrulugunu artirmak igin uyarlanabilir parametrelerin kullanimi incelenmisgtir. Derin
O0grenme tabanl siniflandirma algoritmalarinin geleneksel yontemlere kiyasla daha verimli oldugunu
gostermektedir.

Bu konuda yapilan ¢alismalarin biiyiik bir kismu sayfa igerigindeki metinleri farkli yontemler ile isleyerek
siniflandirma problemlerini ¢ézmeye c¢alismistir. Bir kismi ise web sitesine ait goriintiileri kullanarak
siniflandirma islemi yapmaya calismistir. Ancak literatiirde hem sayfadaki metin igerikleri hem de web
sitesine ait goriintiileri kullanarak siniflandirma problemini ¢6zebilecek ve dogrulugunu arttirabilecek
calisma eksikligi gbze ¢arpmaktadir.

Bu ¢alismanin temel amaci, web sitelerinin hem goriintiilerini hem de metin iceriklerini kullanarak daha
yiiksek dogruluklarla web sitelerinin siniflandirmasini saglamaktir. Bu ¢alismada, toplanan web sitesi
gortintiileri ve metinleri birlikte kullanilarak CNN, LSTM ve ANN’i temel alan hibrit bir model ile
smiflandirilmasi onerilmektedir. CNN modeli web sitelerinin ekran goriintiilerini kullanarak, LSTM
modeli ise web sayfalarinin metin igeriklerini analiz ederek siiflandirma yapacaktir. CNN ve LSTM
modellerinin ¢iktilarini girdi alan ANN modelinin nihai karari vererek siniflandirma iglemini tamamlamasi
hedeflenmektedir. Calismanin sonucunda elde edilen modelin, kullanicilarin internet deneyimlerini
iyilestirme, ¢ocuk giivenligi saglama ve igerik denetleme gibi birgok alanda katki sunmasi beklenmektedir.
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2. METOT VE MATERYAL

Bu caligmada web sitelerinin metin igerikleri ve gorsel iceriklerine dayali olarak kategorize edilmesini
amaglayan bir derin 6grenme modeli ele alinmistir. Web siteleri, gorsel igerikler igin CNN ve metin
icerikler icin LSTM modelleri kullanilarak; aligveris (shopping), haber (news) ve oyun (game) olmak iizere
ii¢ kategoriye siniflandirilmis ve sonuglar paylasilmistir. Calismada 6nerilen modelde ise, gérsel ve metin
icerikleri sirastyla CNN ve LSTM ile ayr1 ayr1 siniflandirildiktan sonra, nihai karar bir yapay sinir agi
(ANN) modeli araciligryla verilerek siniflandirma siireci tamamlanmustir.

Tiim ¢alismalarda Linux Mint 21.2 Victoria isletim sistemi ile ¢calisan Intel 17-1255U CPU ve 40GB Ram’e
sahip bir diziistii bilgisayar sistemi kullanilmistir. Kullanilan bilgisayar herhangi bir GPU aygitina sahip
olmadig1 i¢in yalnizca CPU kullanilmistir. Gelistirilen model 10 defa ¢alistirilmis ve elde edilen degerlerin
ortalamasi alinmaistir.

2.1 Veri Toplama ve On isleme

Veri seti olusturmak igin Université Toulouse tarafindan yayinlanan UT1 Blacklist [13] igerisinden press
rastgele 430 adet URL segcilmistir. Se¢ilen web adreslerine selenium temelli bir Python betigi ile istek
yapilmis, web sayfasi icerikleri alinarak kategorik olarak kaydedilmistir. Ayni betikle web sitelerinin ekran
goriintiilerini alinmis ve benzer sekilde kaydedilmistir. Ug kategori igin toplamda 2GB biiyiikliigiinde 1290
ekran goriintiisii alinmistir. Web sitelerine ait metin igerikleri ise toplamda 21 Mb biiyiikliigiinde olup 1290
dosyadan olugsmaktadir. Elde edilen bu gorsel ve metinsel veriler modellerin egitimleri i¢in kullanilmustir.
Bu verilerin egitim veri seti ve test veri seti boliinme orani %80- %20 olarak ayarlanmustir.

Metin verisindeki biiyliik harfler kiigiik harflere ¢evrilmistir, sayilar, 6zel karakterler ve emojiler
temizlenmistir ve durdurma kelimeleri (stop words) ¢ikartilmistir. Modellerin egitiminde verilerin bu 6n
islemler sonucundaki versiyonlar1 kullanilmigtir. Web sitelerine ait ekran goriintiileri ise her bir kategori
icin yeniden boyutlandirilarak (64x64) standart bir format haline getirilerek modeller egitilmistir.

2.2 Kullanilan Derin Ogrenme Modelleri

Bu ¢alismada {i¢ farkli model denenmistir. Birincisi gorsel verileri kullanan bir CNN modeli, ikincisi metin
verilerini kullanan LSTM modeli ve giinciisit CNN ile gorsel, LSTM ile metin igleyerek ANN ile nihai
karar veren web sitesi siniflandirma modelidir (DeepCLA-Web).

2.2.1 Evrisimsel sinir aglari

Goriintiiler gibi iki boyutlu verilerden 6zellikler ¢ikararak siniflandirma yapma yetenegine sahip bir sinir
ag1 turadir [14, 15]. CNN mimarisi, evrisim (convolution), havuzlama (pooling), diizlestirme (flatten)
katmanlarindan olusur. Bu katmanlar, goriintiilerdeki belirgin kenar, sekil ve diger gorsel Oznitelikleri
ogrenir.

Bu caligmada Sekil 1°de goriildiigi gibi iki evrisim ve iki havuzlama katmani kullanilarak web sitelerine
ait ekran goriintiileri islenmistir. ilk evrisim katmam, 32 filtre ve 3x3 boyutundaki ¢ekirdek kullanarak,
goriintiiden disiik seviyeli 6zellikler ¢ikarir ve bir havuzlama katmani ile boyut kii¢liltme islemi yapar.
Ikinci evrisim katmaninda 64 filtre kullanilarak daha karmasik 6zniteliklerin ¢ikarilmasi saglanir ve yine
bir havuzlama katmani ile boyut kiigiiltiliir.
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Sekil 1. DeepCLA-Web Modeline ait CNN mimarisi

Diizlestirme (flatten) katmani, iki boyutlu 6zellik haritalarini tek boyutlu bir vektdr haline ¢evirerek dense
katmanina uyumlu hale getirir. 256 néronlu Dense katmani, goriintii tabanli 6zellikleri isler ve goriintiilerin
siniflandirilmasini saglar.

Dogrulama kaybi (val_loss) 10 ¢evrim boyunca iyilesmezse, egitim erken durdurulur. Adam optimizasyon
algoritmasi ve 6n tanimli learning rate degeri olan 0.001 degeri kullanilmistir. Asir1 6grenmeyi engellemek
ve egitim sirasinda noronlari rastgele devre dist birakarak bu durumu azaltmak i¢in dropout degeri 0,5
olarak tanimlanmugtir.

Sinif sayis1 kadar néron iceren ¢ikis katmaninda softmax aktivasyon fonksiyonu kullanilarak gorsel verinin
her smifa ait olasilik degerleri tiretilmektedir. Bu model, gorselin belirlenen kategorilerden hangisine ait
oldugunu tahmin etmektedir.

2.2.1 Long Short-Term Memory modeli

Long Short-Term Memory (LSTM), sirali verilerde uzun vadeli bagimliliklar1 6grenmek igin tasarlanmig
bir tiir Recurrent Neural Network (RNN) yapist olup geleneksel RNN'lerin uzun vadeli bagimliliklar
ogrenmedeki yetersizliklerini gidermek igin gelistirilmistir [16]. LSTM, veri akigindaki énemli bilgileri
daha uzun siire hatirlayabilen bir bellek yapisi kullanarak uzun vadeli bagimliliklar1 daha iyi 6grenir [17].

Bu c¢alisgmada kullanilan LSTM mimarisi Sekil 2’deki verilmektedir. Kelimeleri sayisal bir forma
doniistiirmek i¢in Gomiilii Katman (Embedding) kullanilir. En sik kullanilan 5000 kelimeyi 128 boyutlu
vektorlerle temsil eder. Girdi olarak embedding vektorlerini alan 128 ndronlu bir LSTM katmant
kullanilmigtir. Bu katman metin verisindeki sirali iligkileri 6grenir. Dropout ve Recurrent dropout
kullanarak bazi ndronlarin gecici olarak kapatilmasi saglanarak modelin asir1 6§renme yapmasi onlenir.
Dropout ve Recurrent dropout degerleri 0,2 olarak secilmistir.

oao

\9
Input (200) Embedding Dense Output
(128-dim vectors) LST™ 128 Neuron

(128 units, Dropout: 0.2,

recurrent-dropout: 0.2)

Sekil 2. DeepCLA-Web modeline ait LSTM mimarisi

LSTM katmanimin ¢iktilarim ReLU aktivasyon fonksiyonuyla isleyen Dense katmani 128 ndrondan
olusmaktadir ve daha yiiksek seviyeli Ozniteliklerin g¢ikarilmasini saglar. Model Adaptive Moment
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Estimation (Adam) optimizasyon algoritmasini kullanmaktadir ve 6n tanimli learning rate degeri olan 0,001
degeri kullanilmistir. 10 ¢evrim boyunca dogrulama kaybi (val_loss) iyilesmezse, egitim erken durdurulur.

Cikis Katmani (Softmax), Modelin simiflandirma yapmasimi saglar. Her bir kategoriye ait olasilik
degerlerini hesaplar ve metnin hangi kategoriye (6rnegin oyun, haber, aligveris gibi) ait oldugunu tahmin
eder.

2.2.3 CNN ile gorsel, LSTM ile metin isleyerek ANN ile nihai karar veren web sitesi
siniflandirma sistemi: DeepCLA-Web

Bu calismada olusturulan hibrit model i¢in {i¢c ana model kullanilmistir. Metin verileri i¢cin LSTM, ekran
gorilintiilerini barindiran gorseller icin CNN ve bu iki modelin ¢iktilar1 ile nihai karari veren ANN
kullanilmistir. Genel yapist Sekil 3’de verilen DeepCLA-Web modeli; goriintii ve metin olmak iizere her
iki veri tiiriinii ayr1 ayri isleyip analiz eden CNN ve LSTM alt modellerini kullanir.

Ekran
Goruntusa

Sekil 3. DeepCLA-Web modeline ait akis diyagrami

Bu modellerden CNN modeli yalnizca web sitelerine ait ekran goriintii verileri ile calisarak siniflandirma
yapmaktadir. LSTM modeli ise web sayfalarinin igerigindeki metin veriler ile ¢aligarak siniflandirma iglemi
yapmaktadir. Bu iki modelin ¢iktilari tiglincii bir Artificial Neural Network (ANN) modeli ile birlestirilerek
nihai tahmin yapilir.

Multimodal Yapay Sinir Aglari (Multimodal ANN), farkl veri tiirlerini (modaliteleri) ayn1 anda isleyerek
daha kapsamli ve dogru tahminler yapabilen sinir ag1 modelleridir. Geleneksel yapay sinir aglart goriintii
ya da metin gibi tek bir veri kaynagini kullanirken, multimodal modeller birden fazla veri tiirlinii
birlestirerek isleyebilirler. Sekil 4’de c¢alismada kullanilan DeepCLA-Web modelinin  mimarisi
sunulmaktadir.
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Sekil 4. DeepCLA-Web Modeli mimarisi

LSTM ve CNN modellerinin ¢iktilari, Birlestirme (Concatenate) katmaninda birlestirilir. Bu sayede metin
ve gorsel verilerden elde edilen 6zellikler birlikte islenir. Birlesik 6zellik vektorii, 256 nérondan olusan ve
ReLU aktivasyon fonksiyonu kullanan tam baglantili bir yogun (dense) katman ile islenir. Softmax
aktivasyon fonksiyonuna sahip bir ¢ikis katmani, web sitesinin tahmin edilen kategorisini belirler. Asir
O0grenmeyi Onlemek icin dropout katmanlari kullanilmis ve dropout degeri 0,2 olarak belirlenmistir.
Modelde, Adam optimizasyon algoritmasi ve 0,0001 olarak belirlenen varsayilan 6grenme orant
kullanilmistir. Batch _size degeri 32 olarak secilmistir ve gradient descent uygulanmistir. Egitim 100 epok
boyunca yapilir ve dogrulama kayb1 (val _loss) 10 ¢evrim boyunca iyilesmezse, egitim erken durdurulur.

2.3 Degerlendirme Metrikleri

Modelin performans dlciimii i¢in Esitlik 1-4’de gosterilen dogruluk, kesinlik, geri ¢agirma ve F1 Skoru gibi
bazi standart metrikler kullanilmistir. Kullanilan bu metrikler modellerin performanslarin1 degerlendirme
icin yaygin olarak kullanilan dl¢iitlerdir [18,19,20]. Dogruluk (Accuracy) metrigi siniflandirma isleminin
dogrulugunu 6lgmeye ve modelin basarimini anlamaya yardimei olur. Kesinlik (Precision), pozitif olarak
tahmin edilenlerin ne kadariin gercekten pozitif oldugunu belirler. Geri Cagirma (Recall), pozitif olarak
tahmin edilenlerin ne kadarmnin dogru sekilde siniflandirildigini belirlemek igin kullanilir. F1-skoru ise
kesinlik ve geri ¢agirma arasindaki dengeyi gosterir.

Dogru tespit edilen kayitlar (1)

Dogruluk =
& Toplam kay:itlar

.. Gergek poziti
Kesinlik = hd ! — (2)
Toplam tespit edilen pozitif

Gergek pozitif

Gerigagirma =

3)

Kesinlik x geri cagirma (4)

Gergek pozitif +yanlis negatif

F1 Skoru=2x

Kesinlik+ geri cagirma

3. DENEYSEL SONUCLAR

430 adet gorsel dosyasi ve 430 metin dosyasindan olusan egitim verisi LSTM, CNN ve bu ¢alismada
onerilen DeepCLA-Web modeli kullanilarak iglenmis ve elde edilen bulgular bu boliimde verilmistir.
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3.1 Gérseller Uzerinden Evrigimsel Sinir Aglari ile Siniflandirma Sonuglari

Olusturulan CNN modeli kullanilarak 430 gorsel iizerinde yapilan egitimlerin en iyi sonuglarina gére elde
edilen dogruluk grafigi Sekil 5’de, elde edilen karmagsiklik matrisi Sekil 6’da verilmistir. Elde edilen
sonuglar dogruluk, keskinlik, geri ¢agirma ve F1 skor metrikleri ile degerlendirilmistir ve sonuglar1 Tablo
1’de sunulmustur.

CNN Dogrulugu
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Dogruluk (Accuracy)
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—— CNN Dogrulugu
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Sekil 5. CNN Modeline ait dogruluk grafigi

CNN Karmasiklk Matrisi
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haber
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-20
17 14

alisveris
|

-10

! |

oyun haber alisveris
Tahmin Edilen Etiketler

Sekil 6. CNN Modeline ait karmasiklik matrisi

Tablo 1. Gorsel veriler iizerinden elde edilen CNN modeli sonuglari

En Diigiik En Yiiksek Ortalama
Dogruluk (Accuracy) 0,3295 0,6783 0,5922
Kesinlik (Precision) 0,1085 0,6793 0,5805
Geri Cagirma (Recall)  0,3295 0,6783 0,5922
F1 Score 0,1633 0,6776 0,5727

3.2 Long Short-Term Memory Test Sonuglari

Olusturulan LSTM modeli kullanilarak 430 gorsel lizerinde yapilan egitimlerin en iyi sonuglarina gore elde
edilen dogruluk grafigi Sekil 7’de, elde edilen karmasiklik matrisi Sekil 8’de verilmistir. Elde edilen
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sonuclar dogruluk, keskinlik, geri cagirma ve F1 skor metrikleri ile degerlendirilmis ve sonuglart Tablo
2’de sunulmustur.

LSTM Dogrulugu
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Sekil 8. LSTM modeline ait karmasiklik matrisi

Tablo 2. Metin veriler iizerinden elde edilen LSTM modeli sonuglari

En Diisiik En Yiiksek Ortalama
Dogruluk (Accuracy) 0,7287 0,7752 0,7585
Kesinlik (Precision) 0,7266 0,7745 0,7590
Geri Cagirma (Recall) 0,7287 0,7752 0,7585
F1 Score 0,7255 0,7742 0,7576

3.3 DeepCLA-Web Modeli Test Sonuglari

Onerilen modelde, 430 metin verisi LSTM modeliyle ve 430 gorsel veri CNN modeliyle islenmis; elde
edilen ¢iktilar ANN modeline girdi olarak verilmistir. Bu yapiyla ger¢eklestirilen siniflandirma sonucunda
elde edilen en iyi dogruluk grafigi Sekil 9°da ve karmagiklik matrisi ise Sekil 10°da sunulmustur. Elde
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edilen sonuglar dogruluk, keskinlik, geri cagirma ve F1 skor metrikleri ile degerlendirilmis ve sonuglari

Tablo 3’te sunulmaktadir.

DeepCLA-Web Dogrulugu
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Sekil 10. DeepCLA-Web modeline ait karmasiklik matrisi

Tablo 3. DeepCLA-Web modelinin gorsel ve metin veri ile elde edilen sonuglari

En Diisiik En Yiiksek Ortalama
Dogruluk (Accuracy) 0,7481 0,8682 0,8089
Kesinlik (Precision) 0,7461 0,8680 0,8100
Geri Cagirma (Recall) 0,7481 0,8682 0,8089
F1 Score 0,7458 0,8674 0,8076

DeepCLA-Web modeli ile yapilan testlerde en yiiksek dogruluk 0,8682 olarak elde edilmistir. Kesinlik
degeri 0,868, Geri Cagirma degeri 0,8682 ve F1 Skoru ise 0,8674 olarak elde edilmistir. Ug farkli modelden

elde edilen ortalama sonuglarin karsilastirmasi Tablo 4’de verilmistir.
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Tablo 4. Calismadaki modellerin elde edilen sonuglarina ait karsilagtirma tablosu

DeepCLA-Web LSTM CNN
Dogruluk (Accuracy) 0,8089 0,7585 0,5922
Kesinlik (Precision) 0,8100 0,7590 0,5805
Geri Cagirma (Recall) 0,8089 0,7585 0,5922
F1 Score 0,8076 0,7576 0,5727

Tablo 4’te sunulan sonuglara gore Onerilen modelin basarimimin tim metriklerde LSTM ve CNN
modelinden daha yiiksek bagarimlar elde ettigi gozlemlenmektedir. Bunun yani sira metin verileri iizerinden
LSTM ile yapilan siiflandirmanin, gorsel veriler iizerinden CNN modeli ile yapilan siniflandirmaya gore
basariminin daha yiiksek oldugu goriilmektedir.

4. TARTISMA

DeepCLA-Web modeli, LSTM ve CNN olmak {iizere ti¢ farkli derin 6grenme mimarisi bu ¢aligmada
kullanilmistir. Bu calisma kapsaminda, web sitelerinin ekran goriintiileri ve sayfa metinlerinden olusan veri
seti kullanilarak DeepCLA-Web modeli egitilmis ve performansi, yalnizca LSTM veya yalnizca CNN
kullanan modellerin performansiyla karsilagtirillmistir. Ayrica, elde edilen sonuglar literatiirde yer alan
diger ¢alismalardan bazilariyla da kiyaslanmigtir. DeepCLA-Web modeli bahsi gegen diger caligmalardan
farkli olarak birden fazla derin 6grenme yoOntemini bir arada kullanan hibrit bir modeldir. Diger
calismalarda elde edilen sonuglarin bu ¢alisma ile karsilastirilmasi Tablo 5’de sunulmaktadir.

Tablo 5. Onerilen modelin ortalama sonuglarinin literatiirdeki benzer ¢alismalarla kiyaslanmasi

Calisma Dogruluk (Accuracy) F1-Score
Bu Calisma (DeepCLA-Web) 0,8089 0,8076
Bu Calisma (LSTM) 0,7585 0,7576
Bu Calisma (CNN) 0,5922 0,5727
0,7800 (CNN),
Kurt ve Yiicel (2022) 0,7600 (LSTM),
0,7700 (GRU)
Conenva. 202 007 (Desin et Q5150 Crcmekeyurd),
0,9045 (RF), 0,7351 (RF),
0,8881 (SVM), 0,7031 (SVM),

Bruni ve Bianchi (2020) 0.8776 (LC), 06586 (LC)

0,8620 (CNN) 0,6705 (CNN)

Kurt ve Yiicel (2022) tarafindan yapilan ¢alisma; web sitelerini 15 kategoriye gore siniflandirmakta olup
CNN modeli i¢in F1 Skoru 0,78, LSTM modeli i¢in F1 skoru 0,76 ve GRU i¢in F1 Skoru 0,77 olarak elde
edilmistir [1].

Cohen ve arkadaslarinin (2021) calismasinda, web sitelerinin tasarim 6zellikleri kullanilarak kategorize
edilmesi iizerine yapilan deneylerde farkli veri setleri ile Karar Agaci, Lojistik Regresyon, K-en Yakin
Komsu (KNN), Yapay Sinir Ag1 (ANN), Adaptive Boosting gibi algoritmalar olduk¢a basarili olmustur
[6]. En yiiksek basarim, manuel se¢ilmis 450 web sitesinden olusan kii¢iik bir veri seti ve J48 Karar Agaci
(J48 Decision Tree) kullanilarak yapilan ilk deneyde elde edilmistir. Yalnizca tasarim 6zelliklerine dayal
smiflandirmada ortalama dogruluk %90,7 olarak elde edilmis, meta-keywords eklenmesiyle bu oran
%97,8'e ylikselmistir. "Crack" web siteleri i¢in F1-skoru, yalnizca tasarim 6zellikleri ile %46,2 iken, meta-
keywords destegiyle %81,5'e ¢ikmustir. "Games" kategorisinde F1-skore %26,1'den %80'e yiikselmistir.
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Bruni ve Bianchi (2020) tarafindan gerceklestirilen web sitesi siniflandirma ¢alismasinda, Random Forest
(RF) ile en yiiksek dogruluk %90,45 ve F1-skor %73,51 olarak elde edilmistir. Destek Vektor Makineleri
(SVM) ile en yiiksek dogruluk %88,81 ve Fl-skor %70,31 olarak kaydedilmistir. Logistik Siniflandirici
(LC) ile en yiiksek dogruluk %87,76 ve F1-skor degeri %65,86 olarak goriilmiistiir. Evrisimsel Sinir Aglar1
(CNN) ise en yiiksek dogruluk %86,20 ve F1-skor %67,05 olarak elde edilmistir [5].

Bu ¢alismadaki DeepCLA-Web modeli, Kurt ve Yiicel'in modellerinden daha iyi bir performans
gostermistir. F1 skoru acisindan Bruni ve Bianchinin elde ettigi sonuclardan daha iyi bir basarim
saglamistir. Hibrit model testler sirasinda 0,8674 gibi yiiksek F1 degerleri vermis olmakla birlikte elde
edilen ortalama F1 skoru 0,8076 olmustur. Bu deger Cohen ve arkadaglariin tasarim 6zellikleri ve meta-
keywords kullanarak elde ettigi dogruluk oranlarmin ve kategori bazli F1 skorlariin biraz gerisinde
kalmustir.

Bu ¢alismada gelistirilen CNN ve LSTM modelleri arasinda DeepCLA-Web modeli, dogruluk, kesinlik,
geri cagirma ve F1 skoru gibi metriklerde en yiiksek degerlere ulasmstir. Metin ve gorsel verilerin bir arada
kullanilmasiyla elde edilen hibrit yaklagimin, siniflandirma probleminde etkili oldugunu ortaya
koymaktadir.

5. SONUG

Bu ¢alismada CNN, LSTM ve ANN olmak iizere {i¢ farkli derin 6grenme mimarisini kullanan hibrit model
DeepCLA-Web ile web sayfalarinin siniflandirilmasi ele alinmigtir. Modeller, kii¢iik bir veri seti tizerinde,
yalnizca CPU kullanilarak (GPU kullanilmadan) c¢alistirilmigtir. Veri setinin kiiglik olmast modelin
genelleme yetenegini sinirlandirmaktadir ve asiri 6grenme riskini arttirmaktadir. Ancak kiigiik veri seti,
kisith donanim kaynaklar ile model gelistirme siirecinde daha fazla mimari deneme yapmay1 saglamakta
ve hiperparametre optimizasyonu iglemlerini kolaylastirmaktadir. Sonuglar donanim kisitlar1 altinda ve
kiigtik veri seti ile elde edilmistir.

LSTM modeli, yalnizca metin verisi lizerinde ¢alismasina ragmen yiiksek bir performans gdstermistir. Bu
durum, metin tabanli smiflandirma problemlerinde LSTM'in gii¢lii bir ara¢ oldugunu gostermektedir.
CNN modeli ise, gorsel verilere dayali analizlerde diger modellere kiyasla daha diisiik bir performans
sergilemistir. Bu durum egitim veri setinin yetersiz kaldigini, gorsel verilerin siniflandirma i¢in daha az
bilgi sagladigin1 veya bu modelin veri setine tam olarak uyum saglamadigini gosterebilir. Sonug olarak veri
sayist azaldikg¢a gorsel yerine metin verileri iizerinden siniflandirma yapmanin bagarimi arttirabilecegi
sOylenebilir.

LSTM modeli CNN modeline kiyasla ¢ok daha yiiksek basarim gostermis ve hibrit modele olduk¢a yakin
bir performans sergilemistir. Hibrit model ise en yiiksek dogruluk degerine sahiptir. Hibrit model, test
asamasinda 0,8682 Dogruluk (Accuracy) ve 0,8674 F1 skoru gibi yiiksek performans degerleri elde
etmistir. Bununla birlikte, genel ortalama dogruluk 0,8089, ortalama F1 skoru ise 0,8076 olarak
hesaplanmigtir. Hibrit modelin, metin ve gorsel Ozellikleri birlestirerek daha yiiksek dogruluk
saglayabildigi gozlemlenmistir. Bu durum metin ve gorsel veri tiirlerinin birbirini tamamlayici nitelikte
oldugunu da géstermistir.

Sonug olarak, DeepCLA-Web modeli, metin ve gorsel verilerin birlikte degerlendirilmesiyle elde edilen
giiclii bir siniflandirma performansi sunmustur.

Gelecekteki ¢alismalarda, 6nerilen modelin alt yapilarinda daha ileri ve karmasik modellerin kullanilarak
ve farkli veri tiirlerini entegre ederek hibrit yaklasimlarin siniflandirma basarisinin arttirilmasi, daha biiyiik
ve kapsamli veri setleri kullanilmasi, modelin daha gii¢lii donanimlarda test edilmesi hedeflenmektedir.
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