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Abstract 

 
In this article, we propose two new classes of estimator using transformed auxiliary variables for the 

estimation of systematic sample mean in absence and presence of non-response. The mathematical 

expressions of biases and mean square errors are determined. A numerical illustration is also performed to 

illustrate the performance of the proposed estimators. Based on the numerical study, the proposed estimator 

performs better than the usual sample estimator, regression estimator, Singh and Solanki [8], Singh et al. [9], 

Swain [11] and Koyuncu [3] estimators in systematic sampling.  

Keywords: Systematic random sampling, Supplementary information, Bias, Relative efficiency. 

 

Öz 

Cevapsızlık olması ve olmaması durumlarında sistematik örneklemede ortalama tahmini 

Bu çalışmada cevapsızlık varlığında ve yokluğunda sistematik örneklem ortalamasının tahmini için dönüşüm 

yapılmış yardımcı değişkenler kullanılarak iki yeni tahmin edici sınıfı önerildi. Yan ve hata karaler 

ortalamalarının matematiksel formülleri bulundu. Ayrıca önerilen tahmin edicilerin performansını göstermek 

için sayısal bir örnek yapılmıştır.Sayısal çalışma sonucunda, önerilen tahmin ediciler sistematik örneklemede 

genel örneklem ortalamasından, regresyon tahmin edicisinden, Singh and Solanki [8], Singh et al. [9], Swain 

[11] ve Koyuncu [3] tahmin edicilerinden daha iyi sonuç vermiştir.  

Anahtar sözcükler: Sistematik rasgele örnekleme; Yardımcı bilgi, Yan, Göreli etkinlik  

 

1. Introduction 

Supplementary information is used at many stages to enhance the effectiveness of an estimator of 

population mean . The regression, product and ratio estimators are broadly used in numerous 

circumstances of survey sampling, when supplementary information is utilized at the estimation 
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stage. Mohanty and Sahoo [4] used transformed supplementary variable for the estimation of 

population mean . Their transformed supplementary variables are as given below 

          (1) 

          (2) 

Systematic random sampling is a strategy of selecting sample from a bigger population through 

initial random start. Typically, each nth element is chosen from the whole population for 

inclusion in the required sample. Nowadays, systematic random sampling is becoming more 

famous than simple random sampling due to its simplicity, see Cochran [1], Singh and Solanki 

[8], Singh et al. [9] and Verma [12] have developed some enhanced estimators for the estimation 

of population mean  utilizing auxiliary information under systematic random sampling scheme. 

Riaz et al. [6] have defined classes of estimator in circular systematic sampling. 

In this study, taking inspiration from Mohanty and Sahoo [4], and Koyuncu [3], two new 

families of estimators are constructed for the estimation of population mean , utilizing the 

supplementary information under systematic random sampling scheme. We also discuss 

suggested families of estimators when non-response present in the variate of interest Y only. 

2. Preliminaries and existing estimators 

Let Y be the variate of interest and X be the auxiliary variate defined on a finite population  

containing 1 to N units. Unless specified else, we consider N = nk, where n and k are positive 

integers. In this manner, there will be k groups (samples) each of size n. Let M be the random 

variable having range . The systematic random sample is then selected by the 

following random sequence as 

 

Let  for  and  denote jth unit in the ith sample. The 

corresponding linear systematic sample means of Y and X are . 

Let us define following error terms: 

 

where  and  and  denote the population means of u and z 

respectively. The expectations of error terms can be written as: 
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where  and  are the interclass correlations of X and Y respectively. While ρ is the 

coefficient of correlation between X and Y. The variance of the traditional systematic sample 

mean  is 

          (3) 

The traditional ratio and product estimators (due to Swain [10] and Shukla [7]) are as given 

below 

           (4) 

           (5) 

The MSEs of  are 

        (6) 

        (7) 

The traditional regression estimator under systematic random sampling scheme and its MSE as 

given by  

         (8) 

        (9) 
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Following Swain [11], one may propose the following ratio and product estimators as given by 

          (10) 

          (11) 

The MSEs of are given by 

        (12) 

        (13) 

Singh and Solanki [8] family of estimators under systematic random sampling as 

    (14) 

where  and . Some members of  are given in Table1 according to 

suitable variable of , a and b. The MSE of  is  

=    (15) 

where 

 

 

 

 

 

V=  and . 
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which is minimum for  

 

The minimum MSE of  is 

       (16) 

Table 1: Family members of Singh and Solanki [8] 

Estimators (α, g, )=(1,1,-1)     a  b 

   1  0 

  1   

    1 

  1  ρ 

    

  ρ   

    ρ 

Singh et al. [9] introduced the following estimator under systematic random sampling as 

        (17) 

The MSE  is  

   (18) 

where  
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which is minimum for 

  

The minimum MSE of is 

      

 (19) 

Now we are adapting Koyuncu [3] estimator to systematic random sampling. Koyuncu [3] class 

of estimators under systematic random sampling will be 

      

 (20) 

We generated some member of  using suitable γ,   and , are given in Table 2.  

 

Table 2: Some family members of Koyuncu [3] 

 

Estimators                γ        

1 1 2 2

2

2
2 1 2 2

2

3 1 2

( )
exp 1 ( )

( ) 2 ( )

( )( )
exp 1 ( )

( )( ) 2

( )
exp

(

ss x ss
nk nk ss nk x

x ss

ss ss
nk nk ss nk x

ss x

ss ss
nk nk ss nk

x C X x
a y C x

X C X x x

x x X x
a y x C

X x X x C

x X x
a y

X

  



  



 







    
     

     

    
     

     

   
    

  

4 1 2 2

2

1 1
) 2

( )
exp 1 1 ( )

( ) 2 ( )

x

ss x

ss ss
nk nk ss nk

ss

C
X x C

x X x
a y x

X X x x
  





 
 

  

    
     

     

 

The MSE  is  

 (21) 

where 
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, ,  

 is minimum for  

, . 

The minimum MSE of   is  

     (22) 

3. Suggested estimators in absence non-response 

3.1 First suggested family of estimators in absence non-response 

Mohanty and Sahoo [4] have used transformed supplementary variables as given in (1) and (2). 

Koyuncu [3] have suggested an exponential class of estimators. Taking motivation from 

Mohanty and Sahoo [4] and Koyuncu [3], we suggest the following class of estimators under 

systematic random sampling 

     

 (23) 

where . Some members of  are given in Table 3.  

Let we express in terms of as follows 

 

The bias of  is 

+   

 (24) 
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where 

 

The MSE of  is 

  

 (25) 

where 

 

 

 

 

 

 

Table 3. Some members of first suggested family  

 

Estimators Values of constants 

   

 

1 1  

 

1 1  

 
 

1 N 

 
 

1  

  

1 N 
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1  

  

0 - 

  

0 - 

 

1 1 1 

 

By minimizing MSE  we get the optimum value of  i.e. 

 

 and . 

Hence, minimum mean square error   i.e. 

.      (26) 

3.2. Second suggested family of estimators in absence non-response 

Taking motivation from Mohanty and Sahoo [4] and Koyuncu [3], we suggest another class of 

estimators as 

     (27) 

where  

Let we express  in terms of ,  as follows 

 

The bias of  is 

.  (28) 

The MSE of  is 

 (29) 
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where 

 

 

 

 

 

 

Note that we can generate new estimators from  using suitable ,  and  values. For 

numerical example we have generated , …  estimators using the same 

constants of ,  and  in Table 3 respectively. 

By minimizing MSE of  , we get the optimum values of   i.e. 

 and . 

Hence, minimum mean square error  i.e. 

.      (30) 

4. Non-response  

 

4.1. Existing and adapted estimators in presence non-response 

Strikes and holidays etc. may be the common reasons of non-response, however; issue of non-

response is wider in mail surveys as compare to personal interviews. Hansen and Hurwitz [2] 

sub-sampling scheme is a traditional way to handle or reduce the non-response problem. Suppose 

the population is divided into response group , non-response group  and ,  be their 

respected systematic random samples. As  is a sample of non-respondents so a sub-sample 

having size  is selected where  is the rate of inverse sampling i.e. .  

Suppose non-response is present in Y (variate of interest) but not in X (auxiliary variate), Hansen 

and Hurwitz [2] unbiased estimator for the estimation of mean of Y under systematic random 

sampling as  

          (31) 

where  and  
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The variance of is  

,         (32) 

where    

Traditional ratio and product estimators under non-response with their MSEs are as follows 

           (33) 

           (34) 

,        (35) 

        (36) 

where  

The traditional regression estimator with their MSE under non-response as given by 

         (37) 

.        (38) 

Following Swain [11], one can propose the ratio and product estimators using square root 

transformation under non-response as follows  

,          (39) 

.          (40) 

The MSEs of and  are given by  

 ,        (41) 

.        (42) 

Mohanty and Sahoo [4] estimators in case of non-response under systematic random sampling 

are as follows 
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, , ,    (43) 

The MSEs of these estimators are given by  

,       (44) 

,       (45) 

,        (46) 

.       (47) 

Singh and Solanki [8] estimators under non-response will be 

     (48) 

The minimum MSE of is 

       (49) 

where 

, 

 

 

Singh et al. [9] introduced the following estimator under systematic random sampling in 

presence of non response 

        (50) 

The minimum MSE for  is 

      (51) 
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Where  

Following Koyuncu [3] we are adapting following class of estimators in case of non-response 

under systematic random sampling as 

      (52) 

The minimum MSE of  is 

     (53) 

where  

4.2. First suggested family of estimators in presence non-response 

In this section we propose ,  and  estimators under non-response.  under non-

response is given by 

     (54) 

where  

The minimum mean square error of  is 

      (55) 

where 

 

 

 

1(1)



Na , 1(2)



Na ,…, 1(9)



Na  can be generated from  using the same constants in Table3. 

  
4.3. Second suggested family of estimators in presence non-response 

2Na


 under non-response is given by 

 

where  

2(1) 2(2) 2(9), ,...,
  

  N N Na a a  can be generated from  using the same constants in Table3.  

The minimum mean square error of 2Na


  is 
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where 

 

 

 
 
5. Efficiency Comparison 

Here we perform efficiency comparison for the proposed estimators for (j = 1, 2) by looking at 

the MSE of the reviewed estimators as given below 

 

5.1 In absence of non-response 

 

Observation (1): 

 
If 

 
Observation (2): 

 
If 

 
Observation (3): 

 
if 

 
Observation (4): 

 
if 

 
Observation (5): 

 
if 
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From above observations we can argue that the new estimators perform better than all of the 

reviewed estimators. Also we can develop such type of efficiency conditions for the non-

response case. 

  
6. Numerical illustration 

 

For assessing the performance of proposed and reviewed estimators, we use the data set available 

in Murthy [5] concerning volume of the timber considered as (Y ) and length of the timber as (X).  

Details of the population descriptives are, N = 176,  n = 16, 

282.61, 155.73, 6.99, 2.95, 0.87, 0.0019 0., 0014y x y xY S X S             

Table 4: PRE of estimators in absence of non-response 

Est. PRE Est. PRE Est. PRE Est. PRE 

ssy  100 6ssa


 414.55 1(1)Na


 11211.40 2(1)Na


 142760.30 

ra


 397.90 
7ssa



 414.66 
1(2)Na



 1408.10 
2(2)Na



 24059.29 

rega


 414.33 
sa



 416.18 
1(3)Na



 1938.01 
2(3)Na



 22338.42 

1hra


  209.65 
1msra



 357.29 
1(4)Na



 4183.70 
2(4)Na



 48238.17 

1ssa


 414.90 
2msra



 157.99 
1(5)Na



 5490.35 
2(5)Na



 54513.73 

2ssa


 414.58 
1nka



 318.68 
1(6)Na



 20354.27 
2(6)Na



 202103.60 

3ssa


 414.63 
2nka



 654.36 
1(7)Na



 1916.07 
2(7)Na



 22085.33 

4ssa


 414.40 
3nka



 603.89 
1(8)Na



 5397.21 
2(8)Na



 53588.54 

5ssa


 
 

414.77 
4nka



 
 

406.67 
1(9)Na



 
 

1021.35 
2(9)Na



 
 

17453.57 

 

Table 5: PRE of estimators under non-response for (l=2) 

Est. PRE Est. PRE Est. PRE Est. PRE 

ssy  
100 6ssa



  183.68 1(1)Na


  11236.01 2(1)Na


  140980.50 

ra


  149.79 
7ssa



  183.91 
1(2)Na



  1412.76 
2(2)Na



  23786.80 

rega


  401.91 
sa



  181.75 
1(3)Na



  1920.70 
2(3)Na



  22031.55 

1hra


   171.36 
1msra



  350.57 
1(4)Na



  4146.28 
2(4)Na



  47575.43 

1ssa


  184.32 
2msra



  157.31 
1(5)Na



  5425.86 
2(5)Na



  53728.51 

2ssa


  183.36 
1nka



  419.88 
1(6)Na



  20114.98 
2(6)Na



  199192.01 
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3ssa


  182.36 
2nka



  456.49 
1(7)Na



  1898.96 
2(7)Na



  21781.94 

4ssa


  182.37 
3nka



  447.84 
1(8)Na



  5333.80 
2(8)Na



  52816.64 

5ssa


  
 

184.11 
4nka



  
 

426.78 
1(9)Na



  
 

1024.74 
2(9)Na



  
 

17256.09 

 

 

 

Table 6: PRE of estimators under non-response for (l=2.5) 

Est. PRE Est. PRE Est. PRE Est. PRE 

ssy  
100 6ssa



  183.15 1(1)Na


  11249.37 2(1)Na


  140140.90 

ra


  149.52 
7ssa



  183.38 
1(2)Na



  1415.19 
2(2)Na



  23658.17 

rega


  401.96 
sa



  181.22 
1(3)Na



  1912.58 
2(3)Na



  21886.09 

1hra


   170.91 
1msra



  347.34 
1(4)Na



  4128.72 
2(4)Na



  47261.28 

1ssa


  183.78 
2msra



  156.98 
1(5)Na



  5395.38 
2(5)Na



  53355.95 

2ssa


  183.22 
1nka



  418.98 
1(6)Na



  20001.92 
2(6)Na



  197810.60 

3ssa


  182.32 
2nka



  457.81 
1(7)Na



  1890.94 
2(7)Na



  21638.12 

4ssa


  182.74 
3nka



  449.02 
1(8)Na



  5303.85 
2(8)Na



  52450.41 

5ssa


  
 

183.58 
4nka



  
 

426.92 
1(9)Na



  
 

1026.51 
2(9)Na



  
 

17162.87 

 

 

Table 7: PRE of estimators under non-response for (l=3) 

Est. PRE Est. PRE Est. PRE Est. PRE 

ssy  100 6ssa


  182.62 1(1)Na


  11263.39 2(1)Na


  139332.80 

ra


  149.24 
7ssa



  182.65 
1(2)Na



  1417.68 
2(2)Na



  23534.32 

rega


  402.01 
sa



  180.70 
1(3)Na



  1904.80 
2(3)Na



  21745.62 

1hra


   170.46 
1msra



  344.19 
1(4)Na



  4111.90 
2(4)Na



  46957.92 

1ssa


  183.26 
2msra



  156.65 
1(5)Na



  5366.03 
2(5)Na



  52995.99 

2ssa


  182.61 
1nka



  418.11 
1(6)Na



  19892.99 
2(6)Na



  196475.90 

3ssa


  182.80 
2nka



  459.14 
1(7)Na



  1883.24 
2(7)Na



  21499.25 

4ssa


  182.22 
3nka



  450.19 
1(8)Na



  5274.99 
2(8)Na



  52096.56 

5ssa


  
183.05 

4nka


  
427.06 

1(9)Na


  
1028.32 

2(9)Na


  
17073.12 
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10 % weight is assumed for non-response. So numerical results are provided only for 10 

% percent weight of missing values and consider last 18 values as non-respondents. 

Further, we check the proposed and existing estimators on different choices of l i.e (l = 2, 

2.5, 3). Some important results from the population of non-respondents are as follows: 

 and N2 = 18. The PREs of all the ratio type proposed and 

existing estimators available in Table 4-7. 

For absence of non-response, 
( )

(.) 100
(.)

ssMSE y
PRE

MSE
    

For presence of non-response, 
( )

(.) 100
(.)

ssMSE y
PRE

MSE


   

For non-response problem we take 10% values as non-response with different choices of l 

i.e (l = 2, 2.5, 3). By assuming all these choices we see that the PREs of the proposed and 

reviewed estimators are not really affected. No doubt, numerical results are not same on 

all these percentages of weights but the behavior of the numerical results is same in all 

situations. 

7. Conclusion 

In this study, we have proposed two new classes of estimators for estimating population mean 

in systematic random sampling scheme alongside the non-response problem. Some members of 

two new classes are developed. We determine the properties of the proposed families of 

estimators. Theoretical efficiency conditions are also performed under which proposed families 

of estimators perform better as compared to reviewed ones. On the premise of results given in 

Tables 4-7, we conclude that the proposed classes of estimators are preferable over its 

competitive estimators under systematic random sampling scheme. Hence, it is advise-able to 

use the proposed classes of estimators. 
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