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Research Article 

 

Abstract—This study aims to detect diseases from potato 

leaf images using deep learning methods. In the proposed 

work, a large and comprehensive image dataset of healthy 

and various potato diseases was used to detect common 

diseases (late blight, early blight) seen in potato plants. 

Models were developed to detect potato diseases using 

different Convolutional Neural Network (CNN) 

architectures and hybrid models. The developed models 

were trained under various hyperparameters and evaluated 

using performance metrics such as accuracy, precision, 

recall, and F1-score. The study shows that deep learning 

methods can be effectively used in the detection of potato 

diseases and can contribute to previous studies in this field. 

The dataset was tested with four different ResNet models 

and evaluated with various performance metrics. It is 

thought that the obtained test results can provide a 

significant information for disease management and 

productivity increase in potato cultivation. And artificial 

intelligence (AI)-based disease detection can lead to 

innovations in the field of agriculture, and can also 

contribute to machine-human interaction. Our work also 

highlights the success and importance of ResNet deep 

learning models in the field of image extraction. 

 
Index Terms—Convolutional Neural Network (CNN), Deep 

Learning, Potato Disease Detection, ResNet.  

 

I. INTRODUCTION 

GRICULTURE IS one of the oldest and most 

fundamental activities of humanity, and has made 

significant contributions to the emergence and development of 

civilizations. Today, the increasing world population, climate 

change and limited resources make agricultural production even 

more important and necessitate the need to increase efficiency. 

In order to cope with these challenges and ensure sustainable 

food production, technology has increasingly begun to be used 

in the agricultural sector. Especially in recent years, rapid 

developments in the field of artificial intelligence have the 

potential to revolutionize the agricultural sector. Today, the 

rapidly increasing world population and changing consumption 

habits have made food supply and security a global priority. In 

this context, the efficiency and sustainability of the agricultural 

sector is of critical importance for the future of humanity. Plant 

production, which forms the basis of the agricultural sector, is 

currently faced with human-induced factors such as incorrect 

planting, incorrect irrigation and incorrect fertilization, as well 

as environmental challenges such as climate change, water 

scarcity and soil erosion. These challenges negatively affect the 

productivity and quality of agricultural products, threatening 

food security.  

Technological developments offer new opportunities to 

overcome these challenges and increase efficiency in the 

agricultural sector. Image processing and deep learning 

techniques, which have developed rapidly in recent years, have 

the potential to revolutionize agricultural applications. Many 

different machine learning methods have been successfully 

used in the literature for early diagnosis, quality control and 

classification of plant diseases [1-6]. These techniques provide 

fast, accurate and objective quality assessment thanks to the 

ability to objectively determine the visual features of food items 

such as color intensity, color distribution, visual defects, size 

and shape [7]. One of the biggest disadvantages of machine 

learning algorithms is the need to pre-process the data and 

manually determine the features. Deep learning eliminates this 

laborious process and automatically extracts meaningful 

features from raw data, thus making it possible to create more 

powerful and flexible models [8].  

Potatoes are very important food sources and one of the most 

consumed agricultural products in the world. However, there 

are various difficulties in the potato production and processing 

process. Post-harvest classification and quality control 

processes are usually carried out manually, which leads to many 

problems such as substandard products, human errors, 

increased labor costs and production waste [9]. The activity of 

diagnosing and characterizing multiple aspects of potato 

diseases based on their characteristics, symptoms and 

appearances is called potato disease classification. Recent 

studies have proven the success of machine learning-based 

potato classification, disease detection and quality control 

systems [10-13]. 

Deep learning is a more advanced form of artificial neural 

networks and has the ability to recognize and classify complex 

patterns by training on large data sets. In this way, more 
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effective results can be obtained in agricultural applications 

such as plant disease detection, product classification and 

quality control [14]. Deep learning models used in potato 

quality control are generally based on the Convolutional Neural 

Networks (CNN) architecture, and there are various studies in 

the literature that uses CNN models in classification, disease 

and defect detection, and quality control [15-21]. CNNs have 

the ability to automatically learn and hierarchically represent 

features in images. In this way, various defects, diseases and 

quality traits in potatoes can be detected with high accuracy. 

These studies show that deep learning-based image processing 

systems can surpass human performance in potato quality 

control and increase productivity in the agricultural sector. In 

particular, the use of new imaging technologies such as 

hyperspectral imaging, thermal imaging, and 3D imaging can 

provide a more comprehensive analysis of the internal and 

external quality characteristics of potatoes [22-25]. In addition, 

studies on the explainability and interpretability of deep 

learning models will provide a better understanding of the 

decision-making processes of these models and increase their 

reliability. 

The main purpose of this study is to detect diseases from 

potato leaf images using deep learning methods and to 

contribute to previous studies in this field. In this research, an 

approximation model from deep learning models will be 

applied to determine healthy and various known potato 

diseases. For this purpose, models will be developed to detect 

potato diseases using CNN architectures with the help of a large 

and comprehensive image dataset of potato diseases and the 

developed models will be optimized and trained with different 

parameters. Thus, the effectiveness and potential of deep 

learning methods in the detection of potato diseases will be 

evaluated. 

This paper is organized as follows: Section 2 explains the 

dataset and the conducted Deep Learning algorithms for the 

proposed study. The results are presented in Section 3 and 

finally, concluding remarks and a comprehensive discussion are 

made in Section 4. 

II. MATERIAL AND METHODS 

2.1. Properties of the Dataset 

In this study, the analyses on plant diseases were based on the 

PlantVillage dataset (www.kaggle.com/code/redpen12/cnn-

disease-detection/input). This dataset was obtained from the 

Kaggle platform and consists of three channel 256x256 pixel 

color images which are rescaled and resized to 224x224 pixels 

to be used in our models. This dataset comprises high-

resolution images of potato plants affected by various diseases, 

including early blight, late blight, and healthy leaves. It is 

designed to support the development and evaluation of image 

recognition models for precise disease detection and 

classification, contributing to advancements in agricultural 

diagnostics. Some augmentation techniques such as flipping, 

rotating, shifting, shearing and brightening has been applied the 

training data to improve the model's generalization capability 

and prevent overfitting. 

The dataset is a benchmark dataset used to recognize disease 

and health status from potato leaves. The dataset consists of 3 

different image groups as early blight, late blight and healthy. 

The dataset consists of 2152 images that are visually close to 

each other and not homogeneous. This situation has a 

complicating effect on classification tasks. Of these images, 

there are 1000 images with early blight disease, 1000 images 

with late blight disease and 152 healthy images. The dataset has 

been split into training, validation, and test sets with specified 

ratios (70%-15%-15%). Randomly selected images from the 

dataset are given in Fig. 1. 

 

 

 
 

Fig.1. Some images from healthy and diseased potato leaves 

 

2.2. Methods 

2.2.1. Transfer learning methods 

Transfer learning is a powerful technique that transfers 

previously learned information to new tasks in machine 

learning, accelerating the learning process and improving 

performance [26]. It is based on the principle of using 

knowledge acquired in a field in a similar field. For example, a 

model trained for image classification can be used for a related 

task such as object detection by fine-tuning. This is a great 

advantage, especially in cases where data sets are limited or 

training time is limited. The reasons why transfer learning is 

effective include data efficiency, fast learning, and improved 

performance. Since a pre-trained model has already learned 

general features, it needs less data specific to the new task and 

is trained faster. In addition, it can achieve better results in the 

target task by generalizing the information it has learned from 

the source task. Fig. 2 shows the differences between transfer 

learning and machine learning. 

 

 
 

Fig.2. Illustration of process differences between transfer learning and 

machine learning [27] 
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Deep learning models benefit greatly from transfer learning, 

especially in areas such as image processing, natural language 

processing, and speech recognition. For instance, a CNN 

trained on a large dataset such as ImageNet can be fine-tuned 

and used for a different task such as medical image 

classification. Factors such as the similarity between the source 

and target tasks, the size and quality of the source dataset, and 

the model architecture are important for the success of transfer 

learning. In the transfer learning process, it is important to 

choose a source dataset with similar characteristics to the target 

dataset, select a suitable pre-trained model, and fine-tune the 

model to adapt it to the target task.  

As a result, transfer learning leads to a significant paradigm 

shift in machine learning, enabling faster, more efficient, and 

more effective learning. With rapid developments in deep 

learning and increasing data availability, the importance of 

transfer learning is increasing. 

2.2.2. Convolutional Neural Networks 

Convolutional neural networks (CNN) are powerful deep 

learning models that have shown great success in image 

processing and data classification [28]. Although their 

foundations were laid in the 1980s, they began to be processed 

and trained after the 1990s and began to be used in image 

processing applications in 1995. CNNs provide superior 

performance by effectively identifying features in visual data 

thanks to their unique structures [29-30]. Convolutional Neural 

Networks (CNNs) are deep learning models widely used in 

processing visual data. They are designed to learn patterns and 

features in complex images. CNNs perform a shifting operation 

on the input image using small filters called kernels and thus 

perform the convolution operation. CNNs, which consist of 

successive layers such as convolution, pooling, full connection 

and output layers, extract important features in the image and 

achieve high success in classification, object recognition and 

similar tasks [28]. CNNs are a deep learning model that has 

revolutionized the field of image processing. These models 

analyze the relationships between pixels, the basic units that 

make up images, and extract higher-level meanings. CNNs 

consist of many layers built on top of each other. Each layer 

represents a different aspect of the image. For example, the first 

layers detect simple edges, while later layers identify more 

complex shapes and objects. The learning process of CNNs is 

optimized through the backpropagation algorithm. This 

algorithm allows the network to learn from its mistakes and 

make more accurate predictions. The general structure of the 

CNN network is shown in Fig. 3. 

 

 
 

Fig.3. General Structure of CNN Network 

CNNs are a powerful tool that allows computers to understand 

images like humans. These networks identify important 

features in images, just as a human focuses on specific features 

(for example, the eyes, nose, and mouth of a face) when 

examining a picture. Through a process called convolution, 

CNNs learn patterns, textures, and shapes in images. In this 

way, they are used in tasks such as recognizing, classifying, and 

locating objects. CNNs have achieved great success in many 

areas, such as diagnosing diseases in medical imaging and 

perceiving the environment in autonomous vehicles. CNNs 

generally consist of four main layers: convolution layer, 

pooling layer, correction layer, and fully connected layer [28]. 

Activation functions are critical components that organize the 

input signals of neurons, which are the basic building blocks of 

neural networks, and determine the learning ability of the 

network. These functions compress the outputs of neurons to 

certain ranges, allowing the network to work more efficiently. 

Various activation functions, such as Sigmoid, ReLU, and 

Hyperbolic Tangent, are selected according to the nature of the 

problem and control whether neurons are activated or not, 

directing the network's information processing process. It is 

important to use a sensitive activation function, especially in 

areas where matrix operations are intensive, such as image 

processing. Otherwise, the learning speed may decrease.  

The pooling layer is an important component that reduces the 

number of weights and computational costs by reducing the 

data size in CNNs. This layer can speed up the learning process 

while also increasing the generalization ability of the model. No 

learning takes place in the pooling layer; the purpose of this 

layer is to summarize the feature maps coming from the 

convolution layer and reduce their size while preserving 

important information. In this way, the training time is 

shortened, thus saving time and resources [31]. These methods 

are widely used in many areas such as data processing and 

signal analysis. For example, a maximum pooling layer of 2x2 

size takes the maximum value of each 2x2 block in the image 

matrices, reducing the size and reducing the processing cost. 

During the pooling process, the "shift" parameter determines 

how many units the filter will shift on the input data. The size 

depending on the pooling layer is also very important in 

controlling the process here. In summary, the pooling layer 

increases the processing speed of deep learning networks, 

emphasizes the important features of the data by not performing 

learning at the same time and increases the generalization 

ability of the model. 

Fully connected layers come after convolution and pooling 

layers in CNNs. Convolution layers extract important features 

in the input image. Pooling layers reduce the size of these 

features and allow the network to do less computation. Fully 

connected layers take flattened feature maps and use them for 

classification. Each neuron is connected to each feature in the 

input. These connections have weights that are adjusted during 

the learning process of the network. 

Dropout layer is a regularization technique used to prevent 

overfitting in deep learning models. Overfitting is when the 

model memorizes patterns in the training data and cannot 

generalize to new, unseen data. The most important 

requirement of the dropout layer is to prevent overfitting. 

Dropout works by temporarily removing randomly selected 
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neurons from the network at each iteration during training. This 

prevents neurons from becoming too dependent on each other 

and memorizing the noise in the training data. Since a different 

subset of neurons will be active in each iteration, the model 

becomes more robust and has a higher ability to generalize. 

In CNNs, visual data is processed by convolution and pooling 

operations. The resulting feature maps are combined and 

flattened and given as input to the fully connected layer. In this 

way, the high-dimensional information in the image is 

represented in a lower-dimensional vector and can be used for 

tasks such as classification.  

ResNet is a deep learning model developed by Microsoft 

Research in 2015 and is based on the Convolutional Neural 

Network (CNN) architecture. It has achieved significant 

success in image classification and object detection tasks, 

especially on the ImageNet dataset. ResNet is based on the 

principle of "residual learning". In traditional deep neural 

networks, each layer receives and processes the output of the 

previous layer. This structure can lead to the "vanishing 

gradient" problem in deep networks. Gradient vanishing makes 

it difficult to update the weights in the lower layers of the 

network and slows down the learning process. ResNet uses 

"skip connections" or "residual connections" to solve this 

problem. These connections directly transmit the output of one 

layer to several layers later. Thus, gradients can be propagated 

more effectively to all layers of the network, making it easier to 

train deep networks. 

ResNet-18, as its name suggests, consists of 18 layers. These 

layers consist of convolutional layers, batch normalization 

layers, and ReLU activation functions. Each residual block 

contains two or three convolutional layers. ResNet-18 can be 

used in various tasks such as image classification, object 

detection, and image segmentation. It is also often preferred for 

transfer learning. ResNet-18's fast trainability and good 

performance have made it a popular model for many 

applications. It has also formed the basis for the development 

of larger and deeper ResNet variants such as ResNet-50, 

ResNet-101, and ResNet-152. 

ResNeXt is a convolutional neural network (CNN) model 

developed by Facebook AI Research in 2016 that has had a 

significant impact in the field of deep learning, especially in 

image recognition tasks. An extension of the ResNet 

architecture, ResNeXt improves the learning capacity and 

performance of the network by using a technique called 

"grouped convolutions." The basic idea of ResNeXt is to divide 

a convolution layer into multiple "groups" of smaller filters. 

Each group works on a subset of the input channels and learns 

its own filters. The outputs of the groups are then combined to 

obtain the result. 

2.3. Performance Measures 

In the context of deep learning, different metrics are used to 

measure and compare the performance of models used 

especially in classification problems. These metrics measure 

the agreement between the predicted values of the model and 

the real values and play an important role in evaluating the 

success of the model. Each metric has its own advantages and 

disadvantages, and the performance of a model may vary 

according to different metrics. For example, a model may 

achieve a high value in the accuracy metric, but may perform 

lower in the precision or recall metrics. Therefore, it is 

important to consider more than one metric when evaluating the 

performance of the model. In addition, the success of the model 

depends not only on the metrics used, but also on how the 

training and test data are divided and the distribution of classes 

in the classification problem. In imbalanced datasets, some 

classes are more represented than others, and this may affect the 

performance of the model and the evaluation metrics. In this 

study, a number of metrics were used to evaluate the 

performance of deep learning models. 

 

2.3.1. Confusion Matrix 

Confusion matrix is an important tool used to evaluate the 

performance of machine learning and deep learning models 

[33]. It is used to understand the accuracy of the model's 

predictions and the types of errors, especially in classification 

problems. The confusion matrix is created by comparing the 

true class labels with the labels predicted by the model. These 

values are used to calculate different metrics to evaluate the 

performance of the model. For example, metrics such as 

accuracy, precision, recall, and F1-score can be calculated from 

the values in the confusion matrix. The confusion matrix can 

also be used to understand the strengths and weaknesses of the 

model. For example, a high false positive rate indicates that the 

model is incorrectly classifying too many examples as positive. 

This information can help determine which areas to focus on 

for model improvement. The confusion matrix is a standard 

method used to measure the performance of a classification 

model on a test dataset where the true values are known [34]. 

This matrix allows you to analyze the overall accuracy of the 

model as well as different types of errors. Table 3.1 shows the 

confusion matrix. In summary, the confusion matrix is a 

powerful tool used to evaluate and understand the performance 

of deep learning and machine learning models. By analyzing 

the accuracy of the model's predictions and the types of errors, 

it guides the model to improve and make more accurate 

predictions. The metrics are calculated using the formulas 

below: 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝐹𝑁 + 𝑇𝑁
 (1) 

  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(2) 

 

  

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(3) 

 

  

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =
𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 (4) 

  

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙 ∗ 𝑝𝑟𝑒𝑐𝑖𝑠𝑜𝑛

𝑟𝑒𝑐𝑎𝑙𝑙 + 𝑝𝑟𝑒𝑐𝑖𝑠𝑜𝑛
 

(5) 

 

 

2.3.2. ROC Curve 

The ROC curve (Receiver Operating Characteristic) is a 

graphical tool used to evaluate the performance of a 

classification model in binary classification problems [35]. This 

curve shows the relationship between the true positive rate 
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(sensitivity) and the false positive rate (1 - specificity) at 

different threshold values. The true positive rate is the rate at 

which samples that are actually positive are correctly classified 

as positive. The false positive rate is the rate at which samples 

that are actually negative are incorrectly classified as positive. 

In the ROC curve, the x-axis shows the false positive rate, and 

the y-axis shows the true positive rate. The curve consists of the 

union of points connecting the sensitivity and specificity values 

obtained at different threshold values. The area under the ROC 

curve (AUC) is a value that summarizes the overall 

performance of the model. If the AUC value is greater than 0.5, 

the model is better than random guessing. The performance of 

the model increases as the AUC value approaches 1. The 

advantages of the ROC curve include being independent of the 

threshold value, being robust to class imbalances, and being 

able to be used to compare the performances of different 

classification models [36]. The ROC curve is used in many 

fields, such as medicine, finance, and machine learning. In 

summary, the ROC curve is a powerful tool that visually shows 

how well a classification model does, i.e. how well it 

distinguishes positive examples from negative examples. 

Although the ROC curve is a visual representation, it has 

mathematical calculations underlying it. These calculations are  

based on the concepts of true positive rate (TPR) and false 

positive rate (FPR). While TPR shows how accurately positive 

class examples are predicted, FPR shows the rate at which 

negative class examples are falsely classified as positive. 

 

III.  RESULTS AND DISCUSSION 

ResNet models trained with the same hyperparameter values 

are given in Table 1. These values are the ones that provide the 

best performance obtained as a result of various experiments. 

The parameters shown in Table 2 belong to these models. 
 

TABLE I  
GENERAL RESNET MODEL ARCHITECTURES 

 

x=base_model.output (ResNet18, ResNet50,    

    Resnet152, ResNeXt) 

x =Global Average Pooling 2D()(x) 

x =Dropout (0.3) (x) 

x =Dense (128, activation='relu')(x) 

     predictions = Dense(7, activation='softmax')(x) 
 

 

TABLE II 

 RESNET MODELS HYPERPARAMETER VALUES 

 

Hyperparameters Value 

batch_size 

epoch 

Metrics 

 

optimizer 

learning_rate 

loss function 

64 

100 

accuracy', 'loss', 'precision', 'recall', 

'AUC', 'f1_score' 

Adam 

0.001 

SparceCategoricalCrossentropy 
 

 

 

In this study, four different ResNet models, namely, 

ResNet18, ResNet50, ResNet152 and ResNeXt, were used for 

the detection of potato diseases, and their performances were 

compared. The images were modeled for 3 classifications of 

potato leaves: early blight, late blight and healthy. The accuracy 

and performance metrics collected for the dataset are given in 

Table 3 and Table 4, respectively. 

 

TABLE 3 

ACCURACY RATES OF THE RESNET MODELS 
 

Model Resnet18 Resnet50 Resnet152 ResNeXt 

Accuracy 0.96 0.97 0.98 0.98 

 
When Table 3 is examined, it is seen that nearly all models 

generally showed high accuracy performance. ResNet152 and 

ResNeXt models achieved the highest success with an accuracy 

rate of 98%, and Resnet18 and Resnet50 with 96% and 97% 

accuracy, respectively. 

 

 
TABLE 4 

PERFORMANCE METRICS OF THE RESNET MODELS 

 

Model 
Early Blight 

Precision Recall F1-score 

Resnet18 0.96 0.99 0.98 

Resnet50 0.97 0.99 0.98 

Resnet152 0.99 0.99 0.99 

ResNeXt 0.99 0.99 0.99 

Model 
Late Blight 

Precision Recall F1-score 

Resnet18 0.99 0.92 0.95 

Resnet50 0.97 0.97 0.97 

Resnet152 0.98 0.97 0.97 

ResNeXt 0.99 0.97 0.98 

Model 
Healthy 

Precision Recall F1-score 

Resnet18 0.84 0.97 0.90 

Resnet50 0.97 0.89 0.93 

Resnet152 0.88 0.97 0.92 

ResNeXt 0.85 0.92 0.88 

Model 
Model Metric Averages 

Precision Recall F1-score 

Resnet18 0.93 0.96 0.94 

Resnet50 0.97 0.95 0.96 

Resnet152 0.95 0.97 0.96 

ResNeXt 0.94 0.96 0.95 

Model 
Model Weighted Averages 

Precision Recall F1-score 

Resnet18 0.96 0.96 0.96 

Resnet50 0.97 0.97 0.97 

Resnet152 0.98 0.98 0.98 

ResNeXt 0.98 0.98 0.98 
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As can be seen from Table 4, it is noteworthy that ResNet152 

and ResNeXt models have higher precision and F1-score values 

among all the models, especially in the "Late Blight" and 

"Healthy" classes. This shows that ResNet152 and ResNeXt 

can learn complex features better and classify potato diseases 

more accurately thanks to their deeper architectures. ResNet18 

and ResNet50 models reached 96% and 97% accuracy rates, 

respectively. Since these models have fewer layers than 

ResNet152 and ResNeXt, they can be trained faster. However, 

their performance may be lower in some cases due to their less 

depth. When evaluated in terms of metrics, all models achieved 

very high precision values (96% and above) in the "Early 

Blight" class. This shows that the models are quite successful 

in detecting early blight, ResNet18 and ResNet50 exhibited 

excellent performance with a sensitivity rate of 99% in the 

"Early Blight" class. Sensitivity values for other classes are also 

generally high. All models achieved high F1-score values for 

different classes. 

As a result, the conducted tests show that deep learning 

models can be used effectively for the detection of potato 

diseases. ResNet152 and ResNeXt models achieved the highest 

accuracy rates and also performed successfully in terms of other 

metrics. It can be seen that the Resnet18 model lags behind 

other models. These models can be valuable tools for disease 

detection and control in potato cultivation.  

 

 
 

Fig.4. Accuracy of the ResNet models 
 

The results obtained by the models during the training 

process are examined in detail with the accuracy graphs 

demonstrated in Fig. 4, and the loss graphs in Fig. 5. These 

graphs depict how well the models learned and how many 

errors is made in each iteration. The models were trained for 

100 epochs, and early stopping was implemented to monitor 

validation loss with a patience of 5 epochs, preventing 

overfitting.  The best model weights are saved based on 

validation loss improvements. 

 

 

Fig.5. Loss graphs of the ResNet models 

 

The ROC graphs of the models are demonstrated in Figure 6. 

According to the given graphs, the ROC curves being close to 

the upper left corner and the AUC values being 1.00 show that 

the models can distinguish diseases almost perfectly. This 

shows that the models have both high sensitivity (true positive 

rate) and high specificity (true negative rate). In other words, 

they can both correctly detect diseased potatoes and do not 

misclassify healthy potatoes as diseased. The ROC curves of 

the ResNet18, ResNet50 and ResNet152 models almost 

completely overlap and the AUC values are 1.00, indicating that 

the models are very close to each other in terms of performance. 

The ROC curve of the ResNeXt model is also very close to the 

upper left corner and the AUC value is 1.00. However, the curve 

looks a little "flatter" compared to the other three models. This 

may indicate that ResNeXt may make slightly more false 

positive predictions than the other models in some cases. 

The confusion matrix can also be used to understand the 

strengths and weaknesses of the model. For instance, a high 

false positive rate indicates that the model is incorrectly 

classifying too many examples as positive. This information 

can help determine which areas to focus on for model 

improvement. Figure 7 shows the confusion matrix plots of the 

evaluated models. 
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Fig.6. ROC curves of the ResNet Models 

 

 

Fig.7. Confusion Matrices 
 

ResNet18 shows high performance in the "Early Blight" 

class, while making some mistakes in the "Late Blight" and 

"Healthy" classes. ResNet50 shows a similar performance to 

ResNet18, but it is observed that it makes fewer mistakes in the 

"Healthy" class. ResNet152 achieves high accuracy rates for all 

classes, and it is especially successful in the "Late Blight" class. 

ResNeXt shows a similar performance to ResNet152, but it 

makes slightly more mistakes in the "Early Blight" class. In 

general, it can be said that all models are successful in detecting 

the "Early Blight" class, but have some difficulties in 

distinguishing the "Late Blight" and "Healthy" classes. 

ResNet152 and ResNeXt show higher performance than other 

models thanks to their deeper architectures. 

IV. CONCLUSION 

The aim of this study is to automatically diagnose and 

classify diseases in potato plants using visual data using deep 

learning methods. For this purpose, four different models based 

on ResNet architecture (ResNet18, ResNet50, ResNet152 and 

ResNeXt) were used and the performances of the models were 

evaluated with various metrics. The tests performed showed 

that deep learning models can be used effectively in the 

detection of potato diseases and that deep models such as 

ResNet152 and ResNeXt in particular can provide high 

accuracy rates. It is seen that the highest success rate for the 

training set belongs to ResNet152 and ResNeXt models. The 

success rate of both models achieved the highest success with 

an accuracy rate of 98%. Although the ResNet18 model has 

lower performance compared to other models, it can be 

preferred for some applications because it can be trained faster 

and requires less computational resources. These models show 

that deep learning methods can achieve high accuracy rates in 

the detection of potato diseases. In particular, it has been 

revealed that the deep structure of the ResNet architecture is an 

effective strategy in learning complex patterns and features. 

These results show that deep learning methods have high 

potential for the detection of potato diseases and can be valuable 

tools to increase efficiency and quality in agricultural 

production. Besides, running these models on a blended dataset 

which is prepared from many different datasets, is considered 

to be as a useful future study. 
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