SAGLIK HiZMETLERINDE YAPAY ZEKA ENTEGRASYONU:
SOSYO-TEKNIK FAKTORLERIN SWARA VE AHP
YONTEMLERI iLE DEGERLENDIRILMESI

INTEGRATION OF ARTIFICIAL INTELLIGENCE IN
HEALTH SERVICES: EVALUATION OF SOCIO-TECHNICAL
FACTORS USING SWARA AND AHP METHODS

Emre YILMAZ, Yeter USLU




ar Kelimeler:
Hizmeti

Zeka

teknik Faktorler

. Uyesi, istanbul
Universitesi, Saglk
Fakultesi, Saglk

i BolumuU, emreyilmaz@
.edu.tr, ORCID: 0000-
02-9846

r., Istanbul Medipol
tesi, Saglk Bilimleri

i, Saglik Yonetimi
yuslu@medipol.edu.
D: 0000-0002-8529-

ak icin/Cite as:

ve Uslu Y. (2025).
izmetlerinde Yapay
tegrasyonu: Sosyo-
aktorlerin Swara
Yéntemleri ile
ndirilmesi, Cukurova
tesi Sosyal Bilimler
U Dergisi, 34 (Ozel

va Universitesi Sosyal Bilimler Enstitiisii Dergisi
5 Cilt: 34 No: Ozel Sayi Sayfa: 94-108
//dergipark.org.tr/tr/pub/cusosbil

DOI: 10.35379/cusosbil.1652007

Gelis Recieved: 05.03.2025
Kabul Accepted 29.06.2025

SAGLIK HIZMETLERINDE YAPAY
ZEKA ENTEGRASYONU: SOSYO-
TEKNIK FAKTORLERIN SWARA VE AHP
YONTEMLERI IiLE DEGERLENDIRILMESi

INTEGRATION OF ARTIFICIAL INTELLIGENCE
IN HEALTH SERVICES: EVALUATION OF
SOCIO-TECHNICAL FACTORS USING

SWARA AND AHP METHODS

Emre YILMAZ', Yeter USLU 2

oz

Bu ¢alismada, saglik hizmetlerinde yapay zekanin
entegrasyonunu etkileyen sosyo-teknik faktorlerin
belirlenereck SWARA ve AHP yontemleriyle
onceliklendirilmesi ve yapay zekanin uyumlastirilmasina
yonelik ¢6ziim 6nerilerinin sunulmasi amaglanmistir.
Betimsel ve kesitsel nitelikte olan ¢alismada literatiir
taramas1 sonucunda saglik hizmetlerinde yapay zekanmn
entegrasyonunu etkileyen sosyo-teknik faktorler 10 ana
baslik altinda toplanmistir. SWARA ve AHP sonuglaria
gore; saglik hizmetlerinde yapay zeka entegrasyonunu
etkileyen sosyo-teknik faktorlerden en 6nemlileri sirasiyla
veri kalitesi ve giivenligi, teknolojik altyap: uygunlugu ve
beceri ve egitim olarak tespit edilmistir. Sonuglar, her iki
yontemin de benzer 6nceliklendirme ¢iktilar: sundugunu
gostermistir. Saglik hizmet sunucular1 6ncelikli olarak bu
faktorler dogrultusunda strateji gelistirerek kaynaklarmi bu

yone tahsis etmelidir. Veri kalitesi ve giivenliginin artirilmasi

icin elektronik saglk kayitlar1 ve diger veri kaynaklarmm
entegrasyonu saglanmali, eksik ya da hatali verilerin dniine
gecmek i¢in veri dogrulama ve temizleme mekanizmalari
olusturulmalidir. Bulut tabanli veri saklama ve isleme
sistemleri, yiiksek performansh bilisim altyapilar1 ve hizl

veri akisini saglayan ag sistemleri gibi teknolojik ¢oziimlerin

gelistirilmesi onemlidir. Yapay zeka teknolojilerine

yonelik farkindaligim artirmak, yapay zeka okuryazarligini
gelistirmek ve sistemleri etkin kullanmalarin saglamak
icin siirekli gelisimi tesvik eden mesleki egitim programlari
diizenlenmelidir.

ABSTRACT

This study aims to determine the socio-technical factors
affecting the integration of artificial intelligence (AI)

in healthcare services, prioritize them with SWARA

and AHP methods, and provide solution proposals for

the harmonizing artificial intelligence. Designed as a
descriptive and cross-sectional study, a literature review
identified ten main categories of socio-technical factors
influencing Al integration in healthcare. According to

the results of the SWARA and AHP analyses; the most
important socio-technical factors affecting the integration
of artificial intelligence in healthcare services were
determined to be data quality and security, suitability of
technological infrastructure, and skills and education,
respectively. The results showed that both methods
offered similar prioritization outcomes. Healthcare service
providers should primarily develop strategies in line with
these factors and allocate their resources in this direction.
In order to increase data quality and security, integration
of electronic health records and other data sources should
be ensured, and data verification and cleaning mechanisms
should be established to prevent incomplete or incorrect
data. It is important to develop technological solutions
such as cloud-based data storage and processing systems,
high-performance computing infrastructures, and network
systems that provide fast data flow. Moreover, professional
development programs that encourage continuous learning
should be organized to increase awareness of artificial
intelligence technologies, improve artificial intelligence
literacy, and enable them to use the systems effectively.
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GIRIS

Saglik hizmet sunumunun doéniisiim siirecine yapay
zekanin entegrasyonu biiylik bir 6nem tasiyan ve hizla
gelisen bir alan olarak karsimiza ¢ikmaktadir. Yapay zeka
teknolojilerinin, teshislerin dogrulugunu ve tutarliligim
artirmak, is akiglarini diizenlemek, kisiye 6zel tedavi
yaklagimlarini gelistirmek ve genel hasta sonuglarmi ve
refahini iyilestirmek i¢in saglik hizmetlerinde kullanimi
giderek artmaktadir (Rathore & Rathore 2023). Son
teknolojiyi ve veri odakli algoritmalari kullanarak hastalik
teshisinden tedavi planlamasina kadar saglik hizmeti
sunumunun ¢esitli yonlerini devrim niteliginde degistirme
potansiyeline sahiptir (Kumar ve digerleri, 2023). Bu
degisiklik beraberinde operasyonel verimliligi artirmayi1
ve kanita dayali karar alma siireglerini iyilestirmeyi de
sekillendirmektedir. Diger bir yandan yasanan her koklii
degisiklik beraberinde bir zorlugu da getirmektedir. Bu
stire¢ sadece teknolojik bir ilerleme olarak kalmayip

ayni zamanda da saglik sistemleri {izerinde etkisi olan
sosyo-teknik faktorlerin de etkilesimini gerektirmektedir.
Bu faktorler baslica insan, teknik, organizasyonel ve
cevresel yapilar dahil olmak tizere ¢esitli bilesenler halinde
kategorize edilmektedir (Lacson ve digerleri, 2019).
Hasta verilerinin korunmasi, yapay zeka sistemlerinin
giivenilirliginin saglanmasi, klinik is akiglarina entegre
edilmesi ve saglik calisanlarinin bu araglar1 yetkinlikle ve
benimseyerek kullanmalarinin saglanmasi, ele alinmast
gereken kritik sosyo-teknik faktorleri igermektedir.

Alan yazina bakildiginda; Alami ve ark. (2020), karar
vericilerin, saglik hizmetlerinde basarili yapay zeka
entegrasyonu i¢in gereken sistemik zorluklarin ve
organizasyonel hazirligin bilincinde olmasi gerektigini
vurgulamaktadir. Kaye ve ark. (2024) ise saglik
profesyonellerinin, hastalar ve halk gibi paydaslarin
endiselerini gidermek i¢in sosyo-teknik sorunlara dikkat
edilmesi gerektiginin altin1 ¢izmektedirler. Hoseini
(2023), ise yapay zeka teknolojilerini saglik hizmetlerinde
uygularken olumlu hasta deneyimlerini artirmak i¢in
etik hususlarin, seffafligin ve hasta katiliminin dikkate
alinmasinin gerekliligini belirtmistir. Mashabab ve ark.
(2024) ise caligmasinda yapay zeka sistemlerindeki

bir ¢ok algoritmanin tiim hasta demografilerini temsil
etmeyebilecek veri kiimeleri iizerinde egitildiklerini ve

adaletsiz sonuglar iiretme potansiyeline sahip olduklarini;
bu sebeple genellikle uygulama siirecinde direngle
karsilandiginmi vurgulamigtir. Dai ve Tayur (2022)
calismalarinda hasta ve ¢alisan kabuliiniin, finansal
destek ve yonetim desteginin, yapay zeka tabanli saglik
hizmeti sunum sistemleri tasarlamak i¢in kritik faktorler
oldugunu vurgulamistir. Tsopra ve ark. (2021) finansal
kaynaklarin yapay zekanin saglik sistemlerine ne dlgiide
entegre edilebileceginin kritik bir belirleyicisi oldugunu
vurgulamigtir. Amram ve ark. (2022) ise yapay zekanin
benimsenmesi ve entegrasyonu siirecinde 6zellikle

uzak bolgelerde yiiksek maliyetler, altyap1 eksikligi ve
siirli teknik uzmanlik bilgisi gibi engellerin oldugunu
belirtmektedir. Benzer sekilde Udegbe (2024) de yapay
zekanin entegrasyonunun yalnizca gelismis donanim degil,
ayni zamanda yapay uygulamalarinin karmagikliklarini
kaldirabilecek uyumlu yazilim sistemlerini de
gerektirdigini ifade etmistir. Diger bir yandan Mooghali
(2023) ise yiiksek kaliteli, glivenli verilerin saglanmasinin,
saglik hizmeti sunuculari ve hastalar arasinda yapay

zeka sistemlerine giiven olusturmak i¢in kritik 6neme
sahip oldugunu savunmaktadir. Wu (2023) ¢alismasinda
diizenleyici ve yasal otoritelerin; sorumluluk alanlarini
net bir sekilde belirlemesinin ve hatalar i¢in hesap
verilebilirligi yiiksek bir sistemin olusturulmasinin; yapay
zekanin entegrasyonuna elverisli bir ortam yaratmak igin
gerekli oldugunu ifade etmistir. Pesapane ve ark. (2021)
ise saglik hizmetlerinde yapay zekanin etik kullanimina
rehberlik etmek i¢in agik diizenlemelere ihtiya¢ oldugunu
nitelendirmistir. Fazakarley ve ark. (2023) ¢alismalarinda
stirekli 6grenme ve etik degerlendirme kiiltiiriinii tegvik
eden kuruluglarin yapay zeka teknolojilerini etkin bir
sekilde benimseme olasiliginin daha yiiksek oldugunu
ileri siirmektedir. Ayrica, saglik ¢alisanlarinin yapay

zeka araglarini benimseme ve siireclere entegre etme
istekliliginin kurumsal destekten de etkilendigini
belirtmislerdir.

Cok Kiriterli Karar Verme (CKKV) yontemlerinin
kullanilmasi, karmasik ve ¢ok boyutlu sorunlarin
coziimlenmesinde 6nemli avantajlar sunar. Nitekim,

saglik hizmetlerinde yapay zekanin entegrasyonu gibi

cok sayida degiskenin ve belirsizligin oldugu bir alanda,
CKKYV yontemlerinin kullanilmasi, bu entegrasyon siirecini
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sistematik ve dengeli bir sekilde degerlendirmeyi saglar. Bu
dogrultuda ¢alismanin amaci, saglik hizmetlerinde yapay
zekanin entegrasyonunu etkileyen sosyo-teknik faktorleri
belirleyerek SWARA (Step-Wise Weight Assessment Ratio
Analysis) ve AHP (Analitik Hiyerarsi Prosesi) yontemleri
ile 6nceliklendirmek ve dncelik siralamalar1 dogrultusunda
yapay zekanin basarili bir sekilde uyumlagtirilmasina
yonelik ¢oziim Onerileri sunmaktir.

Bu c¢alisma, saglik hizmetlerinde yapay zekanin
entegrasyonunu etkileyen sosyo-teknik faktorlerin
degerlendirilmesine odaklanmakla birlikte, mevcut
literatiirdeki benzer SWARA ve AHP uygulamalarindan
farkl 6zgiin katkilar sunmaktadir. Birincisi, ¢alisma
yapay zeka entegrasyonuna 6zgii ¢cok boyutlu sosyo-
teknik faktorleri yalnizca genel basliklar altinda degil,
literatiire dayali olarak sistematik bigimde yapilandirmis
ve bu faktorleri disiplinler aras1 uzman goriigleriyle analiz
etmistir. Literatlirde SWARA ve AHP yontemlerinin
saglik sektorli kapsaminda farkli karar verme alanlarinda
kullanildig1 ¢alismalar mevcuttur (Rehman ve digerleri,
2021; Vojinovi¢ ve digerleri, 2022; Yiicenur ve Yazici,
2023; Tepe, Eti veKantas-Y1lmaz, 2023; Ince, Bedir ve
Eren, 2016; Erdemir, Oztiirk ve Kaya, 2022; Gedikli ve
Kocaman, 2025). Ancak s6z konusu ¢alismalar genellikle
saglik merkezi lokasyon sec¢imi, hastalik risk analizi,
saglik turizmi gostergelerinin belirlenmesi, saglik sistemi
degerlendirmesi veya personel performans kriterlerinin
belirlenmesi gibi operasyonel ve yonetimsel karar
problemlerine odaklanmaktadir. Bu ¢alismada ise SWARA

Tablo 1. Yapay Zeka Entegrasyonunu Etkileyen Sosyo-teknik Faktérler

Sosyo-teknik

ve AHP yontemleri yalnizca teknik veya ekonomik
degiskenlerle sinirli kalmadan; insan, organizasyon,
teknoloji ve ¢evre etkilesimini kapsayan ¢ok katmanli
sosyo-teknik bir ¢ergeve iizerinden uygulamaktadir.
Bu dogrultuda, hem literatiirdeki dnemli bir boslugu
doldurmakta hem de yontemin yeni bir baglamda
kullanilmasina olanak saglamaktadir.

Ayrica, ¢alismada gelistirilen onceliklendirme sonuglarina
dayal1 olarak, uygulayici ve politika yapicilar i¢in
stratejik yonlendirme saglayacak ¢6ziim onerileri detayli
sekilde sunulmustur. Boylece ¢ok kriterli karar verme
yontemlerinin karar destek kapasitesi sadece metodolojik
diizeyde degil, saglik politikalarinin yonlendirilmesi
acisindan da islevsel bir modele doniistiiriilmiistiir. Bu
yonleriyle ¢aligma hem metodolojik hem de uygulamaya
doniik olarak alana &zgiin katki saglamaktadir.

YONTEM
Arastirmanin Tiirii ve Tasarimi

Bu ¢alisma, CKKYV yaklagimlarindan SWARA ve AHP
yontemlerinin kullanildig: nicel bir ¢aligmadir. Arastirma
tasarimi betimsel ve kesitsel niteliktedir.

Veri Toplama

Literatiir taramas1 sonucunda saglik hizmetlerinde yapay
zekanin entegrasyonunu etkileyen sosyo-teknik faktorler
10 ana baglik altinda toplanmistir. Tablo 1°de agiklama ve
kaynaklariyla birlikte gosterilmektedir.

Faktor No . Faktorler Aciklamalar Kaynaklar
Kategoriler
Mashabab
Saglik profesyonellerinin yapay zekaya karsi E]2e 0;211()' )
. tutumlari, teknolojinin benimsenmesinde kritik e
F1 Kabul ve Direng .. . ... Hoseini
rol oynar. Teknolojiye giiven, ve degisime (2023): Dai
direng gibi unsurlar bu faktorde yer alir. ’
insan Faktorii & Tayur
nsan (2022)
Yapay zeka sistemlerinin etkin kullanimi i¢in .
< . . ; Karalis
saglik ¢alisanlarinin gerekli becerilere sahip (2024):
F2 Beceri ve Egitim olmasi gerekir. Egitim ve siirekli 6grenme, ’
teknolojinin dogru bir sekilde entegre edilmesi Amram ve
ark. (2022)

icin onemlidir.
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Mevcut saglik sistemleri ve altyapisi ile yapay

Udegbe

Teknolojik zeka ¢oziimlerinin entegrasyon yetenegini (2024);
F3 Altyap1 ifade eder. Veri entegrasyonu, birlikte ’
< e . e te qiws g Amram ve
Uygunlugu caligabilirlik ve sistem giivenilirligi gibi
. . L ark. (2022)
Teknik Faktor unsurlart igerir.
Yapay zekanin dogru caligsabilmesi i¢in yiiksek  Veritti ve
F4 Veri Kalitesi ve  kaliteli ve giivenli verilere ihtiyag¢ vardir. ark. (2023);
Giivenligi Veri gizliligi, etik kullanimi1 ve giivenlik Mooghali
protokolleri burada kritik dneme sahiptir. (2023)
Wu (2023);
Ust yonetimin yapay zeka teknolojilerinin Fazakarley
Fs Liderlik ve benimsenmesi ve entegrasyonu siirecinde ve ark.
Yonetim Destegi aktif destek saglamasi, degisim siireclerini (2023); Dai
kolaylastirir. & Tayur
(2022)
Yapay zekanin mevcut is siireglerine
. .. . 1y Udegbe
Organizasyonel Faktor . entegrasyonu, organizasyonel kiiltiir ve yap1
Organizasyonel . ) . (2024);
Fo6 o ile uyumlu olmalidir. Organizasyonel esneklik
Kiltiir o . Fazakarley
ve yeniliklere aciklik, entegrasyon siirecini
; o (2023)
etkileyebilir.
. . . Amram ve
Finansal Yapay.ze'lfa teknolojilerinin uygulanmasi 15:1n ark. (2022);
F7 gerekli biit¢e ve finansal kaynaklarin varligi,
Kaynaklar entegrasyon siirecini dogrudan etkiler. Tsopra ve
grasy 8 ' ark. (2021)
Yasal ve Yapay zekamp s.a.ghk hlzrneq'ermde N Wi (2023);
. - kullanimiyla ilgili yasal ve diizenleyici
F8 Diizenleyici .. e Pespane
Cevre gereksinimler, bu teknolojilerin nasil ve ne (2021)
sekilde entegre edilecegini belirler.
Yapay zekanin toplum tarafindan nasil Kaye
algilandig1 ve kabul edildigi, teknolojinin (2024);
F9 Cevresel Faktor Sosyal Kabul £ 5 . EL o Salwei &
saglik hizmetlerine entegrasyonunu etkileyen Carayon
onemli bir faktordiir. (2022)
Yapay zekanin karar verme siireglerine dahil Wang ve
. edilmesiyle ilgili etik sorunlar (6rnegin, hasta  ark. (2025);
F10 Etik Kaygilar mahremiyeti gibi) entegrasyon siirecinde Gerlich,
dikkate alinmalidir. (2024)

Belirlenen faktdrler SWARA ve AHP soru formu araciligiyla

saglik yonetimi, saglik bilisimi, saglik hukuku ve igletme

alanlarinda doktora derecesine ve ortalama 14 yil mesleki

deneyime sahip 6 uzmana uygulanmistir. Calismada yer alan

uzman say1s1 (n=0), nitel veri toplama tekniklerine uygun olacak

sekilde belirlenmigtir. Nitel verinin toplanacagi uzman temelli

yontemlerde esas alinan, nicelikten ziyade uzmanligin derinligi

ve konuya 6zgiiliigiidiir (Sigr1, 2018). Bu uzmanlar, disiplinler

arasi temsil ¢esitliligi saglamak amaciyla se¢ilmis ve her biri

yapay zeka teknolojilerinin iiretimi, kullanimi veya sunumuyla

ilgili bilgi, deneyim ve ¢aligmalara sahip kisilerdir. Uzmanlara ait

detaylar Tablo 2’de yer almaktadir.
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Tablo 2. Uzmanlara Ait Bilgiler

Uzmanhk Egitim . Deneyim
Uzmanlar Alam Seviyesi Pozisyon )
Ul Isletme Doktora Dog.Dr. 13
U2 Saghk  pyltora Prof.Dr. 16
Y6netimi
U3 Sgg hk. . Doktora Prof. Dr. 15
Y Onetimi
U4 Se}gl{k . Doktora Dr Qgr. 11
Biligimi Uyesi
Us Se.lgh.k . Doktora Dog¢. Dr. 20
Bilisimi
Saglik Dr. Ogr.
e Hukukg ~ Doktora Uyesi
Verilerin Analizi

Calismada SWARA ydntemine ek olarak AHP yontemi
de uygulanmistir. AHP yontemi, karar vericilerin ikili
karsilagtirmalar yoluyla kriterler arasi1 dnceliklendirme
yapmasina olanak tanir ve tutarlilik analizine imkan verir.
Her iki yontem ayni uzman grubuyla uygulanmis ve
sonuglarin karsilastirilabilirligi saglanmistir. Microsoft
Excell araciligiyla yontemlerin ilgili hesaplamalar
yapilarak faktorlerin agirliklari ve siralamalari
belirlenmistir.

SWARA

SWARA yontemi, KerSuliene ve ark. tarafindan 2010
yilinda tanitilan CKKYV teknigidir (Karamollaoglu ve
digerleri, 2024). Bu yontem, karar vericilerin goriislerine
dayanarak degerlendirme kriterlerinin agirliklarini
belirlemesine yardimci olmak i¢in tasarlanmistir (Payel

ve digerleri, 2023). Bu yontem, aralarinda en iyisini

ve en kotiisiinii belirlemek i¢in bir kiime i¢indeki

kriterleri karsilastirmayi igerir ve karar vericilerin bu
kargilagtirmalara dayanarak agirliklar atamasini saglar.
SWARA'nin etkinligi, ¢ok kriterli karar alma baglamlarinda
kriterleri agirliklandirmaya yonelik seffaf, uyarlanabilir
ve kapsamli bir yaklagim saglama becerisinde yatmaktadir
(Karami ve digerleri, 2023). Y 6ntem, kriterlerin ve alt
kriterlerin 6nemi hakkindaki uzmanlarin gorislerini
degerlendirmelerine olanak tantyarak karar alma
siireglerine yapilandirilmis bir yaklagim sunmaktadir.

Karmasik senaryolarda karar alma siirecini iyilestirerek,
saglik sektorli de dahil olmak iizere cesitli sektorlerdeki
karar vericiler i¢in degerli bir ara¢ gorevi gérmektedir
(Rosiana ve digerleri, 2021). SWARA tekniginin agamalar1
asagidaki sekilde ifade edilebilir (Hashemkhani Zolfani ve
digerleri, 2018);

1.Asama, Faktorlerin belirlenmesi ve karar vericilerin
tespit edilmesi,

2. Asama, Karar vericilerden SWARA formlar1 toplanarak
agirlikli toplama yoluyla goriislerinin birlestirilmesi (1),
p

f= thk/l’ (M

k=1

3.Asama, Karar vericilerin en 6nemli faktore (j) gore diger
faktorlerin goreceli 6nemini belirlemeleri, (Her bir kriterin
goreceli onem diizeyi degeri sj ile gosterilir ve ortalama
degerin karsilastirmali 6nemini ifade etmektedir),

4.Asama; En 6nemli faktdr dogrultusunda faktdr katsayilar
(kj) asagidaki denklem (2) kullanilarak hesaplanir.

L1 =1 0O
i T s+ 1 j>1

5. Asama, Faktor sayisi belirlendikten sonra agirlik vektorii
denklem (3) araciligiyla hesaplanir.
1 j=1
3)

k;

j>1

6. Asama, Faktorlerin agirliklari, agirlik vektorii normalize
edilerek hesaplanir.

qj 4
Wj = Sn ( )
j=14j

SWARA’nin temel avantaji, karar vericilerin 6znel
degerlendirmelerini sistematik bir sekilde yapilandirarak,
ozellikle nitel ve karmasik kriterlerin goreli 6nemini
belirlemede esnek ve seffaf bir metodoloji sunmasidir
(Hashemkhani Zolfani ve digerleri, 2018; Alinezhad ve
Khalili, 2019; Karami ve digerleri, 2023).

AHP

AHP ilk olarak Saaty tarafindan kullanilan CKKV
yontemlerinden biridir (Saaty, 1980). AHP, kriterlerin
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ikili karsilastirmalar ile galigmakta ve karar vericilerin
gorislerini kesin sayilar olarak temsil etmektedir. Kolay
hesaplanabilirligi ve esnek kullanimi ile yaygin olarak
tercih edilen bir yontemdir (Mamat ve Daniel, 2007).
Diger yontemlerden 6nemli farki; karmasik, ¢ok yonlii,
kriterli ve zamanli problemlerin hiyerarsik yapisidir. Diger
yontemlerde karar vermede sadece nicel faktorler dikkate
almirken, bu siire¢ sayesinde karar vermede 6nemli olan
hem nitel hem de nicel faktorler ele alinabilmektedir.

AHP, belirleyici kriterleri ikili olarak karsilastirmaya ve
agirliklandirmaya dayanmaktadir. Her bir kritere karsilik
gelen bir alternatif olusturulmaktadir. AHP yontemine gore
her bir alternatif kriterin uzman goriisleri dogrultusunda

1 ile 9 arasinda degisen bir 6l¢ek ile ikili karsilastirmalari
yapilarak bir matris elde edilir. Bu karsilastirmada 1 degeri
esit dnemi, 1/9 en az dnemi ve 9 en yiiksek 6dnemi temsil
etmektedir (Yildirim ve Onder, 2015). AHP ydnteminin
stirecleri asagidaki gibi ifade edilebilir (Saaty, 2000; Uslu
vd., 2022);

*  Problemin tanimlanmasi ve kriterlerin belirlenmesi,

» Kararin hedefi en iistte olacak sekilde karar
hiyerarsisini ve ardindan kriterlerin olusturulmasi,

«  Ikili karsilastirma matrislerinin olusturulmasi,

+  Ikili karsilastirma matrisinin her siitunundaki
degerlerin toplanmasi,

+  Ikili karsilastirma matrisinde her bir degeri siitun
toplamina boliinmesi,

*  Normalize edilmis matrisin her satirindaki faktorlerin
geometrik ortalamasinin hesaplanmasi,

*  Tutarlilik oraninin hesaplanmasi,

* Agirliklarinin karsilagtirilmasindan elde edilen
onceliklerin kullanilmasidir.

Arastirmanin Etik Yonii

Aragtirmanin bilimsel agidan uygun oldugu, bir
iniversitenin Girisimsel Olmayan Klinik Aragtirmalar Etik
Kurulu tarafindan (Tarih: 17/10/2024 ve Say1: E-10840098-
202.3.02-6364 ve Karar No: 961) onaylanmustir.

ARASTIRMA BULGULARI
SWARA

SWARA soru formu araciligiyla uzmanlardan, faktorlerin
Onem siralamalarini i¢eren goriigleri toplanmistir. Elde
edilen degerlendirmeler i¢in agirlikli toplama islemi
yapilarak Tablo 3 olusturulmustur.

Tablo 3. Uzmanlarin Belirledigi Faktorlerin Anlamlilik Diizeyleri

Uzman Sira degeri t_ ; j=1,2,3,.....,10

k=1.2...6 F, F, F, F, F; F, F, F, F, F,
1 5 2 3 1 8 6 4 9 10 7

2 4 2 3 1 7 10 6 9 8 5

3 5 2 1 3 6 7 4 10 8

4 3 4 1 2 7 9 5 10 8 6

5 5 3 2 1 8 7 4 9 10 6

6 4 1 2 3 7 8 5 10 9 6
Ortalama 4,33 2,33 2,00 1,83 7,17 7,84 4,67 9,50 9,00 6,33
Sira 4 3 2 1 7 8 5 10 9 6
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Tablo 4. Agirliklandirilmis Faktorlerin Nihai SWARA Sonuglari

Qrtalama Degerin Karsilastirmah Katsay Yeniden Hesaplanan  Agirhk
Onemi Agirhk

Faktorler Xj-1 w;
Sj. k=s;+1 w; = k; q; = T

F, 1 1 0,19

F, 0,2305 1,2305 0,8127 0,15

F, 0,1651 1,1651 0,6975 0,13

F, 0,1348 1,1348 0,6147 0,12

F, 0,1070 1,1070 0,5553 0,10

F, 0,2438 1,2438 0,4464 0,08

F, 0,2280 1,2280 0,3635 0,07

F, 0,1570 1,1570 0,3142 0,06

F, 0,1543 1,1543 0,2722 0,05

F, 0,1000 1,1000 0,2474 0,05

> 5,3238 1,00

*sj uzmanlarin fikirlerinin ortalamasina dayanmaktadir. Her uzmandan ézel olarak elde edilen bilgiler ve dlcek %5'in katlarina dayanmaktadr: Daha yiiksek faktoriin
goreceli 6nemine dayanarak, her bir faktoriin onemi hesaplanwr. Yani, 0,2305 F, ve F, arasindaki goreceli farki gostermektedir (Hashemkhani Zolfani ve Bahrami

2014).

Uzman grubu igerisinde farkli karar vericiler bulunmaktadir.
Her bir faktoriin genel degerlendirmelerdeki 6nemi, geometrik
ortalama araciligiyla hesaplanmistir. Sonrasinda ise yontemin
ilgili denklemleri sirastyla nihai agirliklara ulagmak icin
kullanilmistir (Tablo 4) (Hashemkhani Zolfani & Bahrami 2014)

Tablo 4'e gore, saglik hizmetlerinde yapay zeka entegrasyonunu
etkileyen sosyo-teknik faktorlerden en 6nemlileri sirastyla %19
agirhik ile F4 (veri kalitesi ve giivenligi), %15 agirhik ile F3
(teknolojik altyap1 uygunlugu) ve %13 agirlik ile F2 (beceri ve
egitim) olarak tespit edilmistir. En diisiik 6neme sahip faktor ise
%S5 agirlikla F8’dir (yasal ve diizenleyici gevre).

AHP

Yapay zeka entegrasyonunu etkileyen sosyo-teknik faktorler
icin AHP soru formlari araciligtyla ayni uzman grubundan goriis
toplanarak ikili karsilagtirma matrisleri elde edilmistir. Entegre

karar matrisi, tiim uzmanlarin goriiglerini iceren karsilagtirma
matrislerindeki degerlerin geometrik ortalamalar1 alinarak
belirlenmistir (Tablo 5).

Entegre karar matrisindeki degerlerin siitun toplamlari
almarak, her deger siitun toplamina boliindii ve normalize
edilmis bir matris olusturulmustur. Daha sonra, normalize
edilmis matris degerlerinin satir ortalamalar1 alinarak
kriterlerin 6zvektor (agirlik) degerleri belirlenmistir (Tablo
6).

Sonraki asamada tutarlilik oranini hesaplamak amaciyla
entegre matris degerleri 6zvektor ortalamalari ile
carpilarak satir toplamlar1 alinmis ve 6zdeger puanlari
bulunmustur (CR<0.10). (Tablo 7)

Nihai faktor agirliklar1 ve siralamalari Tablo 8’de
verilmistir.
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Tablo 5: AHP Entegre Karar Matrisi

Faktorler F1 F2 F3 F4 F5 Fe F7 F8 F9 F10
F1 1,44 0,30 0,59 0,17 0,23 1,00 2,00 3,27 3,87 1,67
F2 4,00 1,00 0,65 0,19 1,00 1,10 2,20 3,00 0,91 1,83
F3 1,06 1,55 1,00 0,64 5,20 1,70 3,40 4,21 1,27 2,83
F4 1,99 2,45 0,85 0,69 7,61 2,70 5,40 7,20 4,98 4,50
FS 1,00 0,64 0,41 0,94 0,58 0,70 0,80 0,84 1,66 1,17
Fé 1,18 0,91 0,59 0,24 0,33 1,00 2,00 1,00 0,40 0,15
F7 0,60 0,45 0,29 0,79 3,10 0,50 1,00 2,50 2,10 0,10
F8 0,48 0,36 0,24 0,15 0,16 0,40 0,80 2,50 0,23 0,10
F9 1,73 0,82 0,53 0,65 0,18 0,90 0,60 0,44 0,64 1,50
F10 1,57 0,55 0,35 0,89 0,58 2,40 2,12 0,19 0,23 1,00

Toplam 15,07 9,03 5,50 5,36 18,99 12,40 20,32 25,15 16,29 14,85

Tablo 6: AHP Normalize Edilmis Karar Matrisi

Faktorler F1 F2 F3 F4 F5 Fé6 F7 F8 F9 F10 gglv:;ﬁ:"r

F1 0,00 003 011 003 00l 008 010 0,3 024 011 0,09

F2 027 011 012 004 005 009 011 0,12 006 012 0,1l 102

F3 0,07 017 018 0,12 027 014 017 0,17 008 019 0,6

F4 013 027 015 013 040 022 027 029 031 030 025

F5 0,07 007 007 0,18 003 006 004 003 010 008 007

F6 0,08 0,10 011 004 002 008 010 004 002 00l 0,06

F7 0,04 005 005 0,15 0,16 004 005 0,10 013 001 008

F8 0,03 004 004 003 00l 003 004 0,10 001 00l 003

F9 0,11 009 010 012 00l 007 003 002 004 010 007

F10 0,00 006 006 0,17 003 019 010 001 001 007 008

Faktorler F1 F2 F3 F4 F5 F6 F7 F$ F9 Flo  O%deger
Toplam

F1 0,04 003 009 004 002 006 016 011 027 014 1,05

F2 038 011 010 005 007 007 017 0,10 006 015 1,26

F3 0,00 0,17 016 0,16 038 010 026 0,14 009 023 1,79

F4 0,19 026 013 017 055 0,16 042 025 035 037  2.85

F5 0,09 007 006 023 004 004 006 003 012 010 085

F6 0,11 010 009 006 002 006 016 003 003 00l 067

F7 0,06 005 005 0,19 023 003 008 009 015 00l 092

F8 0,05 004 004 004 001 002 006 009 002 00l 036

F9 0,16 009 008 016 00l 005 005 002 004 012 079

F10 0,15 0,06 0,05 0,22 0,04 0,14 0,16 0,01 0,02 0,08 0,94




Tablo 8: AHP Faktor Agirliklari ve Siralama

Faktor No Faktorler Agirhk Siralama
F4 Veri Kalitesi ve Glivenligi 0,2466 1
F3 Teknolojik Altyapt Uygunlugu 0,1557 2
F2 Beceri ve Egitim 0,1078 3
F1 Kabul ve Direng 0,0940 4
F10 Etik Kaygilar 0,0813 5
F7 Finansal Kaynaklar 0,0776 6
FS Liderlik ve Yonetim Destegi 0,0728 7
F9 Sosyal Kabul 0,0693 8
Fé Organizasyonel Kiiltiir 0,0601 9
F8 Yasal ve Diizenleyici Cevre 0,0342 10

Tablo 8’e gore, saglik hizmetlerinde yapay zeka entegrasyonunu
etkileyen sosyo-teknik faktorlerden en dnemlileri sirasiyla
%24,66 agirlik ile F4 (veri kalitesi ve giivenligi), %15,57 agirlik
ile F3 (teknolojik altyap1 uygunlugu) ve %10,78 agirlik ile F2
(beceri ve egitim) olarak tespit edilmistir. En diisiitk 6neme
sahip faktor ise %3,42 agirlikla F8’dir (yasal ve diizenleyici
¢evre). AHP yontemiyle elde edilen faktor siralamalart SWARA
yoéntemiyle biiyiik 6l¢iide tutarhdir. Tlk dért siradaki faktodrlerin
ve en diisiik 6ncelikli faktoriin her iki yontemde de ayni olmast,
yontemsel giivenilirligi ve tutarliligi desteklemektedir.

TARTISMA

Saglik hizmetlerinde yapay zeka entegrasyonu,

hem teknolojik hem de sosyal bilesenlerin birlikte
degerlendirilmesini gerektiren ¢ok boyutlu bir siirectir.
Saglik sistemleri yapay zeka teknolojilerini daha etkin
kullanabilmek igin gesitli stratejiler gelistirmekte ve

bu stiregte karsilasilan sosyo-teknik engelleri agmaya
caligmaktadir. Elde edilen bulgular hem SWARA hem de
AHP yontemleriyle benzer siralamalar gostermektedir.
Bu ¢alismada saglik hizmetlerinde yapay zeka
entegrasyonunu etkileyen en 6nemli faktor veri kalitesi
ve giivenligi olarak tespit edilmistir. Nitekim bu bulgu
literatiirde yer alan ¢alismalarla ortiismektedir. Khalf ve
ark. (2022) calismalarinda saglik hizmetlerinde basarili
bir yapay zeka uygulamasi i¢in saglam veri kalitesinin
gerekliligini vurgulamaktadir. Memon ve ark. (2021)
ise saglik hizmeti sunucular1 ve hastalar arasinda giiveni
tesvik etmede veri giivenliginin kritik 6neminin altini

cizmektedir. Yang ve ark. (2022) ise, yapay zeka ile
klinik ve operasyonel siiregler arasinda anlamli bir iligki
kurulmasinin gerekliligini savundugu ¢aligmasinda bu
durumun ancak yiiksek kaliteli verilerle saglanabilir
oldugunu vurgulamaktadir. Ayrica Long ve ark. (2023)
caligmasinda kaliteli veri eksikliginin saglik hizmetlerinde
yapay zeka teknolojilerinin pratik uygulamasini
engelleyebilecegini belirtmektedir. Stefanisinova ve ark.
(2021) ise saglik hizmetlerinin yeni teknolojilere en fazla
yatirim yapan sektorler arasinda yer aldigini, ancak veri
giivenligi ve gizliligi konusunda da 6nemli zorluklarla
karsilagtiklarini ifade etmislerdir. Koo ve ark. (2024) ise
yapay zeka teknolojilerinin etkinliginin, kullandiklar1
verilerin kalitesine bagli oldugunu ve diisiik veri kalitesi,
yanlis tahminlere ve tavsiyelere yol agarak yapay zekanin
hasta bakimini ve operasyonel verimliligi iyilestirmedeki
potansiyel faydalarini zayiflatabilecegini belirtmektedir.
Ancak burada dikkat ¢ekilmesi gereken 6nemli bir nokta,
literatiiriin biiyiik 6l¢iide veri kalitesi sorununu teknik
sinirliliklar baglaminda ele almasidir. Veri kalitesi ve
giivenligi faktori yalnizca teknik bir gereklilik olarak
degil, ayn1 zamanda hasta giivenligi, kurumsal seffaflik
ve etik karar siireclerini dogrudan etkileyen ¢ok boyutlu
bir unsur olarak ele alinmalidir. Bu yoniiyle veriye dayalt
karar verme siireclerine olan giivenin sadece teknolojik
yatirimlarla degil, sistemik veri yonetisimiyle iliskili
oldugu bilinmelidir. Bir¢ok saglik kurumunda veriye
yapilan yatirimlar, sistematik yonetisim mekanizmalariyla
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desteklenmedigi igin etkisi sinirli kalmaktadir
(Stefanisinova ve digerleri, 2021). Siklikla g6z ard1 edilen
bir diger bir boyut ise veri ¢esitliligi ve temsil edilebilirlik
sorunudur. Yapay zeka sistemlerinin, egitildikleri veri
setlerine bagli olarak onyargilar tiretebildigi; 6zellikle yas,
cinsiyet, etnik kdken gibi demografik 6zellikler agisindan
homojen olmayan veri kaynaklarinin esitsiz saglik
sonuclarina neden olabilecegi belirtilmektedir (Jiang ve
digerleri, 2022; Wiens ve digerleri, 2020). Bu yoniiyle, veri
kalitesi yalnizca algoritmanin hassasiyetiyle degil, ayni
zamanda adalet, hakkaniyet ve temsil ilkeleriyle dogrudan
iligkilidir. Calismada bu sosyal yonlerin dogrudan
Olciilmemis olmasi, veri kalitesi faktoriiniin aslinda

cok daha karmasik bir yaprya sahip oldugu gercegini
degistirmemektedir. Calismada, veri kalitesi ve giivenligi
faktoriiniin en yiiksek oncelige sahip olmasi anlamli olsa
da, bu 6nceligin altinda yatan bilesenlerin ¢ok katmanl ve
baglamsal oldugu unutulmamalidir.

Ikinci en 6nemli sosyo-teknik faktér ise teknolojik
altyap1 uygunlugu olarak tespit edilmistir. Alanyazina
bakildiginda, Aldwean ve Tenney (2024) calismalarinda
bilgi teknolojileri altyapisinin sinirl olmas1 yapay zeka
gibi gelismis sistemlerin entegrasyonu iizerinde 6nemli
bir etkisi oldugunu vurgulayarak; saglam teknolojik
altyap1 sistemleri kurulmadan yapay zekanin potansiyel
faydalarmin tam olarak gergeklestirilemeyecegini
savunmaktadir. Petersson ve ark. (2022) ise teknolojinin
pratik uygulamalara yansitilamamasinin yetersiz altyapidan
kaynaklandigini ve bu durumun da yapay zekanin

saglik hizmeti uygulamalarinda degerini gostermesi

icin gerekli uygulama stratejilerini zorlastirdigini ifade
etmektedir. Shah ve Chen (2024) de benzer sekilde
destekleyici bir altyap1 olmadan yapay zekanin vaat ettigi
operasyonel verimliliklerin yerine getirilemeyebilecegini
belirtmektedir. Nitekim Owoyemi ve ark. (2024) ise
yapay zeka teknolojilerini klinik is siirecleriyle uyumlu
hale getirmenin gerekliligini tartistiklar1 caligmalarinda;
yapay zekanin saglik sistemlerine sorunsuz bir sekilde
entegrasyonu i¢in mevcut teknolojik ortami dikkatlice
ele alinmasi gerektiginin altini ¢izmektedirler. Ancak
teknolojik altyapi eksikligi yalnizca fiziksel kapasiteyle
aciklanmamalidir. Altyapimin var olmasina ragmen yapay
zeka uygulamalariin kurum kultiiri, liderlik eksikligi

veya biirokratik diren¢ nedeniyle etkili kullanilamadig:
belirtilmektedir (Mashabab ve digerleri, 2024; Dai &
Tayur, 2022). Nitekim, altyapidaki teknik yeterlilikle
birlikte, kurumsal sahiplenme eksikligi gibi sosyal
faktorlerin de entegrasyon iizerinde belirleyici oldugu
diisiiniilmektedir Dolayisiyla, yalnizca altyapiy1 kurmak
degil, bu altyapmin kurumsal kiiltiire ve stratejiye entegre
edilmesi de kritik bir gerekliliktir.

Ugiincii en 6nemli sosyo-teknik faktor de beceri ve egitim
olarak bulunmustur. Karar vericiler, beceri gelistirme
stireclerinin veri ve sistem altyapisi saglandiktan sonra
anlam kazandigim isaret etmektedir. Bu durum, egitimin
oneminin reddedilmesi degil; daha ¢ok bir zamanlama

ve onceliklendirme stratejisi olarak degerlendirilebilir.
Mevcut sistemin yapisal olarak teknolojiye hazir olmadan
personeli egitmenin kaynak israfi olacagi varsayimina
dayanmaktadir. Nitekim, yapay zeka entegrasyonunun ¢ok
asamali ve ardigik bir siire¢ oldugunu gozardi etmemek
gerekir. Benzer sekilde Rasouli ve ark. (2024) yapay zeka
teknolojilerinin karmasikliginin giderilmesi ve siireclere
entegrasyonu i¢in saglik personelinin gerekli becerilerle
donatilmasinin saglanmasini ve siirekli mesleki gelisim
ihtiyacinin giderilmesinin énemine deginmektedir. Habib
ve ark. (2024) ise saglik calisanlarinin yapay zekaya
yonelik bilgi, beceri ve tutumlarinin bu teknolojilerin
benimsenmesini ve etkinligini 6nemli dl¢lide
etkileyebilecegini ifade etmektedir. Nitekim Mathur ve ark.
(2024) de saglik calisanlarinin yapay zeka uygulamalarini
stireclerine entegre etmek igin stratejik bir yaklagim
gelistirmeleri gerektigine deginerek; saglik hizmetlerinde
yapay zekanin hizlica yayginlagmasi i¢in klinisyenlerin
bu teknolojileri siireclere nasil etkili bir sekilde dahil
edeceklerini bilmeleri ve anlamalar1 gerektigini
vurgulamaktadir.

Ote yandan, diisiik agirhikla degerlendirilen yasal ve
diizenleyici ¢evre faktori, literatiirde baz1 ¢aligmalarda
yiiksek oncelikli olarak ele alinmaktadir (Wu, 2023;
Fazakarley ve digerleri, 2023; Pesapane ve digerleri,
2021). Bu farkliligin, katilimcilarin agirlikli olarak
akademik kokenli olmasi ve degerlendirme sirasinda
mevcut diizenlemeleri kabul edilebilir diizeyde gérmesiyle
iligkili oldugu disiiniilmektedir. Ayn1 zamanda bu durum,
karar vericilerin yasal ve diizenleyici ¢evre faktoriinii

104



teknik sorunlardan daha az oncelikli gordiigii igin yapay
zekanin sadece verimlilik degil, etik sorumluluk tagiyan

bir ara¢ oldugu ger¢egini de gdlgeleyebilir. Bu baglamda,
caligmada elde edilen siralama, kaynak tahsisi ve uygulama
oncelikleri acisindan degerli bir rehber sunmakla birlikte,
baz1 diistik puanl faktorlerin gelecekte sistematik risk
olusturma potansiyeli de gdz ardi edilmemelidir.

SONUC

Saglik hizmetlerinde yapay zeka entegrasyonu oncelikli
olarak veri kalitesi ve giivenligi, teknolojik altyap1
uygunlugu ile beceri ve egitim gibi kritik sosyo-teknik
faktorlerden etkilenen bir siirectir. Nitekim SWARA ve
AHP yontemleriyle elde edilen sonuglarm tutarliligi, bu
faktorlerin 6nceliklendirilmesinde yontemsel tutarliligin
saglandigini ve bulgularin gegerliliginin giliglendigini
gostermektedir. Saglik hizmet sunuculari 6ncelikli olarak
bu faktorler dogrultusunda strateji gelistirerek kaynaklarimi
bu yone tahsis etmelidir.

Veri kalitesi ve giivenliginin artirilmasi i¢in
standartlagtirilmis veri toplama yontemlerinin benimsemesi
ve veri giivenligi politikalarinin olusturulmasi elzemdir.
Bu politikalar seffaf veri paylasim protokollerini ve hasta
mahremiyetini koruyacak diizenlemeleri etkin bir sekilde
icermelidir. Giivenilirligi ve tarafsizligi saglamak adina
veri setlerinin ¢esitliligi artirilarak ayrimcilik ve yanlilik
icermeyen modellerin gelistirilmesine odaklanilmalidir.
Elektronik saglik kayitlart ve diger veri kaynaklarinin
entegrasyonu saglanmali, eksik ya da hatali verilerin 6niine
geemek i¢in veri dogrulama ve temizleme mekanizmalari
olusturulmalidir. Diger bir yandan saglik kuruluslarinin
siber giivenlik 6nlemlerini giiclendirmesi ve teknik
cozlimler (blokzincir tabanli veri giivenligi sistemleri gibi)
gelistirmesi gerekmektedir.

Diger bir yandan teknolojik altyapinin uygun hale
getirilmesi ve yapay zeka ile uyumlastirilmasi bilgi
teknolojileri altyapisini gliglendirmeye yonelik yatirimlarin
artmasiyla gerceklesecektir. Operasyonel siirecleri
optimize eden otomasyon ¢oziimleri i¢in bulut tabanli veri
saklama ve igleme sistemleri, yiiksek performansl bilisim
altyapilari ve hizli veri akisini saglayan ag sistemleri gibi
teknolojik ¢oziimlerin gelistirilmesi 6nemlidir. Ayrica
biiyiik veri isleme kapasitesinin artirilarak, yapay zeka

sistemlerini gergek zamanli analizler yapabilecek sekilde
optimize edilmesi klinik karar siireglerinin gelistirilmesine
destek olmaktadir. Yatirim olanaklar1 hususunda 6zelin
dinamizmi kullanilarak kamu ve 6zel sektor is birliklerinin
tesvik edilmesi dnemlidir. Iyi uygulama &rneklerinin
yayginlagtirilmasi i¢in yapay zeka destekli sistemlerin
pratik kullanimini yansitan pilot uygulamalarda
artirtlmalidir.

Ayrica yapay zekanin saglik hizmetlerine entegrasyonu,
yalnizca teknolojik ¢oziimlerin benimsenmesiyle degil,
ayn1 zamanda bu ¢6ziimleri kullanacak insan kaynaginin
gerekli bilgi ve becerilere sahip olmasiyla miimkiindiir.
Saglik calisanlarinin yapay zeka teknolojilerine yonelik
farkindaligini artirmak, yapay zeka okuryazarligini
gelistirmek ve sistemleri etkin kullanmalarin1 saglamak
icin siirekli gelisimi tesvik eden mesleki egitim programlari
diizenlenmelidir. Klinik karar destek sistemlerinin
kullanimina dair uygulamali egitimler ve disiplinlerarasi

is birliklerinin tesvik edilmesi elzemdir. Bu is birligi,
klinisyenlerin, veri bilimcilerinin ve miihendislerin birlikte
calisarak yapay zeka ¢oztimlerini saglik hizmetlerine
entegre etmelerini saglayacaktir. Nitekim bu ¢oziimler
saglik calisanlariin roliinii gliglendirerek siirece aktif
katilimlarim saglayarak yapay zeka teknolojilerine yonelik
tutumlarini olumlu yonde sekillendirmektedir. Ayrica tip
ve saglik bilimleri fakiiltelerinde yapay zeka ve veri bilimi
derslerinin miifredata eklenmesi dnerilmektedir.

Sonug olarak, saglik hizmetlerinde basarili bir yapay
zeka entegrasyonu i¢in basta veri kalitesi ve giivenligi,
teknolojik altyap1 ile beceri ve egitim olmak {izere

tiim sosyo-teknik faktorlere biitiinciil bir bakis acisiyla
yaklasilmasi gerekmektedir. Saglik kuruluslari, politika
yapicilar, akademisyenler ve teknoloji firmalar1 arasinda
is birligi saglanarak, saglik hizmetlerinde yapay zeka
uygulamalarinin siirdiiriilebilir ve etik bir sekilde
gelistirilmesi ve yayginlastirilmasi i¢in kapsamli bir
stratejik planlamaya ihtiyag¢ vardir.

Konu ile ilgili alanlardan daha fazla uzman gruplarin
katilimryla yapilacak ¢alismalar, faktorlerin 6nem
derecelerine iliskin daha yiiksek temsiliyet saglayabilir.
Gelecek arastirmalarda, farkli kurumlardan ve iilkelerden
daha ¢esitli uzman gruplarinin katilimiyla ¢ok merkezli
kargilagtirmali analizlerin ger¢eklestirilmesi 6nerilmektedir.
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