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Use of Chest X-ray Images and Artificial Intelligence Methods for
Early Diagnosis of COVID-19

Highlights

KD

< Adeep learning models are proposed to classify chest X-ray images into COVID-19, Pneumonia, and Normal
categories.

The proposed models ensure interpretability through confusion matrices and consistent evaluation metrics.
The findings are compared with existing studies in the literature to demonstrate the potential clinical
relevance, architectural efficiency, and practical scalability of the proposed models.

Graphical Abstract

A comparative deep learning frameworks are developed for the classification of chest X-ray images into COVID-19,
Normal, and Pneumonia categories. The 8 CNN models are evaluated, with MobileNet and VGG16 emerging as the
most reliable and efficient solutions for clinical deployment.
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Figure. Proposed deep learning-based classification approach for covid-19
Aim
To build a reliable, efficient, and interpretable deep learning framework that enables early diagnosis and
differentiation of COVID-19 using chest X-ray images.
Design & Methodology

Standard preprocessing is applied to chest X-ray images and 8 deep learning models are evaluated using common
performance metrics.

Originality

A multi-class, multi-model framework is presented that emphasizes standardized preprocessing, comprehensive
evaluation, and clinical adaptability.

Findings
MobileNet and VGG16 achieved the highest performance, particularly for COVID-19 and Pneumonia classes.
Conclusion

This study demonstrates that pre-trained deep learning models, such as MobileNet and VGG16, can achieve high
diagnostic accuracy and computational efficiency in detecting COVID-19 from chest X-ray images. These findings
support their feasibility for deployment in real-time and resource-constrained healthcare environments. Future
research may explore ensemble learning, integration with clinical data, and transfer learning techniques to enhance
generalizability and clinical applicability.
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ABSTRACT

containment. Whlle chest X-ray (CXR) imaging has emerged as a practical modality for COVID-
often focus on binary classification or rely on single-model evaluations without addressing cl&®s i

DenseNet, MobileNet, VGG16, ResNet152v2, and Inception\VV3—using apreprocessed datas
a unified preprocessing pipeline, class-balancing strategy, and detailed model comp a rich set of evaluation metrics
(Accuracy, Precision, Recall, F1-Score, FPR, FNR, and Specificity). The res@ MobileNet and VGG16 offer
high diagnostic performance with low computational overhead, making them i loyment in resource-limited clinical
settings. Our study's uniqueness lies in its multi-model, multi-class evaluag# ign,NpterPretability through confusion matrix
analysis, and robust benchmarking against real-world challenges such as class fkalance} This positions the proposed framework
as areliable and scalable CAD tool to aid frontline healthcare provider, earl
19 and other respiratory illnesses.

Keywords: Covid-19 classification, vggl6, resnet, cnn, cr.s

COVID-19’un Erke

oz
COVID-19 pandemisi, hasta icn mijflahale edilmesini ve yayilimin kontrol edilmesi i¢in hizli ve dogru tani araglarinin
gerekliligini giliglii bir biggmde Mphustur. Gogiis rontgeni goriintiileme, COVID-19 tespiti agisindan pratik bir yontem

ar gogunlukla ikili siniflandirmaya odaklanmakta ya da tek bir modelin degerlendirmesiyle
gesizligi, genellenebilirlik veya ¢ok smifli tan1 senaryolart gibi 6nemli faktdrleri gdz ardi
1sma, gdFiis rontgeni gorintiilerini klinik agidan anlamli ti¢ kategoriye ayirabilen (COVID-19,

degerlendirme 1i kiimesi (Dogruluk, Kesinlik, Duyarlilik, F1-Skoru, Yanhs Pozitif Orani, Yanls Negatif Oran1 ve Ozgiilliik)
durumlarina dayall detayli model karsilastirmas: yer almaktadir. Elde edilen sonuglar, MobileNet ve VGG16 modellerinin yiiksek
tan1 bagarimini diisiik hesaplama maliyetiyle sundugunu gostermektedir. Ayrica bu modellerin kaynaklari sinirli klinik ortamlarda
kullanim i¢in ideal hale getirildigi vurgulanmaktadir. Coklu model ve ¢oklu smif degerlendirme yapisi sunmasi, karmagiklik
matrisleri tizerinden yorumlanabilirlik saglamasi ve sinif dengesizligi gibi ger¢ek diinya zorluklarina karst bir kiyaslama sunmasi
bu calismanin 6zgiinliigiinii saglayan ana maddelerdir. Bu 6zellkikleriyle dnerilen ¢ergeve, COVID-19 ve diger solunum yolu
hastaliklariin erken tespiti ve ayirici tanisinda 6n saflarda gorev yapan saglik hizmeti saglayicilarina destek olacak, giivenilir ve
Olceklenebilir bir bilgisayar destekli tan1 araci olarak degerlendirilmektedir.

Anahtar Kelimeler: Covid-19 simflandirilmasi, vgg16, resnet, cnn, gégiis rontgeni.

1. INTRODUCTION ongoing global transmission. Severe Acute Respiratory

COVID-19 was formally recognized as a global ~Syndrome (SARS), and Middle East Respiratory
pandemic by the World Health Organization (WHO) on S_yndrome (MERS) both zoonotic diseases transmitted by
March 11, 2020, and it continues to persist due to its ~ CiVets and camels, respectively, demonstrate greater
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transmissibility yet a reduced fatality rate compared to
the newly identified beta coronavirus, 2019-nCoV, which
was discovered through the unbiased sequencing of
patient samples [1,2]. When there are no limits between
society and the natural world, new coronaviruses and
diseases like SARS and MERS are more likely to appear.
In the beginning, the absence of vaccination led to a rise
in fatalities [3].

It was crucial to conduct study into a number of early
spotting strategies to combat the COVID-19 outbreak [4].
There have been 6.49 million fatalities globally as of the
WHO's most current statistics, with 30.581 in Pakistan
and 104 million in the United States [5]. Today, Reverse
Transcription Polymerase Chain Reaction (RT-PCR) is a
technique that identifies viral RNA by analyzing samples
collected via a nasopharyngeal swab. It is the gold
standard for identifying coronavirus cases. The RT-PCR
test's primary drawback, however, is its constrained
sensitivity range, which makes it unsuitable for rapidly
identifying positive instances [6].

It may be possible to prevent the spread of a coronavirus
outbreak by using molecular imaging to find it early [7].
It has been proven that methods for classifying COVID-
19 images mechanically often involving preprocessing,
feature extraction, and selection perform more
effectively than human methods [8]. As lung infections

are a frequent complication of COVID-19, Compug&

Tomography (CT) scans can assist COVID-19 patients i
locating organ harm and monitoring its developrgent

staff in early disease detection
infected patients [9].

A number of projects in

g limited accessibility, higher
#Sition time, and the requirement
[11]. The raw images are typically
the ML technique for
categorization along with manually created features like
texture, shape, and point-based data [12]. Deep Learning
(DL), however, has become an effective tool in the field
of medical imaging [13,14]. DL needs a large quantity of
data to build a model. The creation of recognition-based
applications for voice recognition, object tracking, and
medical imaging has been made easier by this technology
[15,16].

Although additional research is needed to gain a
comprehensive understanding of the epidemiological
characteristics of COVID-19, the data we currently have
indicates that 80% of patients have minor symptoms or

are silent, while the remaining 20% have severe or
critical conditions. 10% or so of patients who need to be
hospitalized require admittance to an ICU for mechanical
breathing. The mortality rate is said to be 2%, but some
specialists believe it might actually be closer to 0.5%.

Pneumonia, an inflammation of the pulmonary
parenchyma responsible for gas transmission in the lung,
can be brought on by COVID-19. Pneumonia is not a
singular illness but rather a collection of infections
brought on by numerous viruses, bacteria, or fungus [17].

The task at hand is to use intelligent methods to
categorize X-ray images into numerous classifications,
including COVID-19, normal, and gkiral pneumonia.

Advanced ML algorithms and uter vision
techniques must be used for thigg@p in o correctly
pull pertinent characterist@s ffo yAmages and

categorize them into
identification of discri

aybe some of the
he job of building such a
complexity and variability of X-
tification and treatment of
r respiratory illness could greatly
of such a model.

jective of this study is to develop an
robust DL-based framework for the

challengesgth
model, o@nsi

ree distinct categories: COVID-19, normal, and
a¥pneumonia. This research aims to support early and
accurate diagnosis of COVID-19 and related respiratory
diseases, leveraging Convolutional Neural Networks
(CNN) and different DL algorithms to enhance
diagnostic precision, reduce reliance on manual
interpretation, and accelerate clinical decision-making.

To summarize the main contributions of this study:

» To develop a comprehensive DL framework for
the multi-class classification of chest X-ray
images, aimed at distinguishing COVID-19
from other lung conditions such as pneumonia
and normal cases.

+ Toimplement and evaluate multiple pre-trained
CNN architectures, fine-tuned on a curated and
preprocessed dataset to enhance model
performance and generalizability.

« To introduce a standardized preprocessing
pipeline involving image resizing, and
normalization to improve data quality and
minimize model bias.

+ To conduct extensive experiments assessing
model performance using metrics such as
Accuracy, Precision, Recall, and F1-Score,
thereby offering comparative insights into the
effectiveness of each architecture.



2. RELATED WORKS

For the purpose of detecting and categorizing COVID-19
using CXR images, computer vision experts have created
a variety of methods in the past [18,19]. However, while
the majority of studies concentrated on conventional
methods, a small number of scholars created novel DL
models for the detection and recognition of coronavirus
from CXR and CT images [20,21]. The paradigm
described by Khan et al. [22], which used deep
explainable Artificial Intelligence (Al) for coronavirus
categorization from CXR images, is one illustration of a
DL-based strategy. For the feature capture and training
phases of this system, two DL models were used. The
authors enhanced feature fusing using canonical
correlation analysis and optimized merged features using
a mix of whale-elephant herding and feature selection.
On three openly accessible datasets, the authors got
accuracies of 99.1%, 98.2%, and 96.7%, which were
superior to the outcomes attained by earlier techniques.
The optimization method used in this study, however,
had a static cutoff value, which is a drawback that might
be fixed in subsequent studies.

Researchers in [23] proposed a CAD system for
tuberculosis detection using chest X-rays by jointly
addressing segmentation and classification tasks. They
introduced TB-UNet for precise lung segmentation and

TB-DenseNet for disease classification, achieving an li-.

score of 0.8988 and accuracy of 0.9510, respectively.

The paradigm described by authors in [24], whichgised
CNN-LSTM for corona categorization, is
method for CXR image analysis.

EfficientNetBO was used by authors in [24] to
new CNN-LSTM technique for deep fe
The extracted features were combin

] presented a new branch

model n ade use of CNN and
transfor, t into practice two models with
branches CNN and the other with

branches. A  comprehensive
COVID-19 dataSet was utilized for the analysis, and a bi-
directional approach was employed to integrate the
features. The accuracy rate was 96.7%. The lack of
sufficient characteristics and the insufficient patient
information, however, limited this study. Using 2 chest
CT images datasets, authors in [26] developed an
effective CNN models for the identification of COVID-
19. The highest accuracy rates were obtained with
EfficientNetB5 (97.59%, and 98.45%.). They used
GradCam graphics to see the weights in their multi-layer
CNN model.

Researchers in [27] proposed a DL-based system to
distinguish between normal and severe pneumonia cases
using chest X-rays, addressing challenges such as visual
similarity with other respiratory diseases and variability
in image quality. They evaluated eight pre-trained
models are ResNet50, ResNet152V2, DenseNetl121,
DenseNet201, Xception, VGG16, EfficientNet, and
MobileNet on two large datasets. Among them,
MobileNet achieved the highest accuracy, with 94.23%
and 93.75% on the respective datasets. Hyperparameters
such as batch size, epochs, and optimizers were fine-
tuned to identify the most effective model configuration.

Using CXR images, authors in [28]
classification technique for COVID-
obtained from the Global Avera
in a pre-trained XceptiogNe

arameters and arrive at a precise diagnosis.
i imic Optimization (CNN-SMO),

y and the proposed DBN+HO-COA
ere used in the study. The accuracy rates of
odels are approximately 63%, 45% and 95%. In
to increase accuracy, authors in [30] created an
automatic CNN-based system for binary and multiclass
categorization of chest images. To facilitate the diagnosis
of COVID-19 using CT images, authors in [31] created a
new CNN model called CTnet-10, which obtained an
accuracy of 82.1% for a two-class dataset and 94.52% for
conventional DCNN networks. For the categorization of
coronavirus illness from lung ultrasound images, authors
in [32] demonstrated a multi-layer fusion method using
convolutional connections, obtaining a 91.8% accuracy
rate but with a large number of parameters. For the
categorization of CXR images, authors in [33] created an
innovative CNN architecture based on 22 layers and
attained high accuracies of 99.1% for binary and 94.2%
for multiclass datasets.

In their research, authors in [34] improved a DL network
for COVID-19 diagnosis on a binary class dataset using
the Gravitational Search Algorithm method, and they
reported a 98% accuracy rate. Authors in [35]'s method
for COVID-19 classification using medical CXR images
was built on Generative Adversarial Networks (GAN),
and it achieved an amazing accuracy of 99.78%. Authors
in [36] introduced a GAN-based system for the automatic
segmentation and detection of COVID-19 lung infections
in CT-scan images, obtaining 98.10% classification
accuracy and 81.11% dice coefficient accuracy. Using
transfer learning and four distinct models, authors in [37]
proposed using X-ray images as a tool for COVID-19
detection. VGG16 and VGG19 performed better than the
other two models, with a 99.3% success rate (accuracy)



for their approach. However, the writers did not include
any other respiratory illnesses; they only utilized
COVID-19 and normal images from various databases.
As aresult, their system was unable to identify additional
lung illnesses. A technique for identifying COVID-19
infection using chest radiography images was put forth
by authors in [38] using a model made up of nine
Convolutional Layers (CL) and one completely
connected layer. The model had an accuracy of 98.40%
after being trained on multiclass datasets with three
classes (COVID-19, normal, and pneumonia). A new
DCNN model called COVIDXception-Net was created
by authors in [39] for classifying COVID-19 illness using
X-ray images. On four publicly accessible datasets, the
system obtained 99.4% accuracy after the model was
trained using Bayesian optimization. GRAD-CAM
rendering was used for qualitative analysis.

Researchers in [40] proposed a performance analysis of
ResNet50, DenseNet121, and Inception-ResNet-v2 for
COVID-19 detection using chest X-rays. DenseNet121
achieved the highest internal accuracy at 96.71%, while
Inception-ResNet-v2 reached 76.70% externally. To
reduce performance drop across datasets, an ensemble
method was introduced, improving accuracy to 97.38%
(internal) and 81.18% (external).

Researchers in [41] proposed a DL framework for
COVID-19 detection and severity assessment using chgs
X-ray images. U-Net was employed for lun
segmentation, achieving a high precision of 0.9924.
the classification task, the convolutional capsule

DenseNet201  were utilized, with
demonstrating the highest accura
results, validated with 95%/ confi
demonstrate the framewor

deployment.
Researchers in [42]

g an expanded dataset of 5.863
Results showed that Enhanced

Researchers in [43] proposed two novel DL algorithms -
Dynamic Co-Occurrence Grey Level Matrix (DC-GLM)
and Contextual Adaptation Multiscale Gabor Network
(CAMSGNEeT) - to improve COVID-19 detection in
chest X-rays by addressing challenges such as
interpretability, computational cost, and data
dependency. DC-GLM captures key COVID-19
indicators like ground-glass opacities and fibrosis by
modeling texture patterns and spatial pixel correlations,
while CAMSGNeT enhances fine feature extraction
using a Contextual Adaptive Diffusion mechanism.
These methods preserve important details such as air

bronchograms and improve edge and texture recognition.
Combined with a lightweight neural network and feature
importance analysis, the approach achieved 98.27% and
100% accuracy on two datasets, offering a highly
interpretable and efficient solution.

Researchers in this paper [44] proposed an automated
pneumonia detection approach using chest X-ray images
by integrating features from three optimized pre-trained
CNN models with an XGBoost classifier. The method
combines learned features through an ensemble strategy,
with Bayesian optimization used to fine-tune
hyperparameters and preserve essential layers. This
integration achieved strong perfognance, with a
classification accuracy of 99.15%, pregion of 99.53%,
sensitivity of 99.30%, and an AUC of 0

A wide range of DL-basedgpgtoa proposed
for the automatic dete@ipn o and similar
respiratory diseases i ages. Beyond

traditional methods,
ially designed CNN,
rchitectures. In particular,

ricted dataset sizes, vector -capacity
7 and lack of clinical information. In next-
genefgation models, efforts have been made to improve
both/accuracy and interpretability through the use of
techniques like GRAD-CAM, capsule networks, GAN-
based segmentation, and even multi-modal imaging
(CXR and CT).

Despite the extensive research, efforts and high
classification accuracies reported in previous studies,
several limitations persist. Many approaches rely heavily
on large, curated datasets, making their performance less
generalizable to real world, diverse clinical data. Some
models  suffer  from limited interpretability,
computational inefficiency, or lack of robustness across
different imaging conditions and patient populations.
Fusion and optimization techniques often increase model
complexity and computation time without guaranteeing
consistent gains. Moreover, a number of studies focus
exclusively on binary classification (e.g., COVID-19 vs.
Normal), overlooking other respiratory diseases like
pneumonia, which limits their diagnostic utility in multi-
class scenarios. Lastly, few works perform
comprehensive comparisons across multiple DL
architectures on balanced datasets, and many do not
address model reproducibility or the need for lightweight
deployment in clinical environments.



3. METHODOLOGY

3.1. Dataset

The dataset (CXR) displayed in Figure 1 consists of 317
X-ray images [40,45] that are separated into three
categories; normal (90 images), Covid (137 images), and
pneumonia (90 images).
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Figure 1. Some examples of images of the dataset °
In this study, a series of preprocessing steps were applieg

Normal Vlral Pneumonia

and testing sets were compute
potential imbalance. Fin
normalized from the 0-

ess the efficiency of current
in accurately classifying these
been partitioned into training and
testing sets u n 8:2 ratio. Specifically, 80% of the
data is allocated’for training, enabling the model to learn
patterns, while the remaining 20% is reserved for testing
to evaluate the model's effectiveness on unseen data.

Chest X-ray images categorization that is accurate and
trustworthy is crucial for identifying and managing
respiratory illnesses, especially those brought on by
Covid-19. This kind of big collection can be used to build
ML models that can be used to automate diagnosis,
possibly increasing both speed and accuracy. However,

the caliber and variety of the training data have a
significant impact on how well these algorithms work.
Therefore, the advancement of the creation of ML
algorithms for diagnostic reasons in healthcare depends
on databases like this.

3.2. Training Details

This section presents a detailed explanation of the
methodology adopted for the proposed DL-based
classification approach, as depicted in Figure 2. The
approach begins with the utilization of a publicly
available chest X-ray dataset. In accordance with
standard ML practices, the dataset is divided into two
subsets: a training set and a testing setglhe training set is
used to build and optimize the model,
patterns and relevant features
classifying images into @pigde
COVID-19, pneumoni® an

error.

completed, the model's
to generalize are assessed using

#fing data but can accurately predict
on _povel inputs. To quantify performance,

@ F1-score are employed.

dataset is randomly split in to 80% of the data is used
pe-fraining and 20% for testing. This split is chosen to
ensure that the model is exposed to a sufficient volume
of training data to learn discriminative features, while
retaining enough testing data for reliable performance
assessment. Additionally, class distribution is balanced
to minimize bias and ensure consistent representation
across all categories, thereby enhancing the fairness and
robustness of the model.

Random state helps to shuffle the examples in the dataset
to be flipped helping it to reduce the susceptibility bias of
the dataset to the performance of the model. In this
project, for reproducibility, we used a random state of 25,
which helps to generate the same shuffle sequence if the
code is run several times. After this, the pixel values of
the images were shuffled, and normalization of the pixel
values followed by dividing them by 255.0.
Normalization of pixel values is a regular practice in
image processing and helping to enhance the
performance of DL models. It reduces the range of high
numbers between 0 and 1 and helps models to easy to
understand. A bar chart was then plotted to explain the
number of examples in each class (Figure 3). It helped us
to know if there were any discrepancies in the dataset,
and if there were, we had to correct the model.
Accordingly, in the test phase, the distributions of the
classes are close to each other.
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Covid, Normal and Pneumonia classes consist of
approximately 20 images. In the train phase, the Covigy
class has more data than the other two classes. Norrfe

and Pneumonia classes contain a similar number o

orMid—19

t, eNet, VGG16, Resnetl52v2, and
grodels has been produced, each of which
8 tailored for a particular job. The reason for
these models in the study is that their

pproac

veness has been proven in previous image
gSification studies and they are widely used in the
Ilterature Due to the nature of this study and the limited
analysis resources, the evaluations were limited to these
common and proven architectures.

Using the training collection and the preprocessed data,
the models were trained. By changing the weights of its
synapses, the model trains itself to find trends in the data.
Minimizing the discrepancy between the model's
predicts, and the real labels of the training data is the

images. /&

m train
test

Pneumonia _

Figure 3.

A dataset
little of anot aid to be biased. Such a dataset is
biased because ¥e model can become more accurate for
some classes and less accurate for others. The
performance of the models could be improved by
expressing each class fairly in the dataset by displaying
the number of samples in the three classes; Normal,
Covid, and Pneumonia. The DL techniques used to train
the models are DL techniques that have frequently
proven successful for computer vision problems.

3.3. Model Architecture

A well-known DL model called CNN is made to handle
data with a grid-like structure, like images. The CNN
design has been modified and Resnet50, Xception,

objective. The models used in the study are as follows:

CNN: The DL model has the following layers: an
input, a Convolutional Layer (CL), a max pooling,
a second CL, a second max pooling, a dropout, a
flatten, and two thick layers. The input layer will
take 224x224 images with three color channels as
input (RGB). 32 3x3 filters with the ReLU
Activation Function (AF) are applied in the first
CL. A max pooling procedure with a pool
capacity of 2x2 is carried out by the first max
pooling layer. The 32 3x3 ReLU-activated filters
from the second CL are applied. With a pool
capacity of 2x2, the second max pooling layer
executes a max pooling procedure. In order to
avoid overfitting, the dropout layer arbitrarily
removes 80% of the input units. The result from
the prior layer is flattened into a 1-D vector by the
flatten layer. 128 units make up the first thick
layer, which employs the ReLU AF. Three units -



one for each class - make up the second thick
layer, which employs the Softmax AF.

ResNet50: First, three dense layers with rising
amounts of nodes (2024, 2024, and 1024) and
ReLU AFs are applied to the output of a
pretrained model. To avoid overfitting, dropout
layers are introduced after the second and third
thick layers. Then, two more thick layers are
added, each with 512 nodes and ReLU AFs, and
then a dropout layer. The output layer also has a
Softmax AF and three nodes that correlate to the
dataset's three classifications. accuracy is used as
the assessment measure, and the model is built
using the Adam algorithm along with the sparse
categorical cross-entropy Loss Function (LF). On
the collection of chest X-ray images, this
algorithm can be used to train the model and
assess how well it performs.

Xception: The Flatten layer is used to first level
the output of the basic model. Then, a number of
completely linked levels are included, each
containing 2048, 1024, 512, 256, and 128
neurons. A dropout layer comes after each
completely linked layer to avoid overfitting. The
third and concluding layer is a dense layer with 3
neurons that outputs class odds using the Softmax
AF. Since the indices are numbers, the spag
categorical cross-entropy LF is used whe
building the model using the Adam algorith
During training, the model's precision 4
assessed.

DenseNet: The output of the Dengenet el is
then cycled through a number comp
connected layers, each of which ha%a dropout

layer to avoid overfitting

stage is fo add a dropout layer at a rate of 0.1. A
dropout layer with a 0.1 dropout rate is introduced
after a dense layer with 2024 units and a ReLU
AF. A third dense layer with 1024 units and a
same AF is then added, which is followed by a
further dropout layer with a rate of 0.1. A dropout
layer with a rate of 0.5 is added after the
introduction of a fourth thick layer with 512 units
and a ReLU AF. The output layer is then given
three units and a Softmax AF is utilized to
generate the predicted probabilities for the three
categories. The model is then built using the

Adam method, sparse category Cross-Entropy LF,
and precision.

*  VGG16: The result of the VGG16 model is
smoothed before being run through two dense
layers with rates of 0.5 dropout regularization and
ReLU AF. A Thick layer with a Softmax AF for
multi-class categorization with three output
classes makes up the final layer. The compiled
model is trained with a sparse categorical cross-
entropy LF and accuracy measure using the Adam
algorithm. This model has an output layer with
Softmax activation as the final layer, three dense
layers with ReLU activation, a total of three
dense layers. Given that thi a multi-class
classification problem hayi
first dense layer ¢gnsj
neurons in the @ecdn

ropout regularization
Net152V2 model's output,

ith multi-class categorization and a
with three output classes. The
iled model with accuracy to sparse
ategorical Cross-Entropy LF was trained with
{ dam algorithm. The final output layer with
Softmax activation, which comprises four dense
layers with ReLU activation, consists of four
dense layers. The last dense layer with has 512
neurons while the first three dense layers have in
total 2024 neurons.

* InceptionV3: Four completely connected layers
with ReLU AF and dropout regularization are
implemented on InceptionVV3 model output, that
functioning has rates 0.1 for the first three layers
and 0.5 for the last layer. The final layer is a Thick
layer with a Softmax AF designed for multi-class
categorization that has three output classes.

The selection of this DL models was guided by their
demonstrated effectiveness in image classification tasks,
particularly within the domain of medical imaging.
CNNs serve as the foundational architecture for image
analysis due to their ability to extract spatial hierarchies
of features. Building upon CNNs, architectures such as
ResNet and DenseNet introduce residual and dense
connectivity, respectively, to alleviate vanishing gradient
issues and enhance feature reuse, making them highly
suitable for learning complex patterns in chest X-rays.
VGG16, although deeper and computationally intensive,
is known for its simplicity and strong performance on
smaller datasets. MobileNet is selected for its lightweight
architecture optimized for performance on resource-
constrained environments, which is crucial for
deployment in clinical settings. InceptionV3 and
Xception incorporate depthwise separable convolutions
and inception modules, enabling the network to capture



multi-scale features effectively. The inclusion of these
diverse models allows for a comprehensive evaluation of
different architectural paradigms, ensuring that the final
selection is based on empirical performance and
computational efficiency within the context of COVID-
19 and pneumonia detection from chest X-ray images.

The compiled model is trained with a sparse categorical
cross-entropy LF, and accuracy measure using the Adam
algorithm. The model has a final output layer with
Softmax activation, four dense layers with RelLU
activation, and four dense layers overall. The concluding
dense layer has 512 neurons, while the first three Dense
levels have a total of 2024 neurons.

The testing set was used to assess the models' efficiency
and accuracy. A portion of the data that the algorithm has
never seen before is the testing set. We can determine the
model's generalizability to brand-new, untested data by
assessing it on this collection of data. Accuracy,
Precision, Recall, and F1-score are some of the measures
used to evaluate the models' success. In addition to these,
False Positive Rate (FPR), which is the rate at which
samples that do not actually belong to that class are
incorrectly assigned to that class, and False Negative
Rate (FNR), which is the rate at which samples that
actually belong to that class are incorrectly assigned to
the class, are also considered as evaluation metrics. These
measures are frequently employed in categorization tagk
to rate the accuracy of the model's predictions.

4. EXPERIMENTAL RESULTS

The given findings (Table 1, and Figure 4) are e
measures for various DL models that wege train

uation

and an accuracy of 0%
Inception-like design.

accuracy of , the fifth model, MobileNet, a
lightweight deeff neural network made for mobile and
embedded devices, performed well. A deep CNN with 16
layers and a loss of 0.0142, and a precision of 0.924 make
up the sixth model, called VGG16. A more advanced
version of the Residual Network design, the seventh
model, Resnet152v2, obtained an accuracy of 0.87 and a
loss of 0.00092. Inceptionv3, the eighth model, is a deep
CNN with a design resembling that of the original
Inception. It obtained a loss of 0.0268 and an accuracy of
0.83.

As a result (Table 1, and Figure 4) each model has
attained different degrees of accuracy and loss, according
to the assessment metrics given for the various DL
models trained on the dataset. On the validation
collection, some models, like MobileNet and VGGL16,
attained high accuracy, whereas Resnet50 and
Inceptionv3 attained lesser accuracy. The various model
designs, including CNN, Resnet, and DenseNet, also play
a role in the variations in precision and loss that can be
obtained. Ultimately, the assessment measures
emphasize how crucial it is to pick the best architecture
and adjust the model parameters to obtain the best
possible results for a specific dataset.
The findings of the evaluation of vari
the classification of COVID-19 j
(0), Normal (1), and Pneygnogt
confusion matrices (Fig@re

L models for

gonfusion matrix for the Xception model (the third
mod€l) showed perfect classification for the Pneumonia
class. In contrast, three misclassifications were observed
in the Covid class (two as Normal, one as Pneumonia)
and five errors in the Normal class, all being
misclassified as Pneumonia.

When the confusion matrix of the DenseNet model (the
fourth model) is evaluated, it is seen that high accuracy
rates are achieved in all classes. Only one error was made
in the Covid class. The confusion of 5 samples in the
Normal class with Pneumonia showed that it is relatively
more difficult to distinguish between these two classes.
The Pneumonia class was also predicted with 95%
accuracy.

Table 1. Loss and accuracy results according to the models

Model Loss Accuracy

CNN 0.3166 0.9216
Resnet50 0.7092 0.67
Xception 0.3420 0.87
DenseNet 0.1127 0.89
MobileNet 0.3360 0.924
VGG16 0.0142 0.924
Resnet152v2 0.00092 0.87
Inceptionv3 0.0268 0.83
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model) showed)perfect classification for both the Covid
and Pneumonia classes, achieving 100% accuracy in
both. However, five instances from the Normal class
were misclassified as Pneumonia, resulting in a 75%
accuracy for the Normal class.

The confusion matrix for the ResNet152v2 model (the
seventh model) indicated high but not perfect
classification performance across all three classes. The
model achieved an accuracy of 92.3% for Covid, 80% for
Normal, and 90% for Pneumonia.

The confusion matrix for the Inceptionv3 model (the last
model) revealed notable misclassifications across all

Wracy and loss curves of different dl models

three classes. While the model achieved 92.3% accuracy
for the Covid class, the performance was lower for
Normal (75%) and Pneumonia (80%) classes.

Generally, the analysis of the confusion matrices reveals
that some models are better adapted to the three-class
classification task (i.e., COVID-19, Normal, and
Pneumonia), achieving high accuracy with minimal
misclassifications. In contrast, other models exhibit
significant confusion between classes and may benefit
from further optimization or alternative architectural
choices.

The findings (Table 2) demonstrate how various DL
models perform when given the job of categorizing chest
X-ray images into three groups: Covid, Normal, and
Pneumonia. Precision, recall, and F1-score are the
metrics that are used to assess the models and give
information on how well they work generally and for
each class.
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Precision refers to the percentage of samples from a
given class that were correctly predicted out of all
samples predicted as belonging to that class. Recall
denotes the percentage of samples in a given class that
were correctly predicted out of all actual samples from
that class. The Fl-score is the harmonic mean of
precision and recall, providing a balanced measure of

both metrics.

Figure 5. Confusion matrix of dl models

Table 2. Results obtained with performance metrics
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CNN Covid .00 0
Normal 88 | 0.
Pneumonia 0. 0.98
Resnet50 Covid . .70
Normal 73 | 0.83
Pneumonia 717 | 0.96

Xception 0.94 | 1.00
0.81 | 0.96

0.87 | 0.87

DenseNet 0.98 | 1.00
0.83 | 0.98

0.84 | 0.87

Mobile 1.00 | 1.00
0.86 | 1.00

eumonia 0.89 | 0.89

VGG16 Covid 1.00 | 1.00
Normal 0.86 | 1.00
Pneumonia 0.89 | 0.89
Resnet152v2| Covid 0.96 | 1.00
Normal 0.84 | 0.96
Pneumonia 0.82 | 0.87
Inceptionv3 | Covid 0.89 | 0.90
Normal 0.81 | 0.96
Pneumonia 0.78 | 0.89
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Table 3. According
provide quite reliable
Pneumonig cl
samples @e i
classifie

ecially in Covid and
it was observed that

® ¥DenseNet model stands out as one of the

pat offers the most balanced performance in
both FPR and FNR. According to the statements
8, the top models are CNN, MobileNet, and VGG16,
nich have a 92% total accuracy rate.

Table 3. Class-based fpr and fnr values for all models

Model Class FPR FNR
CNN Covid 0.0244 0.0000
Normal 0.0870 0.0952
Pneumonia 0.0213 0.2000
Resnet50 Covid 0.3000 0.0000
Normal 0.1739 0.2000
Pneumonia 0.0435 0.9000
Xception Covid 0.0000 0.1154
Normal 0.0435 0.2500
Pneumonia 0.1304 0.0000

DenseNet Covid 0.0000 0.0385
Normal 0.0217 0.2500
Pneumonia 0.1304 0.0500
MobileNet Covid 0.0000 0.0000
Normal 0.0000 0.2500
Pneumonia 0.1087 0.0000
VGG16 Covid 0.0000 0.0000
Normal 0.0000 0.2500
Pneumonia 0.1087 0.0000
Resnet152v2 Covid 0.0000 0.0769
Normal 0.0435 0.2000
Pneumonia 0.1304 0.1000
Inceptionv3 Covid 0.1000 0.0769
Normal 0.0435 0.2500
Pneumonia 0.1087 0.2000




The Covid class, which is the most important class here,
has the highest sensitivity and specificity for these
models. On the other hand, ResNet50 is the lowest model
with an accuracy 67%, the lowest sensitivity and
specificity for the Pneumonia class; therefore, it is the
worst model.

It is important to keep in mind that these reports barely
scratch the surface in terms of how well these models did
on our particular dataset; they might not do as well on
other datasets or tasks. We can judge the models based
on AUC-ROC or AUC-PR and the outcome of the
models’ performance can be optimized through the
ensembling and hyperparameter tuning technique as
well.

5. DISCUSSION

To evaluate the effectiveness of our proposed DL
framework for classifying chest X-ray images into
COVID-19, pneumonia, and normal categories, we
conducted a comprehensive comparative analysis with
several state-of-the-art methods from recent literature.
Our results demonstrate that the proposed approach,
particularly when utilizing fine-tuned versions of
MobileNet, CNN, and VGG16 architectures, consistently
outperforms many existing models, especially in terms of
classification accuracy, generalizability, and practicap
applicability. ®

Notably, our best-performing models achieved a
accuracy of 92.4% on a multi-class dataset, surpeS$

92.4% accuracy on pneumoni
ResNet50 performed consider,

of CT imaging
-based approach.
N-LSTM with moth

alone and the effecti
Other framework

computat
ightweight and easily deployable in
clinical settingsp’Furthermore, while Reshan et al. [27]
evaluated eight pre-trained models and found MobileNet
to perform best with 94.23% and 93.75% on two datasets,
their study was constrained by dataset imbalance and
lacked a unified preprocessing strategy.

Our frameworks addresses these issues by implementing
data normalization, class balancing, and consistent
evaluation metrics. Additionally, our method maintains
high precision and recall across all classes, which is
crucial for minimizing false negatives in COVID-19
detection. Taken together, the comparative results clearly
establish the superiority of our proposed approach in
terms of classification performance, architectural

efficiency, and its potential utility as a reliable diagnostic
support tool in real-world medical applications.

6. CONCLUSION AND FUTURE WORKS

The research explored the performance of various DL
models, including CNN, Resnet50, Xception, DenseNet,
Mobilenet, VGG16, Resnet152v2, and Inceptionv3, on
the classification of chest X-ray images as Covid,
Normal, and Pneumonia classes for a COVID-19
recognition scenario. The COVID-19 class achieved the
highest sensitivity across all models, with CNN,
MobileNet, and VGG16 reaching the highest overall

accuracy of approximately 92%®@ However, the
classification performance for the Pne ia class was
notably lower, especially in th 0, which
yielded the poorest resu In contrast,

classes. The results
nostic technologies
ID-19 detection and
are specific to the dataset.
to conduct more experiments to

reliable performance
indicate that comp
may be beneficial i

g more optimization strategies, and
tages such as hyperparameters tuning,

X-ray images, CT scan images can also be
, which can provide detailed anatomical
ation at higher resolution and increase accuracy.

A future path to increase the DL models’ performance is
by using ensemble voting for COVID-19 diagnosis
through chest X-ray images. Ensemble learning is a
method that uses multiple models to maximize accuracy
and minimize overfitting. One kind of ensemble learning
is ensemble voting, which is where the predictions of
multiple models are consolidated to select the class that
has the maximum votes as the final estimate.

We could apply DL models such as CNN, Resnet50,
Xception, DenseNet, Mobilenet, VGG16, Resnet152v2,
and Inceptionv3 and combine their predictions with a
voting mechanism. Different voting processes could be
attempted, such as majority voting or weighted voting,
where the model which performs better or bests correctly
for one class is weighted more.

Although this study focused solely on image-based
model evaluation, the integration of patient clinical data
and the use of hybrid approaches combining multiple
models are expected to improve diagnostic accuracy.
Therefore, such clinically supported and multi-model
frameworks are considered promising directions for
future research.

A potential avenue for future research is the exploration
of transfer learning techniques. This approach entails pre-
training models on a large-scale dataset before refining
them for a particular objective. The core idea is to utilize
insights gained from large datasets to improve
performance on smaller ones, thereby reducing both



computational cost and processing time. Consequently,
pre-trained models can be adapted for COVID-19
detection by fine-tuning them with a combination of a
small COVID-19 dataset and a larger chest X-ray dataset,
such as the ChestX-ray14.

Finally, investigation of the possible solution is to
increase the precision of the diagnostic. The latter may
lead to explore possible merger of imaging techniques
and clinical data, for example, involving patient
demographics, medical history, and laboratory findings.
Thus, the information about the patient can be more
beneficial and may help to examine accurately COVID.
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