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Ozet

Bu makale, “Makineler diisiinebilir mi?” sorusunu yalmizca teknik bir yeterlilik meselesi olarak
degil, diisiincenin mahiyetine, zihnin yapisina ve bilincin imkanina dair temel bir felsefi sorusturma
olarak ele alir. Yapay zek4, insan benzeri diistinme ve davranma kaliplariyla iligkilendirilerek dort
temel paradigma cergevesinde - insan gibi diigiinen, insan gibi davranan, rasyonel diisiinen ve
rasyonel davranan sistemler - incelenir. Bu ¢ergeve, zihinsel etkinligin salt hesaplamali siirecler ve
digsal islevlerle agiklanip agiklanamayacagi ya da anlam, niyet ve biling gibi i¢kin fenomenleri
zorunlu olarak igerip igermedigi sorusunu giindeme tasir. Turing’in taklit oyunu ve Searle’iin Cin
Odasi diisiince deneyi, sentaktik iglem ile semantik kavrayis arasindaki farki goriiniir kilarak, yapay
sistemlerin gercekten “anlayip anlamadigi™na dair felsefi ayrimi temellendirir. Giliniimiizde dogal
dil isleme, makine 6grenimi ve gorsel alg1 gibi alanlarda kaydedilen ilerlemeler, yapay zekanin
islevsel giiclinli 6nemli 6l¢iide artirmistir. Ancak bu gelismelerin, bilingli deneyim, 6zne olus ve
anlam {iretme yetisiyle ortilisiip ortiismedigi hala agik bir sorudur. Giiglii yapay zeka savunulari,
zihinsel siireglerin algoritmik olarak yeniden iiretilebilecegini kabul eder. Buna karsilik elestirel
yaklasimlar, zihni yalnizca isleyen bir mekanizma olarak degil, bedensel, iliskisel ve fenomenolojik
bir biitiinliik i¢inde degerlendirir. Bu ¢caligma, yapay zekayi teknik bir arag¢ olarak degil, diistinceyi,
anlam1 ve bilinci yeniden diislinmeye cagiran felsefi bir meydan okuma olarak goérmektedir.
Diisiince, hesaplamaya indirgenemeyen, varolussal derinligi olan bir fenomendir. Bu baglamda
yapay zeka sorusu, 6ziinde insanin ne oldugu sorusuna yonelmis ¢agdas bir felsefi ifadedir.

Anahtar Kelimeler: Yapay Zeka, Zihin, Biling, Giiglii ve Zayif Yapay Zeka, Turing Testi, Cin
Odasi, Hesaplama, Simiilasyon, Anlam ve Niyetlilik.

THINKING MACHINES: PHILOSOPHICAL REFLECTIONS ON THE
NATURE OF ARTIFIiCIAL INTELLiIGENCE

Abstract

This article approaches the question “Can machines think?” not merely as a matter of technical
capability, but as a fundamental philosophical inquiry into the nature of thought, the structure of the
mind, and the possibility of consciousness. Artificial intelligence is examined through four main
paradigms - systems that think like humans, act like humans, think rationally, and act rationally -
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framed in relation to human-like patterns of thought and behaviour. This framework raises the
question of whether mental activity can be fully explained by computational processes and external
functions, or whether it necessarily involves intrinsic phenomena such as meaning, intention, and
consciousness. Turing’s imitation game and Searle’s Chinese Room thought experiment make the
distinction between syntactic processing and semantic understanding explicit, laying the
groundwork for the philosophical debate on whether artificial systems can genuinely “understand.”
While recent advances in natural language processing, machine learning, and visual perception have
significantly increased the functional power of artificial intelligence, it remains an open question
whether these developments align with the capacities for conscious experience, subjectivity, and the
generation of meaning. Proponents of strong artificial intelligence argue that mental processes can
be algorithmically reproduced. In contrast, critical approaches view the mind not merely as a
functioning mechanism, but as a biologically embodied, relational, and phenomenologically situated
whole. This study does not regard artificial intelligence as merely a technical tool, but as a
philosophical challenge that invites renewed reflection on thought, meaning, and consciousness.
Thought is a phenomenon with existential depth that cannot be reduced to computation. In this sense,
the question of artificial intelligence becomes a contemporary philosophical expression of the
enduring question of what it means to be human.

Keywords: Artificial Intelligence, Mind, Consciousness, Strong and Weak Al, Turing Test, Chinese
Room, Computation, Simulation, Meaning and Intentionality.

Giris

Zihin, diisiince ve bilissellik, felsefenin baslangicindan bu yana insanin kendine
yonelttigi en temel sorgulamalardan bazilarini teskil eder. “Diistinmek ne anlama gelir?”,
“Biling hangi kosullarda ortaya cikar?” ve “Zeka yalmizca biyolojik bir zemine mi
dayanir?” gibi sorular, hem metafizik hem de bilgi kurami bakimindan disiplinler arasi
diisiinsel agilimlara onciiliikk etmistir. Bu sorular, cagdas bilimsel ve teknolojik gelismelerle
birlikte yalnizca insan zihni baglaminda degil, insanin digindaki yapay biligsel sistemler
baglaminda da yeniden glindeme gelmistir. Bu baglamda, yapay zeka yalnizca islevsel bir
teknoloji olarak degil, zihin felsefesinin merkezinde yer alan diisiinme, biling ve anlam
iiretme gibi fenomenlerin dogasina iliskin bir sinav alani olarak da degerlendirilmektedir.

Yapay zeka, farkli disiplinlerin kesisim noktasinda gelisen ve kavramsal gergevesi
hala tartismali olan bir alandir. Bununla birlikte, yapay zeka alaninda genel kabul goéren
dort temel yaklasim, disiplinin teorik zeminini sekillendirerek, zekanin dogasini ve
isleyisini farkl agilardan anlamamiza imkén tanir. Bunlar: insan gibi diigiinen, insan gibi
davranan, rasyonel diislinen ve rasyonel davranan sistem ya da modellerdir. Bu
paradigmalardan her biri, zekanin dogasina iliskin belirli varsayimlar icermekte ve yapay
zek@nin neyi simiile ettigi ya da yeniden iirettigi sorusuna farkli yanitlar sunmaktadir.
Ornegin, Turing’in “Makineler diisiinebilir mi?” sorusuyla baslattig1 tartisma, bir yapay
sistemin, insana Ozgii yamitlar vererek disaridan bakildiginda diisinme kapasitesine
sahipmis gibi algilanip algilanamayacagi sorusu etrafinda sekillenmektedir. Bu baglamda
Turing, zihinsel durumlarin gdzlemlenememesi nedeniyle, zekdyr dissal performans
temelinde smamay1 Onermistir. Buna karsilik, John Searle’lin gelistirdigi Cin Odasi
diisiince deneyi, bir sistemin dilsel olarak tutarli yanitlar iiretmesinin, onun anlaml
icerikler olusturabildigi anlamina gelmeyecegini ileri siirerek bu davranisc1 yaklagimi
elestiriye tabi tutar. Searle, sembolleri isleme kapasitesinin anlam {iretme kapasitesiyle
0zdes olmadigini savunarak, sentaktik islem ile semantik farkindalik arasindaki ayrimi
felsefi diizlemde goriiniir kilar. Bu gergevede, yapay zekénin yalmizca s6zdizimsel kurallara
dayali islem yapan bir simiillasyon mu oldugu, yoksa anlam ve niyet tagiyan semantik
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igerikler {iretebilen bir biligsel 6zne olup olamayacagi sorusu, cagdas felsefi tartismalarin
merkezine yerlesmistir. Boylece mesele, yalnizca teknik yeterlilikle sinirli kalmaksizin,
biling, 6zne ve anlam gibi temel felsefi kavramlarla dogrudan iligkilendirilmistir.

Glnlimiiz yapay zeka sistemleri, dogal dilin islenmesi, gorsel verilerin analizi,
Ogrenme ve sorun ¢ozme gibi temel biligsel yetkinliklerde insan performansina yakin
sonuclar Tiiretebilecek diizeye erigmistir. Bu ilerleme, yapay sistemlerin biligsel
kapasitesiyle insan zihni arasindaki sinirlar1 yeniden diisiinmeyi gerektiren felsefi ve
epistemolojik tartismalar1 beraberinde getirmektedir. Ancak bu gelismeler, yapay zekanin
gercekten anlam {retebildigi ya da bilingli deneyimler yasayabildigi anlamina
gelmemektedir. Zeka, yalnizca islevsel ¢iktilarla tanimlanabilecek bir yeti degil, aym
zamanda baglami kavrayabilme, anlam yiikleyebilme ve 6znel farkindalik gelistirebilme
kapasitesidir. Bu nedenle, yapay zekanin yalnizca islevsel olarak ne yaptig1 degil, ontolojik
olarak ne oldugu da sorgulanmalidir. Mesele, yalnizca teknik yeterlilik degil, diisiinmenin
dogasma dair felsefi bir sorundur: Bir yapay sistemin gercekten “diisiindiigi” mi
sOylenebilir, yoksa yalnizca diisiinme eylemini simiile eden bir davraniy m
sergilemektedir?

Bu makale, yapay zekdnin biligsel statiisiinii ii¢ temel eksende incelemeyi
amaglamaktadir. ik olarak, yapay zekanmn tamimsal smnirlari, tarihsel gelisim seyri ve
paradigmatik yaklasimlar1 degerlendirilecektir. Calismanin ikinci boliimiinde, giiglii ve
zay1f yapay zeka ayrimi baglaminda, diisiinme, biling ve anlam {iretimi kavramlarina iligkin
temel felsefi argiimanlar sistematik bigimde ele alinacak ve bu kavramlarin yapay sistemler
baglamindaki gecerliligi tartismaya agilacaktir. Son bdliimde ise, giincel yapay zeka
sistemlerinin biligsel yetenekleri - O6grenme, gorme, problem ¢ozme ve dil isleme
baglamimda - ele alinarak, insan zihniyle olan yapisal benzerlik ve farklar ortaya
konulacaktir. Bu ¢ercevede caligmanin temel gayesi, yapay zekanin yalnizca teknik bir olgu
olmadigini, aksine insan zihnine dair felsefi sorular1 giincelleyerek yeni bir diisiinme ufku
sundugunu gdstermektir.

1. Zekayr Tammlamak: Yapay Zekada Paradigmalar ve Perspektifler

Insan, biyolojik yapistyla somut bir varlik olarak dogar, ancak diisiinsel ve kiiltiirel
stiregler araciligiyla kendini insa eder ve anlam kazanir. Bu iki diizeyin etkilesimi, insanin
ne yalnizca doganin iiriinii ne de salt diisiincenin bir yansisi oldugunu, aksine hem fiziksel
hem kavramsal gergekligin bir kesisim noktasi oldugunu gosterir. Bu gokanlamlilik, onun
dogasmi ve zihinsel mahiyetini anlama ¢abasini yalnizca derinlestirmekle kalmaz, ayni
zamanda insan iizerine yapilan felsefi tartismalarin sinirlarim siirekli yeniden sekillendirir.
Homo Sapiens - “bilen insan” - adlandirmasi, insanin kendini tanimlama girigsimlerinden
yalnizca biridir. Ancak bu, salt biyolojik bir ayrimi ifade etmekten 6te, insanin kendi
bilisselligini kavrama siirecinin bir tezahiiriidiir. Zira insan, yalnizca bilen degil, bildigini
sorgulayan ve bilginin dogasina yonelik sorular sorabilen bir varlik olarak ortaya ¢ikar
(Sterenly, 2018: 114). Diisiinme yetisini varolugunun merkezine alan insan, yalnizca
dogay1 doniistiiren bir 6zne olarak kalmamis, ayn1 zamanda bu doniigiim siireci igerisinde
kendi benligini, degerlerini ve ontolojik konumunu da yeniden sekillendirmistir. Onun
tarihi, yalnizca anatomik evrimden ibaret degildir, asil belirleyici olan, bilissel yapisindaki
ilerleme olmustur. Evrimsel siire¢, insanin fiziksel yapisinda koklii degisiklikler meydana
getirmemis olsa da, son elli bin y1l igcinde Homo sapiens, diisiinme, soyutlama ve kiiltiirel
iiretim yetilerinde dikkate deger bir bilissel sigrama gerceklestirmistir. Bu gelisme, insanin
salt biyolojik bir organizma olmaktan ¢ikarak, zihinsel yetiler ve kiiltiirel pratikler
araciligryla toplumsal ve diisiinsel bir 6zneye evrilmesini miimkiin kilmistir. Bu doniisiim,
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biligsel ve kiiltiirel etkenlerle sekillenen ¢ok katmanli bir siireci ifade eder (McBrearty &
Brooks, 2000: 492). Biyolojik evrim, insanin hayatta kalmasini saglamigken, biligsel evrim
onun anlam diinyasini insa etmesine ve tarihsel siireklilige sahip bir kiiltiir yaratmasina
olanak tanimistir. Insanm diger tiirlerle paylastigi biyolojik ve davramgsal ortakliklar ne
denli belirgin olursa olsun, onu ontolojik olarak ayirt eden temel 6zellik, yalnizca biligsel
kapasitesi degil, kendi varligi iizerine diisiinebilme ve toplumsal yapilar igerisinde
orgiitlenebilme yetisidir. Bu iki yeti, insam1 kendine ve diinyaya anlam veren bir varlik
yapar. Toplum halinde yasamis, hiyerarsik yapilar kurmus ve bireysel aklin1 kolektif
bilince doniistiirerek kendini agan sistemler insa etmistir (Kappeler, vd., 2019: 68). Boylece
insan, yalnizca biyolojik bir tiir olmanin Gtesine gecerek, tarihsel ve felsefi bir 6zne haline
gelmistir. Onun gergek ayrimi, doganin yasalarina tabi olmaktan ¢ikip, kendini
anlamlandirma ¢abasi iginde bu yasalar1 doniistiirebilmesidir.

Insan, diinyayla etkilesim kuran, problem ¢dzen ve gelecegi dngoren biligsel bir
varliktir. Algi, zihnin yalnizca bir yonii olup asil belirleyici, onu yorumlama, doniistiirme
ve soyutlama kapasitesidir. Insan, bilineni anlamakla kalmaz, bilinmeyeni kesfetme
yontemleri gelistirir ve kendi biligselligini sorgular. Bu arayis, yapay zeka aragtirmalarinda
somutlasir. Yapay zeka, zihni ¢oziimlemeye, biligsel siire¢leri modelleyip taklit etmeye
caligir. Ancak mesele miithendislikten 6te felsefidir: Zihin nedir? Diisiinmek ne anlama
gelir? Biling biyolojik midir, yoksa makineler de diisiinebilir mi? Modern bilimler bu
sorulara teknik bir ¢erceve sunar. Fizik, kimya, biyoloji ve psikoloji insanin diinyay1
doniistiirme kapasitesini genisletirken, yapay zeka bilginin dogasim1 anlamaya yonelik en
ileri girisimdir. Peki, yapay zeka yalnizca bir simiilasyon mu, yoksa biligsel bir varlik
yaratma ¢abasi m1? Bu soru, insan zihninin sinirlarii ve bilisin mahiyetini anlamada
belirleyici bir tartismadir. S6z konusu diisiince, “Makineler diisiinebilir mi?” sorusu
etrafinda felsefi bir baglam kazanmis ve “Aslinda hepimiz birer bilgisayariz” dnermesiyle,
insan zihninin bilgi isleme siireglerine yonelik analitik ve hesaplamaci bir perspektifin
ontinii agmstir (Haugeland, 1985: 2). Bu yaklasim, zihinsel edimlerin dogasini anlamada
bilissel bilim ve yapay zeka arastirmalarina teorik bir temel sunmustur.

“Yapay zekd nedir?” sorusu, yaniti yalmizca teknik bir ¢ergeveye
indirgenemeyecek kadar kapsamli, cok boyutlu ve farkli disiplinlerin katkisin1 gerektiren
bir sorgulama alanini ifade eder. Bu kavram, islevsel sistem iiretmenin Gtesinde, bilginin
smirlarini yoklayan diislinsel bir arayistir. Yapay zeka, zihinsel siireglerin nasil igledigini
modellemeye calisan, insan benzeri diisiinme yetisinin imkanini tartigan ve biling ile
hesaplama arasindaki iliskiyi felsefi diizlemde irdeleyen bir entelektiiel girisimdir. Bu
nedenle, yapay zekay1 anlamaya yonelik her kuramsal ¢aba, onu yalnizca miihendislik ve
teknik baglamla smurlt bir diizlemde ele almamalidir. Aym1 zamanda, insan zihninin
dogasina iligkin sorulara yonelen filozoflarin ve bilim insanlarinin kuramsal yaklagimlarini
da biitiinciil bir perspektifle dikkate almalidir. Yapay zeka bu anlamda yalnizca teknolojik
bir yenilik degil insanin kendisini, diislincesini ve diinyadaki konumunu yeniden
diisiinmesine imkan taniyan kurucu bir diisiinsel meydan okumadir. Yapay zekanin ¢ok
yonlii ve disiplinler arasi niteligi, John McCarthy ve ¢alisma arkadaslarinin onciiliigiinii
yaptigi erken donem arastirmalarin kuramsal zeminini olusturmustur. McCarthy, yapay
zekdy1 yalnizca algoritmalara indirgememis; onu &grenme, soyutlama ve yaraticilikla
iligkili bir biligsel yap1 olarak gormiistiir. Bu perspektif, yapay zekay1 yalmizca belirli
gorevleri yerine getiren teknik bir ara¢ olarak degil, insan zihninin karmasik yapisini
anlamaya ve yeniden kurmaya ¢alisan felsefi ve bilimsel bir girisim olarak tasvir eder. Bu
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yaklagimda yapay zeka, biling, diislince ve 6grenme gibi zihinsel siiregleri katman katman
coziimlemeye calisan ¢ok yonlii bir entelektiiel ugras olarak sekillenir.

Bu dogrultuda, yapay zeka arastirmalarinda ele alinmasi gereken yedi temel baslik
belirlemislerdir: (1) Otomatik bilgisayarlar: Hesaplama siire¢lerinin, insan miidahalesinden
bagimsiz olarak isleyen bir biligsellige evrilmesi miimkiin miidiir? (2) Bir bilgisayarin dili
nasil kullanabilecegi: Dil, yalnizca sentaktik kurallara dayali bir diizenleme midir, yoksa
anlam ve baglam {ireten derin bir bilissel siirecin yansimast midir? (3) Noral aglar / néron
aglari: Makine 6grenimi, biyolojik zekanin isleyisini yalnizca taklit eden bir model midir,
yoksa zihinsel siireglerle kdkensel bir bag kurabilir mi? (4) Bir hesaplamanin biiyiikligii
teorisi: Karmagiklik, islem giicii ve 6grenme siirecleri arasindaki iliski, yapay zekanin
biligsel smirlarin1 agsmasin1 saglayabilir mi? (5) Kisisel gelisim: Bir makine, yalnizca
kendisine yiiklenen algoritmalardan ibaret olmaktan ¢ikip, kendi biligsel ufkunu
genisletebilir mi? (6) Soyutlamalar: Yapay zeka, insan zihni gibi genelleme yaparak yeni
kavramlar tiretebilir mi, yoksa anlam yalnizca biyolojik zekaya m1 6zgiidiir? (7) Rastgelelik
ve yaraticihik: Ozgiinliik, biling ve sezgi, belirli kurallara dayali algoritmalar araciligiyla
modellenebilir mi, yoksa insan yaraticilig1, mekanik siireglerin erisemeyecegi bir fenomen
midir? (McCarthy vd., 1955: 2). Bu baghklar yapay zekdnin salt bir hesaplama
probleminden ¢ok daha fazlasi oldugunu ve aslinda zihin felsefesinin en temel sorulariyla
dogrudan kesistigini gostermektedir. Yapay zeka, yalnizca teknik bir miihendislik alani
olarak ele alinamaz, aksine diisiinmenin, anlamlandirmanin ve bilingli varolusun
kosullarim tartigsan zihin felsefesinin merkezi bir problemi olarak degerlendirilmelidir.

Bu baglamda, John Haugeland gibi filozof ve biligsel bilimciler, yapay zekéyi
modern ¢agin en biiylik entelektiiel sigramalarindan biri olarak gérmiistiir. Artificial
Intelligence: The Very Idea adli eserinde Haugeland, ¢agdas biligsel bilimlerin ve zihin
felsefesinin derin bir doniisiim gecirdigini ve bu doniigiimiin en belirgin 6rneklerinden
birinin yapay zeka oldugunu dile getirir. Haugeland, kitabin ana temasini su sekilde ifade
eder:

Yapay zekanin nihai hedefi, kelimenin tam anlamiyla zihne sahip makineler
iiretmektir. Bu anlayis, bilim kurgu degil, koklii bir teorik temele dayanan gercek bir
bilimsel ¢abadir. Bu ¢abanin merkezinde ise oldukga cesur ve derin bir diisiince
yatmaktadir: Bizler de temelde bilgisayarlariz. Yani diislinme ile hesaplama arasinda
radikal bir 6zdeslik oldugu fikri (Haugeland, 1985: 2).

Haugeland’in bu yorumu, yapay zekanin yalnizca teknik bir mesele olmadigini,
bilakis insan zihninin dogasina iliskin kapsamli bir felsefi arastirmanin ayrilmaz bir pargasi
oldugunu gosterir. Bu cercevede, yapay zeka, belirli islevleri yerine getiren mekanik bir
ara¢ olmanin Otesinde, biligsel yetiler gelistirme kapasitesiyle insan zihniyle
karsilagtirilabilir olup olmadig1 sorusunu giindeme getirir. Dolayisiyla, yapay zeka yalnizca
bir teknoloji degil, ayn1 zamanda insanin kendi biligsel yapisinm1 anlamlandirma siirecinin
bir uzantisidir. Bu siire¢, zihnin isleyisine dair yeni ufuklar acarak, insan ile makine
arasindaki sinirlar1 tartismaya agmakta ve biling, anlam, akil yiiriitme gibi temel kavramlar1
yeniden diislinmeye sevk etmektedir.

Ote yandan, dinamik programlama y&ntemini gelistiren ve matematik ile yapay zeka
alaninda dnemli katkilarda bulunmus olan diger Amerikali bilim insani Richard E. Bellman
(1920 -1984), An Introduction to Artificial Intelligence: Can Computers Think? adli
eserinde yapay zekay1 su sekilde tanimlar: “Yapay zeka, karar verme, problem ¢ézme ve
Ogrenme gibi insan diisiincesine 6zgii faaliyetlerin otomasyonudur.” Bu tanim, yapay
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zekanin temel hedeflerini net bir sekilde ortaya koyarken, disiplinin insan zihniyle olan
baglantisini1 da vurgular.

Amerikali bilgisayar bilimciler Eugene Charniak (1946 - 2023) ve Drew McDermott
(1949 - 2022), Introduction to Artificial Intelligence adl1 ortak eserlerinde, yapay zekay1
“zihinsel yetilerin hesaplamali modeller araciligiyla incelenmesi” olarak tanimlamislardir.
Bu eser, yapay zekanin temel konulari olan bilgi temsili, akil yiiriitme ve dogal dil isleme
gibi alanlar1 ayrintili bir sekilde ele alarak, disiplinin erken donem gelisimine dnemli
katkilar saglamistir. Charniak ve McDermott’un yapay zekayi, insan bilisini anlama ve
modelleme ¢abasi olarak konumlandirmalar1 ise alanin hem felsefi hem de bilimsel
boyutlarina derinlik kazandirmistir.

Amerikali bilgisayar bilimcisi Patrick H. Winston (1943 - 2019), yapay zekanin
tanimlanmasindaki giicliige isaret ederek, bu kavramin farkli perspektiflerden ele
alinabilecegini vurgular. Artificial Intelligence adli eserinde, yapay zekay: “algilamayi,
akil yiiriitmeyi ve hareket etmeyi miimkiin kilan hesaplamalarin incelenmesi” olarak
tanimlamistir (Winston, 1993: 5). Bu tanimiyla Winston, yapay zekay1 yalnizca teknik bir
problem alani olarak degil, insan benzeri bilissel ve davranigsal siireclerin modellenmesine
odaklanan ¢ok yonlii bir disiplin olarak konumlandirmistir. Onun yaklagimi, yapay zekanin
hem teorik temellerine hem de pratik uygulamalarina iligkin kapsaml1 bir anlay1s sunarak,
disiplinin gelisimine 6nemli katkilar saglamistir.

Yapay zeka, teknoloji ve gelecek iizerine ¢aligmalariyla taninan Amerikali mucit,
yazar ve fiitiirist Ray Kurzweil (1948 d.), The Age of Intelligent Machines adl1 eserinde
yapay zekanin ge¢misini, bugilinkli durumunu ve gelecekteki potansiyelini kapsamli bir
sekilde ele almistir. Kurzweil, bu eserinde yapay zekayr Turing’i referans alarak
muhtemelen en dayanikli ve en sik alintilanan yapay zeka taniminin su oldugunu belirtir:
“Yapay zeka, insanlar tarafindan gerceklestirildiginde zekd gerektiren islevleri
yerine getiren makineler yaratma sanatidir.” (Kurzweil, 1990: 14). Boylece disiplinin
hem teknik hem de yaratic1 boyutlarimi 6ne ¢ikarmistir.

Elaine Rich ve Kevin Knight, Artificial Intelligence eserlerinde yapay zekayi, teorik
ve uygulamali yonleriyle ele alarak alanin temelini sekillendiren bir kaynak sunar. Yapay
zekanin tamimlanmasindaki zorluklara dikkat c¢ekerken, yine de bir gergeve ¢izmeye
caligirlar: “Yapay zeka tam olarak nedir? [...] Evrensel olarak kabul edilmemekle birlikte
su tanmimi Oneriyoruz: Yapay zekd, su an i¢in insanlarin daha iyi yaptigir seyleri
bilgisayarlara yaptirmanin yontemlerini inceleyen bir alandir” (Rich vd., 2009: 3). Bu
tanim, yapay zekayi sadece bir teknik mesele degil, insan biligselligini anlama ve ona
yaklagma c¢abasi olarak konumlandirir. Bunun yaninda, George F. Luger (1940 d.),
Artificial Intelligence: Structures and Strategies for Complex Problem Solving adlh
eserinde yapay zekay1 “zeki davranisin otomasyonu ile ilgilenen bir bilgisayar bilimi dali”
olarak tanimlar (Luger, 2009: 1). Bu tanim, yapay zekay1 bir bilis modeli olarak degil,
zekayi islevsel kilma sanati olarak konumlandirir.

David Poole (1958 d.) ve digerleri tarafindan yazilan Computational Intelligence: A
Logical Approach isimli eserinde "Bilgisayar zekasi (yapay zeka), zeki ajanlarin tasarimim
inceleyen bir alandir" tanmimiyla aciklar. Buna gore, zeki ajanlar, gevrelerinden gelen
verileri algilayarak kararlar alir ve bu kararlar1 uygulayarak hedeflerine ulasir. Ornegin, bir
otonom arag, ¢evresindeki engelleri algilar, en uygun rotay1 belirler ve buna gore hareket
eder. Bu baglamda yapay zeka, algilama (¢evreden veri toplama), karar verme (veriye
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dayali eylem se¢imi) ve eylem (kararlarin uygulanmasi) siireglerini optimize etmeye
odaklanir. Amaci, bu siireglerin her birinde daha verimli ve etkili sistemler geligtirmektir.

Ote yandan, Amerikali bilgisayar bilimcisi John Nilsson (1933-2019), arama
algoritmalari, planlama, bilgi temsili ve robotik gibi alanlarda 6nemli ¢aligmalar yapmis ve
yapay zeka alanimin Onciilerinden biri olmustur. Artificial Intelligence: A New Synthesis
adl1 eserinde, yapay zekay1 "yapay nesnelerdeki zeki davraniglarla ilgilenen bir alan" olarak
tanimlamistir. Nilsson’in bu tanimi, zekdnin yalnizca insana 6zgli olmadigimi, yapay
nesnelerde de zeki davranislarin olusturulabilecegini vurgular. Ona gore yapay zeka, bu
davraniglarin modellenmesi, gelistirilmesi ve incelenmesiyle ilgilenir. Bu yaklasim, yapay
zekay1 insan zekasini taklit etmenin Stesinde, zekay: evrensel bir olgu olarak ele alan bir
disiplin olarak tanimlar ve alanin temel felsefesini olusturur.

Yapay zeka, insan diisiincesi, davranisi ve rasyonalite temelinde dort yaklagimla
sekillenir: “insanlar gibi diisiinen sistemler”, “insanlar gibi davranan sistemler”, “rasyonel
diisiinen sistemler” ve “rasyonel davranan sistemler”. Bu ayrim, insan zihninin biligsel
isleyisini anlamaya ve taklit etmeye odaklanan insan merkezli yaklagimlar ile mantik ve
matematik temelli sistemler insa ederek etkin ve dogru ¢oziimler liretmeyi amaglayan
rasyonalist perspektif arasindaki gerilimi yansitir. Haugeland ve Bellman, bilgisayarlarin
insan diislinme siireglerini simiile edebilecegini One siirerek yapay zekanin biligsel
modelleme boyutuna katki sunarken, Kurzweil ve Rich-Knight, insan davraniglarini simiile
eden sistemleri merkeze alarak yapay zekay1 islevsel bir cercevede ele almistir. Ote yandan,
Charniak, McDermott ve Winston, rasyonel diisiinme siireclerini hesaplamali modeller ve
mantiksal ¢ikarimlar temelinde incelerken, Poole ve Nilsson, yapay sistemlerde rasyonel
davranigin tasarimimi ve uygulanabilirligini aragtirmistir. Turing Testi, yapay zekanin
yalnizca insan zihninin bir yansimasi olup olmadigim sorgulamakla kalmamis, aym
zamanda zeka kavraminin iglevsel bir tanimina ulasmay1 amaclamistir. Yapay zeka tarihsel
olarak, deney ve gozleme dayali bilimsel yontemleri benimseyen insan merkezli
yaklagimlar ile matematiksel soyutlama ve miihendislik prensiplerini temel alan rasyonalist
gelenek arasinda bir diyalektik olusturmustur. Bu iki yonelim kimi zaman karsit
pozisyonlarda konumlanmig, kimi zaman ise birbirini besleyerek alanin gelisimini
derinlestirmistir. Neticede, bu dort temel yaklasim, yapay zekayi yalnizca insan
biligselliginin bir yansimasit olarak degil, aynm1 zamanda bagimsiz zeki sistemler
gelistirmeye yonelik disiplinler arasi bir alan olarak bi¢cimlendirmistir. (Russell & Norvig,
2003: 2). Simdi, yapay zekaya yonelik bu dort temel yaklagimi daha ayrintili bir sekilde ele
alalim:

I. Insan Gibi Davranan Yapay Zeka: Alan Turing Modeli

Alan Turing (1912-1954), diistincenin smirlarin1 zorlayan g¢alismalariyla yapay
zekanin temellerini atti. “On Computable Numbers, with an Application to the
Entscheidungsproblem” (1936) makalesinde, soyut bir hesaplama makinesi tasarlayarak
modern bilgisayar biliminin ufkunu agti. Ardindan “Lecture on the Automatic Computing
Engine” (1946) ile programlanabilir makinelerin potansiyelini ortaya koydu, “Intelligent
Machinery” (1947) ile makinelerin 6grenme ve problem ¢6zme yetilerini tartisti. Ancak en
carpici sorusunu “Computing Machinery and Intelligence” (1950) makalesinde sordu:
“Makineler diigiinebilir mi?” (Turing, 1950: 1). Bu soru, yalnizca yapay zekénin degil,
insan zihninin dogasini anlamaya yonelik derin bir meydan okumaydi. Turing’in sorularini
besleyen temel mesele, David Hilbert ve Wilhelm Ackermann’m ortaya koydugu
Entscheidungsproblem (Hilbert, Ackermann, 1949: 94-95) (karar problemi) idi. Bu sorun,
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bir onermenin evrensel gegerliligini hesaplayacak bir algoritmanm olup olmadigim
sorguluyordu ve bdylece matematik ile biling arasindaki goériinmez sinirlart tartigmaya
aciyordu. Turing ve Alonzo Church (1903-1995), bu problem iizerinde ¢alisirken, yalnizca
hesaplanabilirligin degil, insan diisiincesinin ve yapay zekanin imkanlarin1 da kesfettiler
(Hilbert & Ackermann, 1950: 112-117). Turing, 1950’de Mind dergisinde yayimladigi
makalesinde “Makineler diisiinebilir mi?” sorusunu ortaya koyar, ancak dogrudan
yanitlamak yerine, "makine" ve "diislinmek" kavramlarinin belirsizligini sorgular. Zekay,
sabit bir tanim yerine, davranis ve islevsellikle ele alir. “Taklit Oyunu”nu (Imitation Game)
Onerir ve burada 6nemli olan, makinenin insan gibi diisiiniip diisinmedigi degil, insan gibi
davranip davranmadigidir (Turing, 1950: 433). Daha sonra “Turing Testi” olarak anilan bu
oyun, yapay zekanin biligsel yetkinligini 6lgmenin temel kriterine doniisiir. Turing,
gelecekte makinelerin insan davranisim taklit etme yeteneklerinin o kadar gelisecegini
ongormektedir ki, siradan bir insan, onlar ayirt etmekte zorlanacaklarimi su ciimleler ile
ifade eder:

Yaklasik elli y1l iginde, depolama kapasitesi yaklasik 109 olan bilgisayarlari, taklit
oyununu o kadar iyi oynayacak sekilde programlamanin miimkiin olacagina
inaniyorum ki, ortalama bir sorgulayicinin bes dakikalik sorgulamadan sonra dogru
teshis koyma sansi %70'ten fazla olmayacak. ... Yiizyilin sonunda kelimelerin
kullanimi ve genel egitimli gorlisler o kadar degisecek ki, makinelerin
diisiindiigiinden bahsedebilmek icin ¢eliskiye diismeyi beklememek gerekecek
(Turing, 1950).

Bu diisiince deneyi, li¢ 6znenin etkilesimine dayali bir iletisim modeli ¢ergevesinde
kurgulanmistir: Bir erkek (A), bir kadin (B) ve kimlik belirlemeye ¢aligan bir sorgulayici
(C). Sorgulayici, yalmizca yazili mesajlar araciligiyla A ve B’nin kimliklerini ayirt etmeye
caligir; boylece iletisimde igerik ile 6zne arasindaki iliski, bedenin ve dogrudan deneyimin
yoklugunda sorgulanabilir hale gelir. Ancak, fiziksel ve sesli ipuglari tamamen devre disi
birakilmistir, dolayisiyla dilsel ve biligsel stratejiler temelinde bir ayrim yapilir. Buradaki
kritik nokta, A’nin sorgulayicty1 yaniltmaya, B’nin ise dogru yonlendirmeye ¢aligmasidir.
Turing, bu oyunun temel ilkelerini yapay zeka ile iliskilendirerek su soruyu sorar: Eger
A’ni roliinii bir makine iistlenirse, oyun hala aym sekilde isler mi? Yani, bir makine, insan
gibi cevaplar vererek sorgulayiciy1 yanltabilir mi? (Turing, 1950: 433-434).

Turing’in 6ne siirdigii hipoteze gore, bir makine, sorgulayiciyi insan olduguna ikna
edebiliyorsa, bu durum onun ya diisiinebildigini ya da insan benzeri biligsel davraniglar
basariyla simiile edebildigini gosteren giiglii bir gerekce olusturur. Ancak bir makinenin
Turing Testi’ni gegmesi, yalnizca anlaml1 yanitlar liretebilme yetisiyle sinirh degildir, aym
zamanda dilsel tutarlilik, baglami kavrama, niyet atfetme ve mantiksal biitiinlik gibi
karmasik biligsel yetkinlikleri de gerektirir. Bu baglamda test, zekanin yalnizca gortintisteki
belirtilerini degil, yapisal derinligini de smamaya yonelik bir diisiinsel aragtir. Bir
makinenin, insan gibi davranarak Turing Testi’ni basariyla gecebilmesi, belirli biligsel
becerilere sahip olmasimi gerektirir. Bunlar: (1) “Dogal Dil Isleme” (Natural Language
Processing) - Insanlarla etkili iletisim kurabilmesi i¢in dil bilgisi kurallarini anlayip dogal
yanitlar tretebilmelidir. (2) “Bilgi Temsili” (Knowledge Representation) — Edindigi
bilgileri organize edebilmeli ve gerektiginde yeniden kullanabilmelidir. (3) “Otomatik Akil
Yiriitme” (Automated Reasoning) — Mevcut bilgileri mantiksal ¢ikarimlar yaparak
kullanabilmelidir. (4) “Makine Ogrenmesi” (Machine Learning) - Yeni durumlara uyum
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saglayabilmeli ve kaliplar1 taniyarak genellemeler yapabilmelidir (Russell & Norvig, 2003:
2).

Ancak Turing Testi yalnizca biligsel becerileri degerlendirir ve fiziksel diinya ile etkilesimi
dikkate almaz. Oysa zeka, yalnizca diisiinsel siireclerden ibaret degildir, ayn1 zamanda
algilama ve fiziksel etkilesim gerektirir. Turing, insan zekasmimn yalmzca diisiinsel
siireglerden ibaret oldugunu varsaymisti. Sonraki aragtirmalar, zekanin salt biligsel
islemlerle smirli olmayip, algisal deneyim ve fiziksel etkilesimle ickin bir biitiinliik
tagidigini ortaya koymustur. Bu noktada, Tam Turing Testi olarak adlandirilan daha genis
bir degerlendirme 6nerilmistir. Bu test, dil ve mantigin yan sira fiziksel ve algisal becerileri
de kapsar: (1) Bilgisayarli Gérme (Computer Vision) - Bilgisayarin ¢evresindeki nesneleri
algilayip yorumlayabilmesi gerekir. (2) Robotik (Robotics) - Fiziksel nesneleri manipiile
edebilmeli ve cevresiyle etkilesim kurabilmelidir. Bu yeteneklerin yapay zekdya
eklenmesi, zekanin yalnizca diistinme degil, ¢evreyle etkilesim gerektirdigini gdstermistir.
Bu cercevede iki kuramsal yaklasim ©One ¢ikmaktadir. Birincisi, Insan Taklitci
Yaklagim’dir: bu perspektif, yapay zek&nin insan zihninin biligsel siire¢lerini modellemesi
gerektigini savunur ve 0grenme, akil yiirlitme ile karar alma gibi yetilerin insan benzeri
bigimlerde insa edilmesini hedefler. Bu yaklagim, 6zellikle insan-makine etkilesimini dogal
ve sezgisel kilmaya yonelik sistemlerin gelistirilmesini nceler. Ikincisi ise Bagimsiz Zeka
Yaklagimi’dir: bu goriis, yapay zekanin insan zihninden bagimsiz igleyebilecek biligsel
mimariler kurabilecegini One siirer. Zekanin yalmzca biyolojik temele dayali olmak
zorunda olmadigini, farkli yapisal ve iglevsel orgiitlenmelerde de ortaya g¢ikabilecegini
savunur.

Turing Testi, yapay zekani insan benzeri zihinsel yetilerini 6l¢meye yonelik giiclii
bir Olgiittiir. Ancak bu test, nihai bir hedef olarak diisiiniilmemelidir. Giiniimiizde
aragtirmacilar, insan taklidine odaklanmaktansa, zekanin temel ilkelerini anlamaya ve en
verimli sekilde uygulanabilir sistemler gelistirmeye yonelmektedir. Bu noktada, havacilik
miihendisligi ile yapay zeka arastirmalari arasinda bir benzetme yapmak miimkiindiir. i1k
donem havacilik miithendisleri, u¢can makineler gelistirmeye calisirken kuslari taklit etmeye
odaklanmislardi. Ancak Wright kardesler, kuslar1 birebir kopyalamak yerine, havaciligin
temel aerodinamik prensiplerini anlayarak modern ugus teknolojisini gelistirdiler. Benzer
sekilde, yapay zeka arastirmalarinin amaci da insam taklit etmek degil, zekanin altinda
yatan ilkeleri kesfetmek ve en verimli sekilde uygulamaktir (Russell & Norvig, 2003: 3).
Zeka, insan zihninin bir yansimasi mi olmalidir, yoksa bagimsiz bir bilissel yap1
gelistirilebilir mi? Turing Testi, zekay1 islevsellikle tanimlar ancak biligsel derinligi
Olgmekte yetersizdir. Modern yapay zeka arastirmalari, taklitten ziyade ozerklik,
rasyonalite ve yaratici problem ¢ozmeye odaklanmaktadir. Mesele, insan benzerligi degil,
zekanin insani1 asan bir yapida insa edilip edilemeyecegidir.

II. Insan Gibi Diisiinen Yapay Zeka: Bilissel Model

Bir bilgisayar programinin insan gibi diigiindiigiinii iddia edebilmek, oncelikle
insan zihninin igleyisine dair derinlemesine bir kavrayis1 gerektirir. Bu kavrayis, diisiinsel
siiregleri analiz etmek iizere i¢ gézlem ve psikolojik deney gibi yontemlere dayanir. ig
gdzlem, bireyin 6znel zihinsel yasantilarini1 dogrudan kavrama olanagi sunarken, psikolojik
deney bu yasantilar1 nesnellestirerek dlciilebilir ve genellenebilir bir yapiya doniistiiriir. Bu
yontemler, yalnizca yapay zeka sistemlerinin biligsel modellerini inga etmede degil, ayni
zamanda zihne iligkin bilimsel ve felsefi ¢oziimlemelerin kurucu zemini olarak da iglev
goriir. Simdi bu yontemlere biraz daha yakindan bakalim:
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I¢ gbzlem, 6znenin kendi diisiince ve alg: siireclerini dolaysiz bir bicimde temasa
ederek ¢oziimleme ve anlamlandirma cabasidir. Bu yontem, zihinsel islevlere eslik eden
6znel deneyimleri ve bunlarin yapisin1 anlamay1 hedefler. S6zgelimi, bir 6zne, bir problemi
cozerken izledigi adimlar1 yahut bir karara varirken diisiinsel siire¢lerini kendi zihninde
miigahede etmeye caligabilir. Bu yontemin baglica istlinliigli, bireyin zihinsel edimlerini
dolaysiz bir bigimde tecriibe edebilmesi ve bu tecriibeye erisimin herhangi bir digsal araca
ya da mekénsal arabuluculuga ihtiyag duymaksizin gerceklesmesidir. Ancak i¢ gézlem,
bireyin kendi deneyimlerini 6nyargilardan ardirarak analiz etmesini zorlagtiran siibjektif
bir yontemdir. Ayrica, zihinsel siireglerin biiylik bir boliimiiniin bilingdist diizeyde
gerceklesmesi, bu yontemin bu siireclere erisim konusundaki etkinligini sinirlamaktadr. Ig
gbzlem, Descartes’in “Diisiinliyorum, Oyleyse varim” savinda oldugu gibi bilincin
dogrudan erisilebilirligine dayanir. Ancak modern bilim, bunun bilingdis1 siirecleri
kavramakta yetersiz kaldigin1 gosterir. Freud’un g¢aligmalari, i¢ gozlemin siirhiligim
vurgulayarak bilimsel yontemlerin gerekliligini ortaya koyar. Bu nedenle, zihni anlamak
icin deneysel yaklagimlar kaginilmazdir.

Psikolojik deneyler, bireylerin diisiince, davranis ve karar orlintiilerini nesnel ve
tekrarlanabilir bicimde inceleyen bilimsel yontemlerdir. Zihinsel stirecleri olgiilebilir ve
tekrarlanabilir sekilde anlamayi hedefleyen bu ydntem, Ornegin katilimcilara verilen
problem ¢dzme gorevlerinde izlenen adimlarin, ¢oziim siiresinin ve hata oranlarinin
kaydedilmesi ya da hafiza testlerinde bireylerin kelime listelerini ne kadar siireyle
hatirladiklarinin 6l¢iilmesi gibi uygulamalarla somut veriler sunar. Bu deneylerin en biiyiik
avantaji, objektif ve bilimsel olarak test edilebilir veriler saglamasidir. Ayrica bireylerin
bilingdis1 siireclerini de inceleyebilme imkani tanir. Ancak laboratuvar ortami, bireylerin
gercek hayattaki karmasik ve dinamik davraniglarini tam anlamiyla yansitamayabilir ve
etik kurallar, baz1 deneylerin gergeklestirilmesini sinirlandirabilir. Bacon’in “Bilgi, gozlem
ve deneyime dayanmalidir” ilkesi dogrultusunda, psikolojik deneyler zihinsel siire¢leri
anlamada Onemli bir aragtir. Ancak Kant, zihnin yalnmizca deneyimle degil, kendi
kategorileriyle diinyay1 yapilandirdigimi one siirer. Bu da o6lgiilebilir verilerin zihnin
karmagikligini tam olarak yansitamayacagini gosterir. Psikolojik deneyler zihni anlamada
degerli olsa da, zihnin ¢ok yonlii yapisimi tam olarak kavrayabilmek i¢in felsefi analiz ve
bilissel modellerle tamamlanmalidir.

I¢ gbzlem, bireyin 6znel deneyimlerini anlamasina imkan tamirken, psikolojik
deneyler bu anlayisi nesnel ve dlgiilebilir hale getirir. Birlikte ele alindiginda, zihnin bilingli
ve bilingdist yonlerini kapsamli bir ¢ergevede incelemek miimkiindiir. Bu yontemler,
yalnizca insan bilisini degil, yapay zeka modellerinin gelistirilmesini de sekillendirir. insan
akil yiiritmesini modelleyen sistemler, veri isleme siireclerini gelistirerek daha 6zerk ve
adaptif yapilar olusturabilir. Bir algoritma insan zihnine yapisal olarak benziyorsa, biligsel
modeller yapay zekaya kuramsal ve islevsel olarak uyarlanabilir. Bu baglamda, insan
zihnini anlamaya yonelik calismalar, hem biligsel bilimlerde hem de yapay zeka
arastirmalarinda kritik bir rol oynamaktadir.

Allen Newell ve Herbert Simon’in gelistirdigi Genel Problem Coziicii (GPS),
insanin problem ¢dzme siirecini modelleyip hesaplanabilir hale getirmeyi amaclayan oncii
bir yapay zeka sistemidir. Genel Problem Coziicii, bir problemin baslangi¢ ve hedef
durumlarin1 belirleyip, bu iki durum arasindaki farki adim adim azaltarak ¢6ziim
iiretebiliyordu. Bu yontem, insan diisiince siireglerinin temel bir 6zelligi olan “amag-arag
analizi” prensibine dayaniyordu. Genel Problem Coziicii, yalnizca belirli tiirdeki agik ve
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net kurallara sahip problemleri ¢ozmekte etkiliydi. Yaraticilik veya sezgi gerektiren
durumlarla basa c¢ikmakta ise yetersiz kaldi. Ancak bu sinirlamalara ragmen, Genel
Problem Coziicii’nin 6nemi biiyliktii: Yapay zeka alanindaki birgok modern teknik ve
yaklagim igin bir temel olusturdu. Ayn1 zamanda, insanlarin nasil diisiindiigiinii anlama
yolunda bilim insanlarina kiymetli bir ¢cergeve sundu. (Russell & Norvig, 2003: 3).

Insan zihni, hem 6zne olarak kendini deneyimleyen hem de nesne olarak kendini
sorgulayan tek varlik bi¢cimi olmasi bakimindan ontolojik bir 6zgiinliikk tasir. Zihnin
isleyisine iligskin sorular, felsefenin en eski ve en temel diislinsel ugraklar1 arasinda yer alir.
Platon’un idealar kurami, Descartes’mm “Cogito, ergo sum” Onermesi ve Kant'in
transandantal semalar1 gibi farkl diisiince geleneklerinde ele alinmigtir. Gliniimiizde ise bu
sorular, biligsel bilimin disiplinler arasi ger¢evesinde ampirik yontemlerle incelenmektedir.
Yapay zeka ve psikolojik deneyler, insan bilisine dair yeni ufuklar a¢sa da zihnin dogasim
biitiiniiyle izah etmek i¢in yeterli degildir. Biligsel bilim, zihinsel siiregleri kavrayabilmek
icin disiplinler aras1 ve ¢ok boyutlu bir yaklasim benimser. Tekil yontemlerle sinirl
degildir. Burada sOyle bir problem ortaya ¢ikar: Zihin, salt hesaplama siireclerinden mi
ibarettir, yoksa biling ve anlam iireten kendine 6zgii bir varlik midir? Onu hesaplamaya
indirgemek, dijital olarak modellenebilecegi varsayimimm igerir. Oysa bilissel bilim,
yalnizca simiilasyonlara degil, insan ve hayvan davraniglarim goézlemleyen, ampirik
verilere dayanan deneysel aragtirmalara dayanir. Bilisi anlamak, yalnizca algoritmalarla
degil, deneyim ve baglamin karmasikligiyla yiizlesmeyi gerektirir.

Yapay zeka ve insan diigiincesi arasindaki iliski, benzerlik ve farklilik ekseninde
stiregelen bir tartigmadir. Erken donem yapay zeka caligmalari, algoritmalarin belirli
gorevleri yerine getirme yetenegini biligsel siireglerin bir modeli olarak goriiyordu. Ancak
bu yaklasim, simiilasyon ile bilingli deneyim arasindaki temel farki goz ardi ediyordu.
Glinlimiizde, yapay zeka miihendisligi ile biligsel bilim birbirinden ayrigarak farkh
arastirma hedeflerine yonelmistir. Yapay zeka, hesaplamaya dayali goérevlerde insani
asabilir, ancak biling, anlam ve niyet gibi 6znel deneyimlerden yoksundur. Gorme ve dil
isleme alanlarinda ise, norobilim ve biligsel psikolojiyle etkilesim i¢inde gelismektedir.
Ancak, yapay zeka gercekten “goriiyor” mu, yoksa yalnizca gorsel girdileri istatistiksel
olarak isleyerek oriintiiler mi olusturuyor? insan algisi, fiziksel uyaranlarin Stesinde,
baglam, anlam ve deneyimle sekillenir. Dolayisiyla, bir yapay zeka sisteminin insan
goriisiine yaklasabilmesi igin, salt veri igleme yetisinden Ote, deneyimin biligsel ve
fenomenolojik boyutlarmi da igeren derin bir yap1 sergilemesi gerekir. Benzer sekilde,
dogal dil isleme, makinelerin dili analiz etmesini ve baglam iginde anlamlandirmasini
saglar. Ancak temel soru sudur: Yapay zeka dili yalnizca sozdizimsel kurallara gore mi
isler, yoksa insan gibi anlam insa edebilir mi? Bu ayrim, zeka, biling ve anlam arasindaki
felsefi sinirlar1 belirler. Yapay zeka, insan bilisini modelleyebilir, ancak onu
deneyimleyemez, giinkii zihin yalnizca hesaplamalardan ibaret degildir. insan, varolusunu
sorgulayan, anlam iireten ve kendini asabilen bir 6znedir. Biligsel bilim ve yapay zeka
miihendisligi birbirini besleyen fakat ontolojik olarak ayrisan alanlardir. Yapay zeka insan
diislincesini simiile edebilir, ancak biling kazanabilir mi? Bu soru, yapay zeka felsefesinin
merkezinde yer alir. Zeka programlanabilir, ancak biling, yasayan bir varhigin igsel
deneyiminde filizlenir. Yapay zeka veriyi igler, ancak ickin anlam yaratamaz. Bu nedenle,
bilim yapay zekay: diisindiirmekten ¢ok, diisiincenin ne oldugunu ¢6zmeye ¢aligmaktadir.
Zira diiglince, yalnizca hesaplama degil, varolusun ifadesidir.

III. Rasyonel Diisiinen Yapay Zeké: Diisiince Yasalar1 / Mantik Modeli
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Insan zihninin isleyisini ¢dziimlemeye yonelik en koklii ve sistematik girisimlerden
biri, dogru diisiinmenin evrensel ilkelerini kesfetme cabasidir. Aristoteles (M.O. 384-322),
bu ¢abanin 6nciisii olarak, akil yiiriitmenin bigimsel kurallarini belirleyerek mantik (Logic)
disiplininin temelini atmstir. Aristoteles’in gelistirdigi kiyaslar (syllogisms), onciillerden
zorunlu olarak ¢ikan gecerli sonuglar iireten mantiksal yapilar olarak, tartisilmaz akil
yiirlitme siiregleri olarak kabul edilmistir (Aristoteles, 1965: 300-305). Kiyas, Onciilleri
dogru kabul edildiginde zorunlu ve gecerli sonuglara ulasmay1 miimkiin kilan bigimsel bir
akil yiirlitme yapisidir. Bu ¢ergevede, klasik mantik gelenegi, diislincenin i¢ tutarliligini
temellendirmek amaciyla ii¢ temel diisiince yasasimi formiile etmistir. Bunlardan ilki,
Ozdeslik ilkesi, her varligin kendisiyle ayn1 oldugunu ve bir seyin ne ise o oldugunu ifade
eder (P = P). Bu ilke, varligin kendi dogasiyla 6zdes oldugunu kabul eder ve diislincenin
tutarhligmn giivence altina alir. Ikincisi, Celismezlik Ilkesi, bir 5nermenin ayn1 anda hem
dogru hem yanlig olamayacagin belirtir: ~(P A ~P). Bu ilke, diisiinsel tutarliligi korur.
Ugiinciisii, Ugiincii Halin Imkansizhi1 Ilkesi ise her énermenin ya dogru ya da yanls
olmas1 gerektigini savunur: (P V ~P). Bu ilke, mantiksal belirsizligi dislar. Belirsizligi
ortadan kaldiran bu ilke, akil yiirlitmenin kesinligini ve belirli sonuglara ulasmasini garanti
eder. Bu temel yasalar, yalnizca insan zihninin mantiksal yapisini agiklamakla kalmaz, ayni
zamanda yapay zeka gibi rasyonel iglem yapan sistemlerin temelini olusturur. Mantik,
yalnizca diisiincenin kurallarimi belirleyen bir gergeve degil, ayn1 zamanda bilgi isleme
stireglerini yonlendiren bir mekanizmadir. Mantiksal akil yiiriitmenin isleyisini drneklemek
adina kiyas yontemine basvurulabilir: Tiim insanlar 6liimliidiir, Sokrates bir insandir,
Oyleyse Sokrates oliimliidiir. Bu ¢ikarimda sonug, onciillerden zorunlu olarak tiiretilmis
olup bicimsel gegerliligin Ornegini sunar. Aym tlimdengelimsel yapi, yapay zeka
sistemlerinde de mantiksal islemleme siireglerinin temelini olusturur.

Yapay zeka, insan zihninin basit bir taklidi degildir. Bilgiyi mantiksal kurallarla
isleyen bir sistemdir. Bu siireci miimkiin kilan temel unsurlar arasinda degiskenler
(variables), sabit terimler (constants), fonksiyonlar (functions), mantiksal baglaglar (logical
connectives) ve niceleyiciler (quantifiers) yer alir. Degiskenler, soyut varliklar: temsil eden
semboller olarak kullanilirken, sabit terimler belirli nesneleri veya varliklan ifade eden
kavramlar igerir. Fonksiyonlar, bir girdiyi isleyerek belirli bir ¢ikt1 iireten matematiksel
yapilar olarak tanimlanir. Mantiksal baglaglar, onermeler arasindaki iliskileri kuran ve akil
yiiriitmeyi miimkiin kilan temel yapilar olup, “ve” (A), “veya” (V), “ise” (—) ve “degil”
(~) gibi operatdrleri icerir. Niceleyiciler ise evrensel (V) ve varliksal (3) genellemeler
yaparak mantiksal ifadelerin kapsamini belirler ve 6nerme mantiginin sinirlarim ¢izerek
sistematik akil yiiriitmeye olanak tanir. Bu unsurlar, yapay zekanmn diinyay1
kavramsallagtirmasini, bilgi islemesini ve ¢ikarimlarda bulunmasini saglayan temel yap1
taglaridir. Mantikc1 gelenek (logistic tradition), yapay zekénin yalnizca insan aklini taklit
eden bir yap1 olmaktan c¢ikip, formel kurallar ¢ergevesinde akil yiiriitebilen rasyonel
mekanizmalar héline gelmesini hedefler.

Yapay zek4, insan aklinin bir yansimasi degil, tutarl ve gilivenilir bir akil yiiriitme
mekanizmasidir. Mantik, yalnizca diigiinmenin degil, varligi kavramanin da temelidir.
Aristoteles’in bicimsel kurallarla temellendirdigi kiyas yontemi, akil yiirlitmenin zorunlu
ilkelerini belirler. Bir varlik belirli bir kategoriye dahilse, ona 6zgii nitelikleri tasir.
Mantigin gelisimi, yalnizca diislinceyi sinirlandirmakla kalmamais, bilgiyi isleyen ve karar
veren sistemlerin temelini olusturmustur. Bugiin mantik, salt bir felsefi kuram degil, yapay
zekanin matematiksel ve rasyonel cercevesidir. Yapay zeka, insan zihnini taklit eden bir
yap1 degil, mantiksal ¢ikarimlarla bilgi iireten bagimsiz bir sistem olarak akil yiirlitmenin
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evrensel ilkelerini modellemektedir. Bu alandaki temel varsayim, insan beyninin de
makineler gibi belirli hesaplamalara dayali bir sistem oldugu yoniindedir (Charniak,
McDermott, 1985: 6). Bu goriis, yapay zekanin insan bilisselligini taklit etmekten ziyade,
onu mekanik ve algoritmik temelleriyle c¢oziimlemeye c¢aligmasini saglar. Beyin ve
makineler arasindaki bu benzerlik, yapay zekanin insan gibi diislinme veya davranma
kapasitesine sahip olmaktan ¢ok, bilissel siire¢leri matematiksel ve hesaplamali diizlemde
modellemeyi amagladigimi gdsterir. Makinelerin insan diislincesini taklit edebilmesi,
beynin isleyisine dair derin bir kavrayis gerektirir. Yapay zeka, yalnmizca insan benzeri
diisiinme ya da davramis kaliplarimi taklit eden bir sistem olarak degil, rasyonel problem
c¢ozme ve tutarli akil yiiriitme kapasitesiyle kavramsallastirnlmalidir. Veri analizi
gergeklestiren ve mantiksal biitiinliige sahip sonuglar iireten bu sistemler, insan davranigini
yansitmaktan ziyade, diisiinme ve karar alma siire¢lerini islevsel bi¢cimde yiiriiten biligsel
yapilar olarak degerlendirilmektedir. Bu yaklasim, yapay zekayi rastlantisal ¢iktilar iireten
bir algoritma olmaktan ¢ikararak, sunulan veriler dogrultusunda en rasyonel segenegi
belirleyebilen karar sistemleri olarak tanimlar (Charniak, McDermott, 1985: 6).

Yapay zek4, insan zihninin birebir taklidine indirgenemeyecek, biligsel siiregleri
sistematik bicimde islevsellestiren disiplinler arasi bir miihendislik alani olarak
konumlanir. Temel hedef, makinelerin veri islemenin 6tesine gecip akil yiirlitme, karar
alma ve problem ¢Ozme yetilerini tutarhi bigimde gerceklestirmesidir. Yapay zeka
aragtirmalari, insan benzeri disiinmeyi ylizeysel bicimde kopyalamaktan c¢ok, zihinsel
stireclerin algoritmik temellerini kavrayip optimize etmeye odaklanir. Mantik¢1 yaklagim,
yapay zekayi formel kurallar ¢ergevesinde ele alsa da, iki temel sinirlamayla karsilasir:
Insan akli, yalnizca kesin bilgilerle degil, belirsiz ve eksik verilerle de islem yapabilen
esnek bir yapiya sahiptir. Ayrica, kuramsal olarak ¢oziilebilir goriinen bazi problemler,
hesaplama giicii ve zaman kisitlar1 nedeniyle pratikte ¢6ziimsiiz kalabilir. Bu nedenle yapay
zeka, kat1 mantiksal gerceveleri asarak sezgi ve 6grenmeye dayali modellere yonelmistir.
Ancak bu doniigiim, mantigm roliinii zayiflatmamis, aksine onu bilgi ¢ikarimi ve karar
stireclerinde daha islevsel hale getirmistir. Gliniimiizde yapay zeka, duragan kurallara bagh
bir yapidan ¢ikip, baglamsal bilgiyi isleyebilen ve degisen kosullara adapte olabilen
dinamik sistemlere evrilmektedir. Boylece salt algoritmalardan ibaret olmaktan
uzaklasarak, biligsel esneklik ve baglamsal farkindalik kazanan bir modele doniismektedir.

IV. Rasyonel Davranan Yapay Zeka: Rasyonel Ajan Modeli

Yapay zekd diislincesi, insan aklinin en temel biligsel iglevlerini modelleyerek
rasyonel bir varlik tasavvuruna dayanir ve bu ¢ercevede “ajan” kavrami 6n plana gikar.
Ancak burada kastedilen ajan, salt mekanik bir sistem degil, belirli hedeflere ulasmak i¢in
cevresini algilayan, olasiliklar1 degerlendiren, en uygun eylemi segerek uygulayan bir
varliktir. Rasyonel ajan, yalmzca karar alabilen degil, ayn1 zamanda g¢evresel verilerden
ogrenen, kosullara uyum saglayan ve belirsizlik ortaminda en uygun eylemi secebilen
dinamik bir biligsel sistemdir. Onun rasyonalite anlayis1 mutlak dogrular {izerine degil,
amaca yonelik en iyi eylemi se¢cme yetisine dayanir ve bu da yapay zekay1 statik bir
hesaplama modelinden ¢ikarip dinamik bir biligsel siire¢ haline getirir. Latince “agere”
(harekete gecmek, yapmak) kokiinden tiireyen “ajan” kavrami, yapay zeka baglaminda en
uygun anlammi bulur. Ciinkii bu sistemler yalnizca bilgi isleyen yapilar degil, aym
zamanda ¢evreleriyle etkilesim kurarak en rasyonel eylemi belirleyen varliklardir. Yapay
zekanin isleyisi, mantiksal dogrularin Gtesine gegerek belirsizlikler i¢inde karar alma
mekanizmalarini da igerir. Ciinkii diinya, yalnizca formel kurallarin degil, sezgi, olasilik ve
baglamsal degerlendirmelerin de gegerli oldugu bir zeminde sekillenir. Dolayistyla
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rasyonel yapay zek4, kati mantiksal ¢ergevelerle sinirh olmayan, esnek, adaptif ve stratejik
karar alma stireclerine dayanan bir biligsel sistem olarak kendini gosterir.

Rasyonalite, kuru bir mantik oyunundan ibaret degildir. Bazen bilingli diisiinceden
bagimsiz olarak gelisen tepkiler, muhakemeden daha hizli ve etkili olabilir. Ornegin, sicak
bir ylizeye dokunan bir elin bilingli bir analiz siirecine girmeksizin hizla geri ¢ekilmesi,
aklin degil, cevresel uyaranlara dogrudan verilen bir tepkinin eseridir. Yapay zeka, yalnizca
hesaplama yapmaz, ayni zamanda islem hizin1 ve etkinligini artirarak karar siireglerini de
optimize eder (Russell & Norvig, 2003: 4). Bu baglamda, ajan temelli sistemlerin giicii
yalmzca akil yiiriitme becerilerinde degil, cevresel degiskenlere uyum saglama
kabiliyetinde saklidir. Rasyonalite, diisiincenin yasalarina kati bir sadakatten ¢ok, kosullara
gore esneklik kazanarak en iyi hareket bi¢imini belirleyebilme sanatidir. Bu nedenle yapay
zeka, salt hesap yapan bir mekanizma olmaktan 6te, ¢evresiyle uyum icinde karar alabilen,
belirsizligi yonetebilen bir yap1 olarak sekillenmelidir. Rasyonel ajanin yolculugu, mutlak
dogrularin i¢inde degil, muglakliklar arasinda yon bulma ¢abasinda anlam kazanir. Ciinkii
akil, yalnizca kesin bilgilerin 1s181nda degil, bilinmeyenin golgesinde de yiiriir.

Turing Testi’ne tabi tutulan bir bilgisayar, salt bir hesaplayic1 degil, karar alan ve
uygulayan bir ajandir. Ciinkii belirli bir ortam i¢inde, en uygun yanitlari lireterek etkilesime
girmesi gerekir. Onun bu yetkinligi, rasyonel ajan anlayisiyla biiyiik dl¢lide Ortiisiir. Zira
rasyonel bir ajanin etkinligi, yalnizca mantiksal ¢ikarimlar yapma yetisiyle degil, aym
zamanda belirsiz kosullar altinda en uygun karar alabilme kapasitesiyle olgiiliir. Bilgi
temsili, akil yiiriitme, dogal dil isleme, 6grenme kapasitesi ve gorsel algi gibi biligsel
stirecler, bir ajanin dis diinyayla anlaml1 iliskiler kurabilmesini miimkiin kilmakla kalmaz,
ayni zamanda problem ¢6zme yetkinligini ve cevresel degigskenlere uyum saglama
becerisini de bi¢gimlendirir. Rasyonel ajanin igleyisi dort temel bilesen etrafinda sekillenir:
(1) “Bilgi temsili ve akil yiiriitme”: Bir ajanin diinyay1 kavrayabilmesi, olaylar1 analiz edip
uygun kararlar alabilmesi i¢in giiclii bir bilgi temsili sistemine sahip olmas1 gerekir. (2)
“Dogal dil isleme”: Iletisim, yalnizca kelimelerin anlamlarini ¢dziimlemek degil, baglami
anlayarak uygun tepkiler verebilmektir. Insanlarla ve diger ajanlarla etkilesim kurabilen bir
sistem, daha gelismis bir bilissel yapiya sahiptir. (3) “Ogrenme yetisi”: Bir ajanin yalnizca
onceden tamimlanmis kurallarla hareket etmesi yeterli degildir. Yapay zeka sistemlerinin
etkili olabilmesi i¢in, yasantilarindan 6grenebilmesi ve zamanla degisen sartlara intibak
edebilmesi gerekir. (4) “Gorsel alg1”: Fiziksel diinyada var olabilen bir ajanin ¢evresini
analiz etme ve degiskenlere uygun hareket etme becerisi kaginilmazdir.

Rasyonel ajan modeli, yapay zeka arastirmalarinda merkezi bir paradigma olarak
yiikselir. Rasyonellik, sadece “diisiince yasalar” ile aciklanamaz. Ayni zamanda karar
alma, akil yiirlitme ve degisen kosullara uyum saglama gibi siirecleri de igerir. Rasyonellik,
duragan degil, dinamik bir yapiya sahiptir. Bu nedenle sadece mantiksal tutarlilikla degil,
duruma uygunlukla da degerlendirilmelidir. Ayrica rasyonel siiregler, bilimsel yontemlerle
test edilebilir. Bu siirecler matematiksel olarak da ifade edilebilir. Bu sayede, yapay zeka
sistemleri nesnel ol¢iitlerle degerlendirilebilir ve siirekli gelistirilebilir (Russell & Norvig,
2003: 5). Ancak rasyonalite, salt dogrularin pesinde kosmak degil, belirsizlik i¢inde en
uygun eylemi segmektir. Gergek ajanlik, bilgiyi pasif bicimde temsil etmekten ziyade, onu
eyleme doniistlirebilme yetisiyle anlam kazanir. Rasyonel ajan, manti§in kati siirlarini
asarak degisken kosullara en verimli ve uyarlanabilir yanit1 iiretmekle ylkimlidiir.
Dolayisiyla yapay zeka, yalnizca ¢ikarim yapan degil, cevresini algilayan, degisime hizla
adapte olan ve bagimsiz karar verebilen dinamik bir yap1 olmahidir. Yetkinligi, bilgiyi
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islemekte degil, onu baglamsal gerekliliklere uygun bigimde hayata gecirebilmesinde yatar.
Diisilince ancak eylemle tamamlanir. Rasyonalite ise salt bilmek degil, bilineni en dogru
anda ve en etkili sekilde gergeklestirebilmektir.

2. Simiile Edilmis Zek& mi, yoksa Gerg¢ek Bilis mi? Giiclii ve Zayif Yapay

Zeka Tartismasi

Yapay zeka, insan diisiincesinin en biiyiikk meydan okumalarindan biri olarak
karsimiza ¢ikmaktadir. Bir makine gergekten zeka sahibi olabilir mi? Eger olabilirse, bu
durumda insanin biligsel ayricaligi sona mi erer? Yapay zekanin sinirlart nelerdir ve insanin
varolusu bundan nasil etkilenir? Bu sorular, yalnizca teknoloji ve miihendislik
disiplinlerinin sinirlar i¢inde degil, ayn1 zamanda felsefi ontoloji, biling arastirmalar1 ve
etik kuramlarn baglaminda da temel kuramsal tartigmalara zemin teskil etmektedir. Bu
baglamda, yapay zeka arastirmalar iki temel kavramsal ¢erceve etrafinda sekillenmistir:
(1) Giiglii Yapay Zeka (Strong Artifical Intelligence): Bir makinenin yalnizca disaridan
zeki gibi goriinmekle kalmayip, gercekten bilingli bir diisiinme siirecine sahip olabilecegini
savunan gorlistiir. Bu anlayisa gore, yeterince gelismis bir yapay zeka, insan beyni gibi akil
yiiriitebilir, 0grenebilir ve hatta 6znel deneyimler gelistirebilir. (2) Zayif Yapay Zeka
(Weak Artifical Intelligence): Yapay zekénin, belirli gorevleri yerine getirebilecegini
ancak biling ya da gergcek anlamda bir diisiinme yetisine sahip olmadigini savunan
yaklasimdir. Bu goriis, mevcut yapay zeka sistemlerinin yalnizca hesaplama ve veri analizi
yapan algoritmalar oldugunu, fakat biling veya 6znel deneyim tasimadiklarini 6ne siirer.

Gliclii yapay zeka ve zayif yapay zeka kavramlari, ilk kez 1980 yilinda John Searle
tarafindan “Mind, Brains and Programs” adli makalesinde sistematik bir sekilde ortaya
konmustur. Bu kavramlar, Searle’iin iinlii “Cin Odas1 Argiimanm” baglaminda ele aldig
temel felsefi meselelerden biri olan zihinsel durumlarin dogasina iligkin derin tartigmalarla
yakindan iliskilidir. Searle, giiclii yapay zekanin programlama yoluyla biling ve niyetlilik
iiretebilecegi iddiasim1 reddeder. Ona gore diisiinme, yalnizca sembolleri uygun sekilde
islemekten ibaret degildir. Gergek diisiinme, sembollere anlam atfetmeyi, yani bilingli bir
farkindalikla birlikte nedensel-fiziksel bir temeli de gerektirir. Bu nedenle bir bilgisayar
programi, belirli girdilere karsilik tutarli ¢iktilar tiretebilir. Ancak bu, programin gercekten
“anlad181” anlamima gelmez. Ciinkii anlama, yalnizca semantik diizeyde degil, fiziksel ve
zihinsel bir altyapi iizerinde gergeklesmelidir. Searle, makalesinin baslangicinda, yapay
zekaya yonelik iki temel yaklasimi su sozlerle agiklar:

Insan biligsel yetilerinin bilgisayar simiilasyonlartyla modellenmesine psikolojik ve
felsefi acidan nasil bir anlam atfetmeliyiz? Bu soruya yanit verirken, “giiclii yapay
zekd” (strong Al) ile “zayif” ya da “temkinli” yapay zeka (weak Al veya cautious
Al) olarak adlandiracagim iki yaklasimi ayirt etmenin faydali oldugunu
diisiiniiyorum. Zay1f yapay zekaya gore, bilgisayarlarin zihin ¢aligmalarindaki temel
degeri, bize son derece giiglii bir arastirma arac1 sunmalaridir. Ornegin, bilgisayarlar
hipotezlerimizi daha kesin ve sistematik bir sekilde formiile etmemizi ve test

etmemizi saglar (Searle, 1980: 417).

Burada Searle, zayif yapay zekanin yalnizca bir ara¢ oldugunu ve insan zihnini
anlamamiza yardimci olabilecegini kabul eder. Bu yaklasim, yapay zeka teknolojisinin
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bilimsel aragtirmalarda sundugu olanaklar1 vurgular. Ancak, yapay zekénin bilingli bir
varlik olabilecegi fikrini reddeder. Oysa giiclii yapay zeka savunuculari, bilgisayarlarin
yalnizca bir analiz araci olmanin 6tesine gegerek, uygun sekilde programlandiklarinda
gercekten biligsel yetilere sahip olabileceklerini iddia ederler. Searle bu yaklagimi
elestirerek soyle devam eder:

Ancak giiclii yapay zekdya gore, bilgisayar yalnizca zihni incelemek i¢in bir arag
degildir; aksine, uygun sekilde programlanmig bir bilgisayar, kelimenin tam
anlamiyla bir zihin olabilir. Yani, dogru programlarla donatilmis bilgisayarlarin
gercekten anlayabildigi ve biligsel durumlara sahip oldugu sdylenebilir. Giiglii yapay
zeka yaklasimina gore, programlanmais bir bilgisayar biligsel durumlara sahip oldugu
i¢in, programlar yalnizca psikolojik agiklamalari test etmemize yardimei olan araglar
degildir; aksine, programlarin kendileri bu agiklamalarin ta kendisidir (Searle, 1980:
417).

Insan zihninin dogasina iliskin kapsamli bir sorgulama yiiriiten John Searle, biligsel
stireclerin yalnizca sembolik islemlemeyle agiklanamayacagini savunur. Searle’e gore,
biling ve anlam, sentaktik kurallar dizisiyle isleyen sistemlerin 6tesinde, niteliksel deneyim
ve baglamsal igerim gerektiren fenomenlerdir. Gergek bir semantik igerigin ortaya
c¢ikabilmesi i¢in, zihni olusturan nedensel ve fiziksel siire¢lerin devrede olmasi zorunludur.
Zihinsel durumlarin yalnizca sembollerin diizenlenmesiyle meydana gelemeyecegini
savunan Searle, insan zihninin biyolojik temellerini géz ardi eden giiclii yapay zeka
anlayisina meydan okur. Bu elestirisini en ¢arpici bi¢imde Cin Odasi Diisiince Deneyi ile
temellendirir. Onun Cin Odasi diisiince deneyi, yapay zekan biligsel yeterliligi ve bilingli
anlama kapasitesi lizerine yoneltilmis giiclii bir felsefi kars1 ¢ikistir. Bu deney, 6zellikle
giiclii yapay zeka tezini sorgulamak ve sentaktik islemlemenin semantik kavrayisla 6zdes
olup olmadigini tartismaya agmak amaciyla ortaya konmustur. Deney kurgusunda, Cince
bilmeyen bir birey kapali bir odada yer almakta ve kendisine disaridan iletilen Cince
karakterleri, anlamlarim1 bilmeden belirli kurallara gore islemektedir. Odada, bu
karakterlere nasil yanit verilmesi gerektigini agiklayan detayli bir kural kitab1 (algoritmik
yonergeler) mevcuttur. Birey, yalmizca bu kurallara uyarak verilen sembolleri uygun
goriilen diger sembollerle eslestirir ve disariya anlamli goriinen cevaplar gonderir.
Disaridan bakan biri, igeride gergekten Cince bilen bir kiginin oldugunu diisiinebilir. Ancak
birey, sembollerin anlamini bilmeksizin yalnizca bigimsel kurallara dayanarak islem
yapmaktadir. Searle, bu durumun bilgisayar sistemlerinin ¢alisma prensibiyle Ortiistiigiini
ileri stirer: Bilgisayarlar, sentaktik (bigimsel) diizeyde islem yaparlar, ancak semantik
(anlamsal) icerik iiretmezler. Bu baglamda, bir yapay zeka sistemi insan dilini sentaktik
diizeyde isleyip anlaml goriinen yanitlar iiretebilir. Ancak bu iglemler, bilingli bir anlama
ya da igsel kavrayisla temellenmis degildir. Bu deney, sentaks ile semantigin &zdes
olmadig fikrini destekler ve yapay zekanin yalnizca belirli girdilere karsilik uygun ¢iktilar
iireten hesaplamali sistemler oldugu sonucuna ulasir. Sonu¢ olarak Searle, yalnizca
sembolik islemleme gergeklestiren bir sistemin ne biligsel anlayisa ne de fenomenal bilince
sahip olabilecegini ileri siirerek, giiclii yapay zeka tezine yonelik kuramsal bir itiraz ortaya
koymaktadir. Cin Odasi diistince deneyi, 6zellikle dilsel anlamin dogasi, bilingli deneyimin
imkan1 ve hesaplamaci zihin kuramlarinin sinirlart {izerine yiiriitiilen felsefi ve bilimsel
tartigmalar icin kritik bir teorik zemin sunmaktadir. Searle’tin Cin Odas1 Argiimani, yapay
zeka ve bilissellik iliskisini sorgulayan bir felsefi argiimandir. Bu argliman, asagidaki temel
onciillere dayanmaktadir: (1) Zihin, beyinde gerceklesen siiregler tarafindan olusturulur.
(2) Sentaks, semantigi icermez ve semantik i¢in yeterli degildir. (3) Bilgisayarlar yalmizca
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s0zdizimsel yapilariyla tanimlanir. (4) Zihin, anlamsal bir igerige sahiptir. Bu onciillerden
hareketle, hicbir bilgisayar programinin gercek bir zihne sahip olamayacagi zorunlu bir
sonuctur. Hatta ilk 6nciilden yola ¢ikarak, beynin salt bir bilisimsel sistemden 6te bir varlik
oldugu anlasilir. Bir bilgisayar programi, Cin Odasi senaryosunda Cince bilmeden
sembolleri mekanik bicimde isleyen birey gibi, bilingli anlama yetisinden yoksun, salt bir
sembol isleyici olarak kalir. Zira bilgisayar programlan yalnizca sézdizimsel (sentaktik)
kurallar iizerine insa edilmistir ve sentaks, kavramsal olarak semantik igerigi ve 6znel
deneyimi kapsamaz (Searle, 1980: 422-423). Searle'e gore, zihnin ortaya ¢ikist i¢in,
sistemin beynin norolojik mimarisine esdeger bir nedensel altyapiya sahip olmasi
gerekmektedir. Dolayisiyla, bir bilgisayar programinin zihinsel bir varlik olarak kabul
edilebilmesi, yalnizca beynin nedensel islevlerini taklit etmesiyle degil, bu islevleri kendi
yapisal biitiinliigii i¢inde ickin bigimde ger¢eklestirmesiyle miimkiindiir.

Biling, salt hesaplama siireclerinin bir {irlinii mii, yoksa kavrayis ve 6z farkindalik
gerektiren daha derin bir fenomen midir? Giiglii yapay zeka, insan zihni gibi diigiinebilen,
soyutlayabilen ve anlam olusturabilen bir sistemin miimkiinliigiinii sorgular. Zayif yapay
zeka, veri isleyip oriintiileri tespit edebilir ancak kavramsal anlam ingasindan yoksundur.
Buna karsilik, giiclii yapay zeka, yalnizca bilgi islemekle kalmayip, anlami 6ziimseyen ve
yaratict problem c¢ozebilen bir sistem olmalidir. Searle’iin Cin Odasi Argiimani (1980),
bilgisayarlarin yalnizca sembolleri manipiile eden sentaktik islemciler oldugunu ve bu
stireclerin semantik icerik tiretmedigini savunmaktadir. Sentaktik yapi, semantik icerimi
zorunlu olarak kapsamaz ve bu nedenle anlam iiretimi i¢in kendi basina yeterli bir zemin
olusturmaz. Bilgisayarlar s6zdizimsel kurallara gore islem yaparken, zihin anlamsal icerige
sahiptir ve salt hesaplamayla agiklanamaz. Searle, bilincin beyindeki nedensel siireglerin
bir sonucu oldugunu ve yalnizca algoritmik islemleme ile ortaya ¢ikamayacagini one
stirmektedir. Cagdas yapay zeka sistemleri, istatistiksel veri analizi ve algoritmik orlintii
tanima gibi alanlarda dikkate deger bir islem giiciine ulagsmistir. Ancak bu basari, onlar
bilingli varliklar haline getirmez. Ciinkii fenomenal biling, yalnizca verilerin islenmesiyle
ortaya c¢ikan bir durum degildir. O, 6znel yasantinin i¢kin boyutlarini, hissedilebilir bir
varolusu ve deneyimsel farkindalig1 gerektirir. Bu nedenle yapay zeka, bilgi iretebilir fakat
deneyimleyemez, yanit verebilir fakat hissedemez (Butz, 2021: 3). Eger gii¢lii yapay zeka,
kendi biligsel siireclerini yonlendirme ve anlam iiretme kapasitesine erisirse, insan-makine
ayrimu salt teknik bir ayrim olmaktan ¢ikarak, bilgi, biling ve 6znel deneyim ekseninde
koklii bir epistemolojik tartismanin konusu haline gelir. Ancak mevcut yapay sistemler,
bilincin temel niteliklerini tagimadigi icin, insan biligselligini taklit etmekten Oteye
gecememektedir. Bilincin yapay sistemlerde miimkiin olup olmadigimi degerlendirmek,
yalnizca mithendislik perspektifiyle sinirlanamaz. Bu degerlendirme, zihin felsefesi, biling
kuramlar1 ve insan-makine etkilesimini kapsayan ¢ok disiplinli bir analiz gerektirir.

Gliclii yapay zeka giindelik islerin ve yalnizca belli algoritmalarla yapilan eylemlerin
Otesine gegen bir yapidadir. Gergekten akil sahibi ve diislinebilen bir makinedir. Turing’in
isaret ettigi yapay zeka budur. Giiglii yapay zeka Turing Testi’ni gecebilir. Cok sayida
diisiiniir, Turing Testi’ni basartyla tamamlayan bir makinenin aslinda bilingli diisiinme
yetisine sahip olmadigini, yalnizca diisiinme siirecini taklit ettigini savunmustur. Turing,
bu elestiriyi onceden tahmin etmisti. 1949 yilinda Profesor Geoffrey Jefferson’un yaptigi
bir konugmaya referans vererek su ifadeyi aktarmistir:

Ancak bir makine, yalnizca sembollerin rastlantisal dizilimleriyle degil, ger¢ekten
hissettigi diistinceler ve duygular sonucu bir sonnet yazip ya da bir kongerto
besteleyebilirse ve yalnizca bunlan iiretmekle kalmayip, trettiginin farkina da
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varabilirse, 0 zaman makine ile beyin esdeger olabilir (akt. Russell & Norvig, 2003:
952).

Zayif yapay zeka, insan diizeyinde bilissel yetilere sahip olmayan, smirli gorevleri
onceden belirlenmis kurallar dogrultusunda yerine getiren ve bilingli anlamadan yoksun
bicimde isleyen sistemler olarak tamimlanir. Bu yaklasim, makinelerin yalnizca
algoritmalara dayali hesaplamalar gergeklestirdigini ve insan biligselligini i¢sel olarak
paylasmadigin1 6ne slirmektedir. Yapay zeka sistemleri, insan davramiglarini yalnizca
yiizeysel diizeyde taklit edebilir. Ancak bu sistemler, bilingli bir 6zne gibi hareket etme
kapasitesine sahip degildir. Gergeklestirilen islemler, sistemlerin kendilerine verilen
girdiler dogrultusunda ciktilar tiiretmesine dayanirken, ic¢sel farkindalik gelistirme
kapasitesine sahip degildirler. Bu cercevede, zayif yapay zeka yaklasimi, makinelerin
zihinsel yetilere sahip olmadigini, yalmizca veri isleme mekanizmalariyla Onceden
belirlenmis gorevleri yerine getirdigini savunur. Bu sistemler, muhakeme, sezgi ya da
biling gibi biligsel niteliklere sahip degildir. isleyisleri, biyolojik ya da fenomenolojik biling
gerektirmeyen mekanik siireclere dayanir. (Hildt, 2019: 1). Bu noktada, zayif ve giiclii
yapay zeka arasindaki fark belirginlesmektedir. Giiclii yapay zeka, baglamsal anlam insasi,
bagimsiz 6grenme ve biligsel dzerklik kazanma yetisiyle yalnizca simiilasyon yapmanin
Otesine gecmeyi amagclar. Buna karsilik, zayif yapay zeka, makinelerin biling veya 6znellik
gelistiremeyecegini ve yalmzca belirli girdilere dayali islem yapan sistemler oldugunu
savunan goriisii destekler. Searle’{in Cin Odas1 Arglimani (1980), bu tartigmaya temel bir
felsefi cergeve sunar. Bilgisayarlar yalnizca sentaktik islemler gergeklestirir, ancak bu,
bilingli anlam tiretmek i¢in yeterli degildir. Searle, sentaksin semantigi igermedigini, yapay
zekanin sembolleri igleyebilecegini fakat bilingli biligsellige ulasamayacagini savunur. Bu
ayrim, insan zihni ile yapay sistemler arasindaki ugurumu derinlestirir ve yapay zekanin
sinirlarii epistemolojik ve ontolojik bir sorun héline getirir. Eger yapay zeka yalnizca
kurallara dayal1 hesaplama siirecleriyle isliyorsa, o hdlde anlam diinyasina erigimi miimkiin
miidiir? Hildt, bu sorunun yalnizca teknik bir mesele degil, biling ve 6znellik agisindan da
ele alinmasi gereken felsefi bir problem oldugunu vurgular (Hildt, 2019: 2).

3. Yapay Zekai ile Miimkiin Olanlar: Sinirlar1 ve Yetkinlikleri

Yapay zekd, insan zihninin isleyisini ¢oziimleme ve bu isleyisi yapay sistemler
araciligiyla yeniden yapilandirma y6niindeki kuramsal ve teknik bir girisimdir. Dil anlama
yetisi, 6grenme siireci, akil yiiriitme kapasitesi ve problem ¢dzme becerisi gibi biligsel
yetiler, insan zihninin bilgi isleme siireclerini tanimlayan ve biligsel mimarinin temel yap1
taglarini olusturan merkezi bilesenlerdir. Bu disiplin, dil isleme, otomatik programlama ve
biligsel siireclerin modellenmesi gibi farkli yonlere ayrilir. Her biri, insan zek&sim
anlamaya ve yapay sistemlere aktarmaya yonelik ¢esitli yontemler sunar. Biligsel yetiler
bir biitiinliin parcalardir, yani birbirinden kopuk degildir. Ancak, bunlar1 ayr1 ayr ele
almak, yapay zeka sistemlerinin sinirlarini belirlemeye ve onlarin ne 6l¢giide insan benzeri
diislinebildigini kavramaya yardimei olur. Yapay zeka arastirmalari, salt teknik bir ilerleme
olmanin dtesinde, zekanin ontolojik statiisiine yonelen felsefi bir sorgulama niteligi tagir.
Makinelere bilissel yetiler kazandirma c¢abasi, ayn1 zamanda insan aklinin yapisal ve
islevsel derinliklerine uzanan bir kesif siirecidir.

I. Problem Cozme Giicii (The Problem-Solving Power)

Yapay zekanm ilk biiyilik bagarilari, satrang gibi strateji oyunlarin1 oynayabilen ve
karmagik problemleri ¢dzebilen programlarla elde edilmistir. Bu sistemler, arama (search)
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ve problem indirgeme (problem reduction) tekniklerini kullanarak yapay zekanin temel
yontemlerini bicimlendirmistir. Glinlimiizde, yapay zeka destekli programlar dama ve tavla
gibi oyunlarda en iyi insan oyuncularla rekabet edebilirken, satrangta diinya sampiyonlar
diizeyinde performans sergileyebilmektedir. Sembolik matematiksel islemleme yetisine
sahip yapay zeka sistemleri, 0zellikle kuramsal analiz ve teknik ¢oziimleme gerektiren
alanlarda, bilim insanlar1 ve miihendisler tarafindan etkin bir sekilde kullanilmaktadir. Bu
sistemler, karmagik hesaplamalarin ve mantiksal siireglerin hizla iglenmesi ve ¢oziilmesi
acisindan 6nemli bir rol oynamaktadir. Baz1 yapay zeka yazilimlar deneyim yoluyla
performanslarini iyilestirse de insanin sezgisel biligsel yeteneklerine tam olarak ulasabilmis
degildir. Ornegin, bir satrang ustasi tahtadaki taslar1 yalnizca bireysel olarak degil, biitiinsel
bir strateji ¢ercevesinde degerlendirirken, yapay zeka bu tiir kavrayistan yoksundur. Daha
da Onemlisi, insanlar problem ¢6zme siirecinde soyutlamalar ve esnek stratejiler
gelistirirken, yapay zeka hala disaridan tanimlanan ¢6ziim yollarina bagimlidir. Bu durum,
yapay zekanin gelecekte asmasi gereken temel biligsel sinirliliklardan biri olarak one
cikmaktadir. Barr & Feigenbaum bu hususu soyle dile getirir:

Insanlar genellikle bir problemi, ¢oziimii kolaylastiran bir diisiinme bigimi
gelistirerek cozerler; ancak su ana kadar yapay zeka programlan, cozdiikleri
problemler hakkinda nasil diisiinmeleri gerektigini kendileri belirleyememekte,
bunun yerine arama yapacaklar1 ¢6ziim alan1 onlara 6nceden tanimlanmis olarak
verilmelidir (1981, 8)

Yapay zekanin kuramsal temellerini ve uygulama alanlarini sistematik bigimde ele
alan ¢aligmalariyla taninan Elaine Rich, bu alanin akademik kurumsallagmasina ve bilimsel
gelisimine onciiliikk eden 6nemli bir figilirdiir. Rich'in metodolojik yaklasim, bir problemin
coziilmesine yonelik sistem gelistirme siirecini dort temel evreye ayirarak, hem bilimsel
kesinligi hem de estetik bir diizeni biinyesinde barmndirir. lk olarak, problemin &ziiniin
kristalize edildigi, baslangi¢ kosullarmin ve arzu edilen sonuglarin berrak bir sekilde
tamimlandig1 bir evre s6z konusudur. Ardindan, problemin igsel yapisinin ve ¢dziim
stratejilerinin uygunlugunu derinden etkileyen temel niteliklerinin incelendigi analitik bir
evre gelir. Ugiincii asamada, problemi ¢dzmek igin hayati énem tasiyan bilginin
soyutlanmas1 ve yapilandirilmis bir bicimde temsil edilmesi, veri ve kurallarin zarif bir
sekilde diizenlenmesi hedeflenir. Son olarak, problemin dogasina ve sinirlayici faktorlere
en uygun ¢oziim teknigi secilerek uygulanir ve boylece siire¢ tamamlanir. Bu asama,
yontemin problemle uyumlu bigimde biitlinlestigi ve ¢ézlimiin yiiksek bir diizeyde ortaya
ciktig1 evredir. Bu dort agamali yapi, problem ¢dzme siirecine mantiksal bir ¢ergeve
sunarken, ayni zamanda yaraticiligin ve sezginin de yeserebilecegi bir zemin hazirlar (Rich,
vd., 2009: 25).

Bir problemin ¢oziimiine yonelik saglam bir kuramsal zemin olusturabilmek igin,
Russell ve Norvig tarafindan 6nerilen dort temel bilesenin sistematik bi¢imde tanimlanmasi
gereklidir. Bu bilesenler, problem alanimin yapisal biitlinliigiinii kavramak ve etkili ¢6ziim
stratejileri gelistirmek acisindan belirleyici dneme sahiptir. i1k olarak, baslangic durumu
(initial state), problemin ¢dziim siirecinin basladig1 mevcut durumu ifade eder. Ornegin, bir
yol planlama probleminde bu, kisinin bulundugu konum olabilir. Ikinci bilesen olan islem
operatorleri (set of operators), mevecut durumdan yeni durumlara gecisi saglayan eylemler
kiimesidir. Operatorler, 6rnegin bir sehirlerarasi yolculuk probleminde, ulagim igin
kullanilabilecek araglari (araba, ugak, otobiis gibi) temsil eder. Ugiincii bilesen olan hedef
test fonksiyonu, bir durumun hedef durumu olup olmadigim belirler ve ¢6ziim arayisinda
onemli bir rol oynar. Yolculuk 6rneginde, bu fonksiyon, kisinin hedef sehre ulasip
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ulasmadigini kontrol eder. Son olarak, yol maliyet fonksiyonu (path cost function),
baslangi¢ durumundan hedef duruma giden yolun maliyetini hesaplar. Bu maliyet, zaman,
para veya enerji gibi kaynaklar cinsinden ifade edilebilir. Ornegin, Istanbul’dan Ankara’ya
gitmek i¢in farkli ulasim yontemlerinin maliyetleri (benzin, bilet {icreti, siire vb.) bu
fonksiyon ile degerlendirilir. Bu dort bilesen, bir problemin ¢éziimiine yonelik temel
unsurlan yapilandirarak, yapay zekd ve problem ¢ozme alanlarinda kuramsal tutarlilig:
olan sistematik bir ¢ergeve sunar. S6z konusu model, hem teorik analizlerde hem de pratik
uygulamalarda iglevsel bir referans noktasi olarak kullanilmaktadir (Russell & Norvig,
2003: 139).

Yapay zeka sistemleri, belirli bir hedef duruma ulagmak iizere en kisa, en etkili ya
da en uygun ¢6ziim yolunu belirlemek i¢in ¢esitli bi¢imsel arama stratejilerine bagvurur.
Ozellikle karmasik problemlerin ¢dziimiinde, sezgisel bilgiye dayali heuristik arama one
cikmaktadir. “Heuriskein” (bulmak, kesfetmek) kokiinden tiireyen bu yaklasim, kesin
sonu¢ garantisi vermese de pratik ve etkili ¢oziimler sunar. Newell ve digerleri, heuristik
yontemleri, problem ¢6zme siirecinde kesin basari1 garantilemeyen ancak ¢ogu durumda
etkili sonuglar iireten teknikler olarak tanimlamigtir (Newell, Simon, 1958: 6-7). Heuristik
arama, problem uzayinin biiyiik veya hesaplama agisindan maliyetli oldugu durumlarda,
tiim olasiliklar degerlendirmek yerine en umut verici secenekleri one ¢ikararak siireci
optimize eder. Satrang gibi strateji oyunlarinda, bu yontem hesaplama yiikiinii azaltarak en
avantajli hamleleri belirlemeye yardimci olur. Fiziksel sembol sistemleri, akilli eylemler
gergeklestirmek i¢in heuristik aramayi kullanarak ¢oziimleri sembolik yapilar iizerinden
temsil eder ve kademeli degisimlerle hedefe ulasir.

Bu sistemler, sinirh iglem kaynaklari nedeniyle iistel karmagikliktaki problemlerde
sezgisel yaklagimlara bagvurmak zorundadir. Seri iglem yapan sembol sistemleri, belirli
zaman araliklarinda yalmzca smirl islem gergeklestirebildiginden, heuristik arama, bu
siirlamalart asarak etkili ¢oziimler liretmeyi saglar. Boylece, sembol sistemlerinin zeka
kavramini somutlastirmasina katkida bulunur. Bu hipotez, tam anlamiyla formalize
edilmemis olsa da, yapay zekanim temel ilkelerini anlamak ve gelistirmek i¢in kritik bir
teorik cergeve sunmaktadir (Newell & Simon, 1997: 96-97). 1997 yilinda IBM’in Deep
Blue sisteminin diinya satran¢ sampiyonu Garry Kasparov’u yenmesi, yapay zekanin
karmagik problem ¢ozme kapasitesini ve sezgisel algoritmalarm etkinligini gosteren
tarihsel bir donlim noktasi olarak kabul edilir. Bu gelisme, yalnizca oyun baglaminda bir
basar1 degil, ayn1 zamanda yapay zek&nin genel problem ¢bzme stratejilerinde tasidigi
kuramsal ve pratik potansiyelin acik bir gostergesidir. Heuristik arama yontemleri, mevcut
durumdan baslayarak olas1 eylemleri degerlendirir, kazang ve kayip fonksiyonlariyla en
yerinde hareketleri belirler ve hedefin gerceklesmesini dogrulayan bir yapi sunar. Bu
teknikler, yol planlama, optimizasyon ve oyun teorisi gibi alanlarda, karmasik problemlere
etkili ve sistematik ¢oziimler gelistirmek igin kullanilir. Heuristik prensipler yalnizca oyun
stratejileriyle sinirli kalmayip, A* gibi gelismis algoritmalar araciligiyla robotik, lojistik ve
tibbi teshis gibi disiplinlerde basarnyla uygulanmaktadir. Giliniimiizde heuristik
yaklagimlar, yapay zekd ve makine 6grenmesi alanlarinda kritik bir rol oynamaya devam
etmekte ve genis veri kiimelerinde dahi verimli ¢oziimler iiretmektedir. Deep Blue’nun
zaferi, yalnizca teknik bir bagar1 olarak degerlendirilmemelidir. Bu basari, yapay zekanin
insana 0zgii problem ¢dzme yeteneklerine yaklagma siirecinde 6nemli bir esik olusturmus
ve heuristik yontemlerin karmasik, ¢cok boyutlu problemlerde temel bir ara¢ haline
gelmesinin yolunu agmustir.
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II. Dogal Dil isleme (Natural Language Processing - NLP)

Dogal Dil Isleme, insan dilinin yapisal ve anlamsal boyutlarinin bilgisayar
sistemlerince ¢ozlimlenmesi, yorumlanmasi ve iretilebilmesini amaclayan yapay zeka
aragtirma alanlarindan biridir. Insanlar, diisiincelerini ve duygularini organik ve akigkan bir
bicimde dile getirirken, makineler kat1 s6zdizimi kurallarma bagli programlama dilleriyle
caligir. Ancak, bilgisayarlarin insanlarla anlamli ve etkili bir sekilde iletisim kurabilmesi
icin bu dogal akis1 yakalayabilmeleri gerekir. Russell ve Norvig (2003: 2), bu ihtiyaci soyle
vurgular: “Bilgisayarin, ingilizce'de basarili bir sekilde iletisim kurabilmesi i¢in dogal dil
isleme yeteneklerine sahip olmas1 gerekecektir.” Dogal Dil Isleme, dilin i¢sel baglamimi ve
karmagik yapisin1 ¢ozerek, makinelerin insan dilini yalnizca analiz eden degil, aym
zamanda anlamlandiran ve iireten varliklar haline gelmesine imkan tanir. Bu alan, modern
teknolojinin igsellestirilmesini saglayan en dnemli araglardan biri olup, glindelik yasamin
icine dokunan sanal asistanlardan (Siri, Alexa, Google Assistant) derinlemesine metin
analizine, otomatik ¢eviri sistemlerinden (Google Translate) duygu analizi yazilimlaria
kadar genis bir yelpazede kendini gosterir. Boylece, dilsel etkilesimlerin verimliligi
artarken, bilgiye erisim de hizlanir. Daha derin bir diizlemde, Dogal Dil Isleme, yalnizca
kelimeleri ve climleleri isleyen bir teknoloji olmaktan ¢ikip, insan diigiincesini ve niyetini
anlamaya c¢alisan bir entelektiiel arayisa doniiglir. Zira dil, yalnizca sdzciiklerin
toplamindan ibaret degildir. Anlam, baglam, ton, tarihsel ve kiiltiirel referanslar gibi cok
katmanli dgelerin bir araya gelmesiyle olusur. Iste bu yiizden, biiyiik veri analizi, sosyal
medya igeriklerinin anlasilmasi ve akademik arastirmalarda Dogal Dil Isleme nin sagladig
iggoriiler, cagimizin bilgi {iretim siireglerini doniistiirmektedir. Bu alandaki ilerlemelerin
en carpict Orneklerinden biri, IBM'in DeepQA projesiyle gelistirilen ve Jeopardy!
yarigmasinda insan sampiyonlarla rekabet eden Watson sistemidir. Watson'in basarisi,
Dogal Dil Isleme’nin soru-cevap sistemlerindeki derinligini ortaya koymus ve
bilgisayarlarin, insan zekasina yaklasan yanitlar iiretebilecegini gostermistir (Ertel, 2017:
20; Ferrucci vd., 2010: 59).

Yapay zeka, dogal dilin islenmesine yonelik biligsel modelleri sekillendirmek igin,
makine 0grenimi ve derin 6grenme gibi istatistiksel ve cok katmanli yapay sinir ag1 temelli
yontemlere bagvurur. Bu yontemler, dilin derinliklerine inerek anlami ¢dztimlemek ve yeni
ifade bicimleri olusturmak igin bir k&prii islevi goriir. Ozellikle, dil modelleri (language
models) ve sinir aglar1 (neural networks), metinlerin anlamini ¢ikarmak ve iiretmek i¢in
egitilir. Ornegin, Uretken Onceden Egitilmis Transformatdr (Generative Pre-trained
Transformer: GPT) gibi modeller, biiyiik miktarda metin verisi tizerinde egitilerek, insan
benzeri metinler iiretebilir. Bu modeller, kelimeler arasindaki iliskileri 6grenir ve baglama
uygun yanitlar verebilir. Ornegin, “Iklim degisikligi nedir?” sorusuna yanit veren bir yapay
zeka sistemi, yalnizca tanimi degil, ayn1 zamanda etkileri ve ¢6ziim 6nerileri hakkinda da
bilgi verebilir. Bu tiir sistemler, metinleri analiz eder, anlamlarim ¢ikarir ve kullaniciya
ozgiin igerikler sunar. Dogal Dil Isleme'nin temelleri, bilissel dilbilim (cognitive
linguistics) ve yapay zeka arastirmalarina dayanir. Noam Chomsky, dilin yapisini ve insan
zihninin dil liretme yetenegini inceleyerek, dilbilim ve biligsel bilim alanlarmda 6nemli
katkilarda bulunmustur. Chomsky'nin “Evrensel Dilbilgisi” (Universal Grammar) teorisi,
insan dilinin dogustan gelen bir yetenek oldugunu savunur (Chomsky, 1965: 27-28). Bu
teori, yapay zeka arastirmacilarinin dil modellerini gelistirirken ilham aldig1 bir
yaklagimdir. Ayrica, John Searle'n “Cin Odas1” diisiince deneyi, yapay zekanin dil anlama
yetenegini sorgular. Giiniimiizde, Dogal Dil Isleme teknolojileri cesitli alanlarda genis bir
kullanim yelpazesi bulmaktadir. Ozellikle saglik sektdriinde, elektronik hasta kayitlarinin
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analizi, tedavi siireclerinin iyilestirilmesi ve teshislerin dogrulugunun artirilmasi agisindan
onemli bir yer tutar. Bu teknolojiler, dilin karmagikligini ¢6zerek, saglik hizmetlerinin daha
verimli ve etkili hale gelmesini saglar. E-ticaret platformlari, miisteri yorumlarini analiz
ederek {irlin iyilestirmeleri yapar. Ayrica, hukuk alaninda, yasal belgelerin otomatik olarak
incelenmesi ve 6zetlenmesi i¢in Dogal Dil Isleme kullanilur.

III. Makine Gormesi (Machine Vision)

Makine gdrmesi, bir sahnenin veya nesnenin bilgisayar sistemleri tarafindan
anlamlandirilmasini saglayan temel bir bilgi isleme siirecidir. Bu siire¢, dncelikle bir
goriintiiniin X ve Y koordinatlarinda toplanan iki boyutlu verilerden olugmasiyla baglar.
Ardindan, bu veriler bir bilgisayar tarafindan islenebilmesi i¢in sayisal (dijital) formata
doniistliriiliir. Bu doniigiim, bilgisayarin goriintii {izerindeki pikselleri ve onlarin
ozelliklerini analiz etmesine olanak tanir. David Marr’1n ifadesiyle, gorme, goriintiilerden
yola ¢ikarak neyin nerede oldugunu kesfetme siirecidir. Bu siireg, bilginin islenmesi ve
zihinde temsil edilmesini igerir. Beynimiz, goriintiileri anlamlandirip i¢sel temsillere don
Insan gorme yetisi ile makine gérmesi arasindaki fark, algi ile islem arasmdaki temel
ayrismada yatar. Insan gozii, gevreden gelen 15181 algilayan biyolojik bir sensér olsa da, asil
gorsel isleme faaliyeti beynin gorsel korteksinde gergeklesir. GOz, yalnizca ¢evreden gelen
ham veriyi toplar. Bu veriyi anlamlandirarak bilingli bir algtya doniistliren ise beyindir.
Buna karsilik, makine gérme sistemleri, goriintiileri yalnizca veri olarak isler ve insan
algisina benzer bir anlam ¢ikarimi yapmaya calisir. Ornegin, bir endiistriyel robot, montaj
hattindaki pargalar1 kamera araciligiyla tanir ve dogru konuma yerlestirir. Ancak bu islem,
insan zihninin sahip oldugu sezgisel biitiinliikten yoksundur. Makine, yalnizca pikseller ve
desenler iizerinden ylizeysel bir analiz gerceklestirir.

Insan gdrme yetisi, 15131 algilayan gz ile bu veriyi anlamlandiran beynin
etkilesimine dayanir. G6z, ¢evreden gelen 151k ve nesne temelli uyaranlari alarak yalnizca
fiziksel verileri kaydeden biyolojik bir algilayicidir. Bu ham verilerin anlamli, biitiinlikli
ve bilingli bir algiya doniismesi ise, beynin biligsel siiregleri aracilifiyla gerceklestirdigi
yorumlama, baglamlandirma ve deneyimle biitiinlestirme faaliyetlerinin sonucudur.
Makine gormesi, insanin gorsel algi siirecini hesaplamali diizlemde taklit etmeyi
amaclayan bir yapay algi alamdir. Endiistriyel bir robot, gorsel sensorler araciligryla
nesneleri algilayabilir ve bu algiya dayanarak onlar1 belirlenen konumlara hassasiyetle
yerlestirebilir. Ancak bu siireg, insan zihninin sahip oldugu sezgisel kavrayis, baglamsal
yorumlama ve anlam iiretme yetisinden yoksundur. Makine yalnizca sekil ve desenleri
isler, fakat gorsel diinya ile dogrudan bir deneyime sahip degildir. Makine gérmesi, gorsel
sinir bilimi ve yapay zekanin kesigim noktasinda gelisir. Gorsel sinir bilimi, insan beyninin
gorsel bilgiyi nasil isledigini incelerken, yapay zekd bu siirecleri taklit eden sistemler
gelistirmeyi hedefler. Derin 6grenme algoritmalari, genis veri kiimeleriyle yapilan ¢ok
asamali O6grenme siirecleriyle nesne smiflandirmada insan diizeyine yakin performans
gosterir. Bilhassa tibbi goriintillemede, MR ve rontgen analizlerinde yapay zeka, insan
uzmanlardan daha hassas tespitler yapar. Ancak burada temel bir soru dogar: Makine
gergcekten goriiyor mu, yoksa yalnizca desenleri taniyor mu? Makine gdrmesi, insan
algisinin bir yansimasi mi, yoksa onu agsmaya aday yeni bir biligsel form mu? Simdilik
bilingli bir anlam insa edemese de, yapay zeka ve gorsel bilisim teknolojileri, yalnizca
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makinelerin diinyay1 nasil gordiigiini degil, insan algisinin smirlarin1 da kesfetmemizi
saglayan bir ayna islevi gormektedir.

IV. Makine Ogrenmesi (Machine Learning)

Ogrenme yetisi, hem dogal hem de yapay zekanin kurucu niteliklerinden biri olarak
Oone c¢ikar. Yapay zeka ajanlart agisindan 6grenme, bilinmeyen ve degisken cevresel
kosullara uyum saglayabilme kapasitesinin temelidir. Bu uyum siireci, girdiler ile ¢iktilar
arasindaki karmasik iligkilerin ¢dziimlemesi yoluyla bir fonksiyonun edinilmesini igerir.
S6z konusu edinim, biligsel ve hesaplamali baglamda genellikle “indiiktif akil yiiriitme”
olarak tanimlanir. Ornegin, bir spam filtresinin gegmis e-posta verilerini analiz ederek
gelen iletileri “spam” ya da “spam degil” bigiminde etiketlemeyi 6grenmesi, istatistiksel
orlintlilerden genelleme yapma siirecine, yani indiiktif ¢ikarima dayanmaktadir.
Ogrenmenin zekanin temel bir unsuru oldugu fikri, Bonnet tarafindan da vurgulanmaktadir.
Bonnet'ye gore 6grenme, insanlarin, hayvanlarin ve bilgisayarlarin bilgi edinme ve kendini
gelistirme siirecidir. Yapay zekada 6grenme, bir sistemin deneyimlerinden yararlanarak
daha iyi kararlar almay1 6grenmesi anlamina gelir. Baglangicta bilgisayarlar sadece sayisal
verilere dayali Ogrenirken, zamanla bilgiyi kavramsal diizeyde isleyebilen modeller
gelistirildi. Bugiin, yapay zeka sistemleri dogrudan veri kaydedebilir, dis talimatlarla
kendini giincelleyebilir, benzerliklerden 6grenebilir, 6rneklerden genellemelere ulasabilir
ve kendi gozlemleriyle yeni bilgiler kesfedebilir. Teknolojinin hizla biiyiidiigii bir diinyada,
bilgisayarlarin kendi kendine 6grenmesi hem bir avantaj hem de bir gereklilik haline
gelmistir (Bonnet, 1985: 196-197).

Yapay zeka arastirmalarmin 6nemli bir motivasyonu, bilgisayarlarm bu 6grenme
stireclerini anlamak ve taklit edebilen, hatta yeni 6grenme yetenekleri sergileyebilen
programlar gelistirmektir. James R. Slagle'm belirttigi gibi, sezgisel (Heuristic)
programlama, insan zekasin1 anlamak ve bilgisayarlarin karmasik problemleri ¢6zmesini
saglamak amaciyla gelistirilmis bir yaklasimdir ve makine Ogrenmesiyle dogrudan
baglantilidir. Insan diisiince siireglerini modellemeye odaklanan sezgisel programlama,
bilgisayarlara onceden tanmimlanmis problem ¢ozme stratejileri kazandirirken, makine
Ogrenmesi bu stratejileri veriden 6grenerek gelistirmeyi hedefler. Boylece, bilgisayarlar
insan gibi diisiiniip diistinmediginden bagimsiz olarak kendi ¢Oziimlerini iiretebilir.
Bilhassa ekonomi, sosyal bilimler ve miihendislik gibi alanlarda, makine 6grenmesi
sezgisel programlamanin sinirlarint asarak veriyle 6grenen ve kendini siirekli iyilestiren
sistemler olusturur. Sonug olarak, sezgisel programlama bilgisayarlara problem ¢ézme
yetenekleri kazandirirken, makine dgrenmesi bu yetenekleri deneyim yoluyla optimize
ederek bilgisayarlar1 daha 6zerk ve etkili hale getirir (Slagle, 1971: 4).

Sonu¢

Insanlik tarihinin en derin sorularindan biri olan “Diisiinmek ne demektir?” sorusu,
yapay zeka caginda sadece teknik bir mesele olmaktan ¢ikmig, varolugsal bir derinlik
kazanarak, diisiincenin 6ziinii anlamaya yonelik yeni bir kesif arayigina donlismiistiir. Artik
mesele, yalnizca makinelerin hesaplama ve veri isleme kapasitesini asan bir boyuta
ulagsmustir. Asil soru, bu sistemlerin anlam {iretme giiciine sahip olup olmadiklari, bilingli
deneyimler yasayabilme kapasiteleri ve nihayetinde diisiinmeyi yalnizca taklit eden degil,
gercekten diislinen varliklar olarak degerlendirilmeye layik olup olmadiklaridir.

Ik boliimde yapay zekanim tanimsal gergevesi ve tarihsel evrimi, dort kuramsal
paradigma dogrultusunda ele alinmistir: insan gibi diisiinen, insan gibi davranan, rasyonel
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diisiinen ve rasyonel davranan sistemler. Bu kavramsal g¢erceve, yalnmizca teknik bir
smiflandirma sunmakla kalmaz, aym1 zamanda diisiinmenin dogasma iliskin felsefi
gerilimleri de goriiniir kilar. Alan Turing’in “taklit oyunu” ile ortaya koydugu davranigsal
yaklasim, zekdnin disavuruma indirgenebilecegini 6ne siirerken, John Searle’iin “Cin
Odas1” arglimani, bu yaklagimin anlam iiretme ve biling gibi insana 6zgii nitelikleri
gormezden geldigini gosterir. Bu baglamda ilk boliim, yapay zekanin kavranmasinin
yalnizca teknik bir yeterlilik degil, ayn1 zamanda felsefi bir derinlik gerektirdigini ortaya
koyar. Diisiinmek, salt sembolleri islemlemekten ibaret degil, bu sembollere anlam
atfetmek, anlam1 baglamsal bir biitlinliik i¢inde konumlandirmak ve bilingli bir yonelimle
diinyaya acilabilmektir.

Ikinci boliimde, giiglii ve zayif yapay zekd ayrimi ekseninde vyiiriitiilen felsefi
tartigmalar, diisiinmenin salt algoritmik siireclerle agiklanabilir olup olmadigi sorusu
etrafinda yogunlagmaktadir. Giiclii yapay zeka savunuculari, zihnin isleyiginin tamamen
dijital olarak modellenebilecegini one siirerken, elestirel yaklagimlar diisiincenin semantik,
biyolojik ve deneyimsel boyutlarini vurgular. Searle’tin Cin Odasi argiimani, sentaks ile
semantigin birbirine indirgenemez oldugunu gostermesi bakimindan kritik bir doniim
noktasidir. Bu tartisma, sadece yapay zekdnin smirlarini degil, aym1 zamanda bilincin
dogasmi yeniden diisiinmeyi de zorunlu kilar. Bu baglamda, yapay zeka yalnizca insan
davraniglarini taklit eden bir simiilasyon araci olarak goriilmemeli, ayn1 zamanda diisiinme
stireclerinin dogasina dair varsayimlar1 test eden ve zihinsel siireglerin mahiyetini
sorgulayan felsefi bir ara¢ olarak degerlendirilmelidir.

Ugiincii boliim, ¢agdas yapay zeka sistemlerinin bilissel performansini, problem
¢ozme, dogal dil isleme, makine 6grenmesi ve makine goriisii gibi alanlarda sistematik bir
bicimde degerlendirir. Bu sistemlerin gosterdigi teknik basarilar takdire sayandir. Ancak
bu basarilar, makinelerin “anlam iiretebilmesi” ya da “bilingli deneyimlere sahip olmas1”
anlamina gelmemektedir. Makineler Oriintli taniyabilir, metinler iiretebilir ve karmasik
verileri analiz edebilir, ancak bu siireclerin ardinda semantik bir farkindalik ya da 6znel
deneyim bulunmamaktadir. Bu boliim, insan zihni ile yapay zeka arasindaki temel farklar
netlestirirken, yapay zekanin sinirlarinin nerede basladigi ve nerede sona erdigi konusunda
derin bir tartigma zemini sunmaktadir.

Genel olarak degerlendirildiginde, bu makale yapay zekanin yalnizca bir
miihendislik harikas1 degil, ayn1 zamanda felsefi bir meydan okuma oldugunu giiclii bir
bigimde ortaya koymaktadir. Insan zihni nedir? Biling yalmzca biyolojik bir olgu mudur?
Hesaplama siiregleri, diisiinmeyi taklit edebilir mi yoksa gercek anlamda diisiinen sistemler
yaratmak miimkiin miidiir? Bu sorular, yapay zeka teknolojisinin Gtesine gegen, insan
varolusunun temelini sorgulayan meselelerdir. Sonu¢ olarak, yapay zekadyi anlamaya
calismak, insan1 anlamaya calismaktir. Diisiinmeyi anlamak, yalnizca yapay sistemlerin
bilissel smirlarin1 ortaya koymakla kalmaz, aynm1 zamanda insani- biling sahibi, anlam
iireten ve kendine yonelme yetisiyle varligini kuran bir 6zne olarak - yeniden tanimlamay1
zorunlu kilar.
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