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verme potansiyelini donaniminda bulundurdugu i¢in- sadece esya olduklari goriisii, onlarin basit
birer alet veya ara¢ olmadiklari, aksine dgrenme, degerlendirme, akil yiiritme, tahmin etme,
sonug ctkarma, karar verme gibi insana ait bazi biligsel ozelliklere sahip olduklart yoniinden
elestirilmektedir. Bu elestirilerden hareketle de onlara kisilik taninmasi gerektigi goriisii yiiksek
sesle dillendirilmektedir. Bunlar arasinda en fazla taraftar toplayanlar ise “elektronik kisi” ve
“tiizel kisi” goriistidiir. Yapay zeka, teknolojik yapisi geregi onu yaratan insanlar taklit ederek
gelismektedir. Insan néronlarimin galigmasi taklit edilerek yaratilan ve derin 6grenme teknigiyle
otonom hale gelen yapay zeka, acik olarak insandan hareket etmektedir. Elektronik kisi ya da
tiizel kisi diyerek ne kadar insandan uzaklagtirmaya caligsak da 6rtiilii olarak benzettigimiz varlik
insandir. Dolayisiyla yapay zekdya kisilik tanimaya c¢alisirken sadece insandan hareket
edebiliriz. Caligmamn amaci; doga durumundaki insanin hukuki duruma gegisini saglayan ahlaki
ilkelerin yapay zekaya uyarlanip uyarlanamayacagini ve yapay zekanin toplumsallagtiriimasinin
olanakl1 olup olmadigini tartismaktir. Doga durumundan hukuki duruma gegisi saglayan ahlaki
ilkeler; “ahde vefa (pacta sunt servanda)”, “kimseye zarar verme (neminem laedere)”, “kuvvet
kullanarak kendi varligim koruma (vim vi repellere licet)” ve “esitliktir (aequabilitas)”. Bu
ilkeler gergeklesmeden hukuk? bir diizen tasavvur edilemez.
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The view that artificial intelligence systems, particularly autonomous robots, are merely objects
due to their potential to cause harm because they possess the ability to move, is criticized on the
grounds that they are not simple tools or instruments. Rather, they possess certain cognitive traits
that are typically human, such as learning, evaluating, reasoning, predicting, drawing
conclusions, and decision-making. Based on these criticisms, the view that artificial intelligence
should be granted personality is being voiced with great emphasis. The most widely supported
views are the "electronic person" and "legal person" perspectives. Due to its technological
structure, artificial intelligence develops by imitating its creators, humans. Artificial intelli gence,
created by mimicking the functioning of human neurons and becoming autonomous through deep
learning techniques, clearly operates based on human actions. Regardless of whether we attempt
to distance them from humans by calling them electronic persons or legal persons, the entity we
implicitly compare them to is still human. Therefore, when attempting to grant personality to
artificial intelligence, we can only base this on human traits. The aim of this study is to discuss
whether the moral principles that allow the transition of humans from the state of nature to a
legal state can be adapted to artificial intelligence, and whether the socialization of artificial
intelligence is possible. The moral principles that facilitate the transition from the state of nature
to a legal state are: "keeping promises," "not causing harm to others," "self-preservation through
the use of force," and "equality." A legal order cannot be conceived without the realization of
these principles.
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EXTENDED SUMMARY

Research in the field of Al has led to the development of autonomous Al systems that can respond cognitively
in a manner similar to human behavior through different algorithmic structures, complex software, artificial neural
networks, and deep learning. These systems can act independently without external intervention, communicate with
their environment either physically or digitally, learn from their experiences, incorporate what they learn into their
decision-making processes, change their behavior, and make concrete choices for actions. Since their behavior in
specific situations cannot be precisely predicted by their programmers, they directly influence the final outcomes.

A robot equipped with Al possesses the ability to communicate with others, have internal knowledge within
its programming, acquire information from the external world through deep learning techniques, exhibit a certain
degree of consciousness, and display a certain level of creativity. This can lead them to act in ways that their
programmers or creators could not foresee and therefore cannot control.

The ability of artificial intelligence systems to mimic human thinking and their autonomous features have led
to different opinions on how the legal system should position them and where. We can categorize these opinions as
“property view”, “electronic person view”, “legal person view”, “electronic representative view”, “electronic slave
view”, and “product view”. Among these views, the ones that have garnered the most support are the electronic
person view and the legal person view.

In the 2017 Recommendation Report of the European Parliament's Legal Affairs Committee on Civil Law Rules
on Robotics, it was proposed that in the long term, artificial intelligence systems with autonomous features, especially
autonomous robots, be granted electronic personality as a new type of personality different from natural and legal
persons, thus opening the door to electronic personality. The importance of the report is that it is an official text that
suggests that autonomous robots can be recognized as persons.

According to the report, a special legal status in the form of electronic personality can be created for
autonomous artificial intelligence (especially robots) that can learn from experience, interact with their environment
in an unpredictable way, and make decisions on their own. By granting them electronic personality, artificial
intelligence autonomous robots will be held liable for the damages they may cause.

According to the view that artificial intelligence can be granted legal personality, legal personality is a fictional
and flexible concept that encompasses an expanding range of actors depending on social and economic
developments. Legal personality is created to contribute to a legislative policy, such as the consistency and stability
of the legal system, to realize certain social goals and to support entrepreneurship.

As society develops, new actors emerge, and as these actors assume a social role, it becomes necessary to
recognize them as persons. Entities that are granted personality by the legal order to perform certain social functions
add value to society. Artificial intelligence, as such an entity, can participate in social life in the form of a legal person
limited by obligations.

According to the view that autonomous artificial intelligence systems can be recognized as legal entities, the
entities recognized as legal entities by the legal order are not uniform, nor are their rights and obligations the same.
Since we say that “personality is the sum of rights and obligations”, these rights and obligations may be divided and
differentiated in each personality. As a matter of fact, while legal persons are considered at the same level as natural
persons in some respects, they do not have the same legal status in many respects.

Following the same logic, it is possible to grant artificial intelligence autonomous robots a legal personality
limited to obligations, regardless of the view that they should never be legally and de facto included among persons.
Just like companies, they can be registered, acquire a domicile, and there would be no need for a legal regulation by
incorporating them into a legal entity.

In an open letter, experts from different fields such as artificial intelligence engineering, robotics, law,
medicine and ethics opposed the recommendation of the European Parliament's Legal Affairs Committee on the
electronic person. The electronic person proposal has been criticized on the grounds that it exaggerates the
capabilities of even the most technically advanced robots, does not fully understand the unpredictability and learning
characteristics of robots, and is the product of an idea of robots distorted by science fiction culture. The legal
personality view, on the other hand, has been criticized on the grounds that legal persons are governed by the will of
the people who constitute them, and that artificial intelligence can make and implement independent decisions, and
therefore it would not be appropriate to grant legal person status.

In 2020, the European Parliament moved away from the view of “electronic personality” and reached the
view that a new liability based on product liability with different rules and different rules for the liability of businesses
using artificial intelligence should be established. In order to serve to draw the necessary legal framework for a
trustworthy artificial intelligence, the European Commission presented the Proposal for an Artificial Intelligence
Regulation. “Regulation (EU) No 2024/1689 Introducing Harmonized Rules on Artificial Intelligence and Amending
Certain Union Legislative Acts” (EU Al Act), which was submitted by the European Commission on 21 April 2021 and
sets out rules on the placing of Artificial Intelligence (Al) systems on the market, putting them into service and
prohibiting certain practices, was published in the EU Official Journal on 12 July 2024 and entered into force on 1
August 2024.

Although the discussions that started very fast and fiercely around the world have slowed down and the view
that artificial intelligence is a product has become widespread, it should be noted that every development in the field
of artificial intelligence prevents the end of the discussions.

The study is based on two questions:

1. Whether the basic moral principles that enable the transition from the state of nature to the legal state can
be applied to the relationship between autonomous artificial intelligence and humans.

2. Whether the socialization of artificial intelligence is possible.
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For the transition from the state of nature to the legal state to take place, there must first be a mutual
agreement to give up certain rights. This agreement to abide by the promises made is not only effective at the time
it is made, but also means the continuity of the existence of the parties to the agreement.

In this context, the first legalized moral rule is pacta sunt servanda. Another rule of legal morality that enables
the transition to the legal situation is not to harm others (neminem laedere). The commandment “do no harm” is
related to social life and serves to ensure social peace. The third rule is to protect one's own existence by force (vim
vi repellere licet). The fourth rule is the recognition of the equality of the participants in the agreement. This
agreement is necessarily based on the assumption that the other is equal to oneself, at least as a subject. A legal order
cannot be conceived without recognizing these principles.

In the historical process, the acquisition of legal personality has been conditioned on the assumption of social
obligations and duties. Thus, the aforementioned condition necessitates that the entity to be attributed personality
must become a social reality. In this context, in order for an entity to be able to live regularly in society as a member
of the society, it is deemed necessary to have the ability to have rights and duties.

I. GIRIS

Hukuk, yapay zeka sistemlerini -6zellikle de otonom robotlari- esya olarak tanimlamakta zorlanmakta
ve onlara ayr1 bir hukuksal konum atfetme gereksinimi duymaktadir. Giiniimiizde fiziksel veya dijital olarak
cevresiyle iletisime gecen, kendi kendine Ogrenen, Ogrendiklerini karar alma siirecine dahil eden,
ogrendiklerine dayanarak inisiyatif alan, davrani degisikligine giden, nihai sonug iizerinde dogrudan etkide
bulunan otonom' yapay zeka sistemlerinden s6z edilmektedir?.

Yapay zeka bilisim sistemlerinin karar mekanizmalarinda dogrudan karar verici hale gelmesi, akill
cihazlar veya cevrelerindeki insanlarla iletisime gecerek bilgi ve yeteneklerini gelistirmesi, bu tiirden bir
¢evrenin uyaranlarina kendi dzelliklerini, durumlarini uyarlayarak tepki vermesini saglayan ise® teknik
kosullarini olusturan derin 6grenme ve yapay sinir aglaridir’.

Insanlig1 gelecege tasiyacak bir arag olarak degerlendirilen yapay zekd calismalarinin -bilindigi
kadariyla- hedeflenenden gok daha ileri seviyede olmasi, cesitli tiirden endigeleri ortaya ¢ikarmakta; yapay
zeka ne olduguyla degil, neler yapabilecegiyle konusulmaktadir. Ciinkii, yapay zeka sistemleri, otonom hale
geldikce kontrol edilmeleri zorlagmakta ve {reticinin ya da kullanicisinin onun tiim eylemlerini
programlayabilmesi ya da planlayabilmesi de gii¢lesmektedir’.

Bu muazzam teknolojik ilerleme karsisinda yapay zekal varliklara -6zellikle de otonom robotlara-
kisilik tanmnmas1 gerektigi goriisi yiiksek sesle dillendirilmektedir. Bunlar arasinda en fazla taraftar
toplayanlar1 ise “elektronik kisi” ve “tiizel kisi” goriisiidiir. Ancak farkli kapsamdaki kisilik
modellemesinden hareket eden goriislerden higbiri heniiz bir yasal diizenlemeye konu olmamustir.

Yapay zekaya elektronik ya da tiizel kisilik tanima egilimi, hangi goriise yaslanilirsa yaslanilsin,
hukuk hayatinda kisi olarak var olmayan bir nesneye kisilik tanima ¢abasidir. Diger bir deyisle, yapay bir
varligin hukukilestirilmesi ve hukuk sahnesinde 6zne olarak yer almasi istenilmektedir. Bu baglamda da
sorun, yapay zekaya kisilik tannmasinda degil, onun hukukilestirilmesinde yatmaktadir.

Caligmanin amact; doga durumundaki insanin hukuki duruma gegisini saglayan ahlaki ilkelerin yapay
zekdya uyarlanip uyarlanamayacagini ve yapay zeka ile bir toplumsal sdzlesme akdetmek suretiyle yapay
zekanin toplumsallagtirilmasinin olanakli olup olmadigini tartismaktir.

Gordon/Lutz; karar verme algoritmasinin deneyimlerinden dgrenerek algoritmasinin disina ¢ikabilmesi ve insan kontrolii olmadan
nihai karar vermesi durumunda 6zerkligin bagladigim belirtmektedirler. Otonominin derecelerini §oyle siralamaktadirlar: 1.
Derece: Biitiin kararlari insanlar verir. 2. Derece: Sistem olasi biitiin alternatifleri hesaplar. 3. Derece: Sistem olasi alternatifl er
arasindan daha kiigiik bir se¢im yapar. 4. Derece: Sistem bir alternatif onerir. 5. Derece: Insan bu oneriyi kabul eder, kabulden
sonra sistem bunu siirdiiriir. 6. Derece: Insan belirli bir zaman dilimi icinde sistemin kararmi reddedilir, aksi taktirde sistem
Onerisini siirdiirtir. 7. Derece: Sistem bagimsiz olarak ¢alismasini yiiriitiir ve ¢alismasi hakkinda insana bilgi verir. 8. Derece:
Sistem bagimsiz olarak ¢aligmasim yiiriitiir ve ¢alismasi hakkinda insan isterse bilgi verir. 9. Derece: Sistem bagimsiz olarak
calismasini yiiriitiir ve ¢aligmasi hakkinda sistem isterse bilgi verir. 9. Sistem 6zerk hareket eder ve karar alma siirecinde insant
g0z ardi eder (bkz. Gordon, Clara-Ann/Lutz, Tanja: “Haftung fiir automatisierte Entscheidungen — Herausforderungen in der
Praxis”, Schweizerische Zeitschrift fiir Wirtschafts- und Finanzmarktrecht, 2020, s. 55).

Wagner, Gerhard: “Verantwortlichkeit im Zeichen digitaler Techniken”, Zeitschrift fiir Versicherungsrecht, Haftungs- und
Schadensrecht, 2020, s. 719-720; Zech, Herbert: “Zivilrechtliche Haftung fiir den Einsatz von Robotern Zuweisung von
Automatisierungs- und Autonomierisiken”, icinde Intelligente Agenten und das Recht, Sabine Gless/ Kurt Seelmann (Hrsg.),
Nomos Verlagsgesellschaft, Baden-Baden 2016, s. 170-171; Kirn, Stefan/Miiller-Hengstenberg, Claus D.: “Intelligente (Software-
)Agenten: Von der Automatisierung zur Autonomie? Verselbstindigung technischer Systeme”, MultiMedia und Recht, 2014, s.
226; Forster, Doris/Rieder, Janika: “Roboter als Rechtssubjekte-Der Streit um die E-Person”, Juridica International, 30, 2021, s.
32.

Pagallo, Ugo (Ceviren Ceren Soydan): “Vital, Sophia ve Sti.-Robotlarmn Hukuki Kisiliginin Arayisinda”, Cankaya Universitesi
Hukuk Fakiiltesi Dergisi, 5(1), 2020, s. 4051.

4 Wagner, VersR 2020, s. 720.

> Omlor, Sebastian: “Methodik 4.0 fiir ein KI-Deliktsrecht”, Zeitschrift zum Innovations- und Technikrecht, 2020, s. 221-222;
Chesterman, Simon: “Artificial Intelligence and the Limits of Legal Personality”, International and Comparative Law Quarterly
69(4), 2020, s. 840-841; Erhardt, Jonathan/Mona, Martino: “Rechtsperson Roboter-Philosophische Grundlagen fiir den rechtlichen
Umgang mit kiinstlicher Intelligenz”, i¢inde Intelligente Agenten und das Recht, Editorler: Sabine Gless/Kurt Seelmann, 1. Baski,
Nomos Verlagsgesellschaft, Baden-Baden 2016, s. 62; https://t24.com.tr/yazarlar/gunec-kiyak/insan-yapay-zeka-rekabeti,33430
[E.T. 22.02.2024]; Gordon/Lutz, s. 59
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1. KONUNUN BELIRLENMESI

Yapay zekaya sahip bir robot; halihazirda baskalariyla iletisim kurma, programi dahilinde igsel
bilgiye sahip olma, derin 6grenme teknigiyle dissal diinyadan bilgi edinme, belirli dl¢iide bilinglilik, belirli
dlgiide yaraticilk ozelliklerini tagimaktadir®. Bu ozellikler, yapay zekdnin basit bir esya olarak
nitelendirilmesine engel olmaktadir. Makine dgrenmesi ve derin 6grenme teknikleriyle su anda var olan dar
yapay zekanin bile insandan ¢ok daha hizli bir bigimde dgrenmesi, programlayanlarin dngéremeyecegi bir
bigimde gevreye uyum saglamasi’, nesnelerin interneti yoluyla diger yapay zekali varliklarla iletisime
gecmesi, hareket etme yetenegi nedeniyle zarar verme potansiyeli bulunan otonom robotlarin varligi ve
ongoriillemezligi, yapay zekdyr esyanin smirlari igerisine hapsetmeyi giiclestirmektedir®. Bu giiglikten
hareketle de yapay zekaya kisilik tanmmmasi gerektigi goriisii yiiksek sesle dillendirilmekte, bunlar arasinda
en fazla taraftar toplayanlar ise “elektronik kisi” ve “tiizel kisi” goriisii olarak belirmektedir.

Yapay zeka sistemlere elektronik ya da tiizel kisilik tanimabilecegi goriisleri, hukuksal kisilik
kavramiin sosyo-ekonomik ve sinifsal karakteri ile tarihsel goreceliligine, Antik Cag ve Orta Cag’da kimi
insanlardan hukuksal kisiligin esirgenmesine dayanmaktadir’.

III. GORUSLER

A. Elektronik Kisi Goriisii

Avrupa Parlamentosu Hukuk isleri Komisyonu’nun 2017 tarihli Robotikler Hakkinda Medeni Hukuk
Kurallar1 Tavsiye Raporu’nda'’; uzun vadede, otonom ozellige sahip yapay zeka sistemlerine -6zellikle de
otonom robotlara-, gergek ve tiizel kisilikten farkli, yeni bir kisilik tiirii olarak elektronik kisilik verilmesi
onerilmis, boylece elektronik kisinin kapisi aralanmistir'!, Rapor, otonom robotlara kisilik taninabilecegini
ongoren hukuki ve resmi bir metin olmast hasebiyle biraz daha 6ne ¢ikmaktadir.

Tavsiye Raporu’na gore; deneyimleriyle Ogrenebilen, cevreleriyle ongoriillemeyen bir bicimde
etkilesime gecen, kendiliklerinden karar alabilen otonom 6zellige sahip yapay zeka (6zellikle de robotlar)
icin elektronik kisilik seklinde 6zel bir yasal statii olusturulabilir. Bunlara elektronik kisilik taninmasiyla
birlikte yapay zeka otonom robotlar, verebilecekleri zararlardan sorumlu tutulabilecektir'.

Avrupa Birligi ve uluslararasi 6gretideki baskin goriis, yapay zeka bilisim sistemlerine ayr1 bir kigilik
tanmabilecegi goriigiiniin daha fazla ilerletilmemesi yoniinde gelismistir'®. 2020 tarihinde Avrupa
Parlamentosu “elektronik kisilik” goriigiinden uzaklagmus; yapay zeka kullanan igletmelerin sorumluluguna
iligkin ve farkli kurallarla bezeli, {iriin sorumlulugu tizerinden temellenen yeni bir sorumluluk ihdas edilmesi
gerektigi goriisiine ulagmustir'*. Avrupa Komisyonu tarafindan 21 Nisan 2021 tarihinde sunulan ve Yapay
Zeka (YZ) sistemlerinin piyasaya arzi, hizmete sunulmasi ve bazi uygulamalarin yasaklanmasina dair
kurallart belirleyen “Yapay Zekd Hakkinda Uyumlastirlmig Kurallar Getiren ve Bazi Birlik Yasama
Tasarruflarini Degistiren (AB) 2024/1689 say1li Tiiziik”, 12 Temmuz 2024 tarihinde AB Resmi Gazetesi’'nde
yayimlanmis® ve 1 Agustos 2024 tarihinde yiiriirliige girmistir'.

B. Tiizel Kisi Goriisii

Otonom yapay zeka sistemlerine tiizel kisilik taninabilecegi goriisiinii savunan yazarlar'’; yapay
zekaya kisilik taninmasinin akla yatkin oldugunu, fakat “epistemolojik ve ontolojik sebeplerle” gergek kisi

=N

Solaiman, Sheikh Mohammad: “Legal Personality of Robots, Corporations, Idols and Chimpanzees: a Quest for Legitimacy”,

Artificial Intelligence Law, 25(2), 2017, s. 171-172.

Tnsanlarla sohbet yoluyla 1rkgilig1 ve cinsiyetciligi 6grenen yapay zeka ornekleri: Microsoft sirketinin, farkli sosyal platformlar

tizerinde genglerle sohbet etmek tizere tasarlanan Tay isimli yapay zekd, 24 saat i¢inde 1rkgi, cinsiyetgi ve nefret dolu s6ylemleri

ogrenmis, soykirimi destekleyen, Hitler ve Nazi hayram bir varlik haline doniismiis ve sirket tarafindan once attigi tweetler
silinmis, arkasindan kapatilmistir. https://bigumigu.com/haber/microsofttan-insanlarin-irkciligi-ogrettigi-yapay-zekasi-taye-uslu-
ikiz-zo/ [E.T: 03.07.2024]. )

Google'in yapay zekd modeli Gemini, Ikinci Diinya Savasi'ndaki Alman askerlerinin gorsellerini, sari irk, siyah irk gibi farkli

irklardan insanlar olarak @iretmistir. https://www.gazeteduvar.com.tr/googlein-yapay-zekasi-gemini-hedefte-elon-musk-mi-hitler-

mi-haber-1673008 [E.T.14.01.2025].

Bak, Basak: “Medeni Hukuk Agisindan Yapay Zekamin Hukuki Statiisi ve Yapay Zekd Kullannmindan Dogan Hukuki

Sorumluluk”, Tiirkiye Adalet Akademisi Dergisi, (35), 2018, s. 217.

Bryson, Joanna J./ Diamantis, Mihailis E./ Grant, D. Thomas: “Of, for, and by the People: the Legal Lacuna of Synthetic Persons”,

Artificial Intelligence Law, 25, 2017, s. 277-280; Chesterman, s. 823-824, s. 830-832; Forster/Rieder, s. 37.

10 https://www .europarl.europa.eu/doceo/document/A-8-2017-0005_EN.html?redirect [E.T. 06.01.2024].

'Wagner, Gerhard: “Haftung fiir Kiinstliche Intelligenz — Eine Gesetzesinitiative des Européischen Parlaments”, Zeitschrift fiir
Europdisches Privatrecht, 2021, s. 549; Wagner, VersR 2020, s. 738-739; Omlor, s. 223; Akkurt, Sinan Sami: “Yapay Zekamn
Otonom Davramslarindan Kaynaklanan Hukuki Sorumluluk”, Uyusmazlik Mahkemesi Dergisi, (13), 2019, s. 46-47, s. 51-53;
Zorluel, Mustafa: “Yapay Zeka ve Telif Hakk1”, Tiirkiye Barolar Birligi Dergisi, (142), 2019, s. 344-346; Forster/Rieder, s. 32.

12 Gordon/Lutz, s. 56; Akkurt, s. 52; Sahin, Ozkan Gizem/ Sahin, Cagatay: “Yapay Zekal Varliklara Elektronik Kisilik Modeli
Tanminmasina iligkin Eurobotics Raporu ve Fikri Miilkiyet Sorunu Baglaminda Meseleye Yaklagim”, inénii Universitesi Hukuk
Fakiiltesi Dergisi, 13(1), 2022, s. 119.

13 Aydin, Gayretli Seda: Yapay Zekanmn Uriin Sorumlulugu, Ankara 2023, s. 86.

14 Ayrintili bilgi icin bkz. Wagner, ZEuP 2021, s. 550-572; Bertolini, Andrea: “Robots as Products: The Case for a Realistic Analysis
of Robotic Applications and Liability Rules”, Law Innovation and Technology, 5(2), 2013, s. 235-239.

13 https://www.ab.gov.tr/ab-yapay-zeka-yasasi-yayimlandi 53836.html [E.T. 19.02.2025].

16 https://www.erdem-erdem.av.tr/bilgi-bankasi/avrupa-birligi-yapay-zeka-yasasinin-turkiyedeki-aktorlere-yansimalari [E.T.
19.02.2025].

17 Goriig igin drnek olarak bkz. Andrade, Francisco/Novais, Paulo/Machado Jose” / Neves, José: “Contracting Agents: Legal
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olarak diizenlenemeyecegini, oncelikle ortaya koymaktadirlar. Bu goriise gore tiizel kisilik; toplumsal ve
ekonomik gelismelere bagl olarak hukuk diizenince taninan, ayni hak ve yiikiimliiliiklere sahip olmayan mal
ve insan topluluklarindan olusan, kurgusal ve esnek bir kavramdir. Belirli toplumsal iglevleri gergeklestirmek
tizere hukuk diizeni tarafindan kendilerine kisilik taninan varliklar topluma bir deger katmaktadirlar. Yapay
zeka da bdyle bir varlik olarak yilikiimliiliiklerle sinirl bir tiizel kisi bigiminde toplum hayatina katilabilir.

Yapay zekaya tiizel kisilik taninabilecegi gortisi, tiizel kisiligin toplumdaki amaglarina uygun olarak
hukuk diizeni tarafindan taninan kurgusal bir statii olmasindan hareket etmektedir. Tiizel kisiligin bizatihi
kendisi bir varsayimdir, toplum i¢in yaratilan yapay bir varliktir, onun kurumsal haklar1 insan hakki degildir
ve onu kuranlarm haklarindan bagimsiz olarak sadece kurulus amaciyla belirlenebilir'®. Goriis; bu resimden
yararlanilabilecegi ve sorumluluk alaninda ortaya ¢ikan boslugu doldurmak tizere yiikiimliliikleriyle
belirgin bir kisi olarak yapay zekanin hukuk sahnesinde yer alabilecegini ileri siirmektedir”.

Bu goriisii savunan yazarlardan Raskulla, hibrit bir tiizel kisilik modelinin kurgulanabilecegini ileri
siirmektedir®. Yazara gore, gergek kisi insanlarin en dnemli 6zelligi, 6zerk olmalaridir. Bir kisilik énerisinde
bulunmak durumunda kaldigimiz yapay zeka, fiziksel veya dijital olarak ¢evresiyle iletisime gecen, kendi
kendine 0grenen ve 0grendiklerine dayanarak inisiyatif alan, otonom bir sistem olduguna gére, o halde
ozerktir. Tiizel kisiler, insan ya da mal topluluklardan olugur. Insanin karar ve davranigi olmadan yapay zeka
varlik kazanamayacagina gore iireticisi, programlayicist ve kullanicisinin da i¢inde yer aldig1 bir gruptan,
bir topluluktan s6z edebiliriz. Keza, yapay zeka, tiizel kisi gibi modern diinyanin gereksinimini karsilayan
yapay bir varliktir?. O halde, 6zerkligi gercek kisiden, grubun bir parcast olmasi ve yapay olmas tiizel
kisiden gelmektedir.

Tiizel kisilik taninabilecegi goriisiinden hareket eden yazarlar, tiizel kisiligin arkasinda her daim
gereek kisinin bulundugu elestirisine karsi, insan faktoriiniin hi¢bir bigimde yer almadig: tiizel kisilerin
bulundugu savunmasini yapmaktadirlar. Hindistan’da kutsal olarak kabul edilen tapinaklara tiizel kisilik
verilmesini, Yeni Zelanda’nin Whanganui Nehri’ne kutsal oldugu igin tiizel kisilik taninmasini ve Ekvator
Cumhuriyeti’nin bir anayasa degisikligiyle Ekvator ekosistemini tiizel kisi olarak kabul etmesini drnek
olarak gostermektedirler”

IV. DOGA DURUMUNDAN HUKUKi DURUMA GECISiN ZORUNLULUGU

Yapay zeka, teknolojik yapisi geregi insanlari taklit ederek gelismektedir. Insan néronlarinin
caligmasi taklit edilerek yaratilan ve derin 6grenme teknigiyle otonom hale getirilen yapay zeka, agik olarak
insandan hareket etmektedir. Fiziksel diinyada bir varligmin olmasi nedeniyle 6zellikle robotlarin insana ¢ok
daha yakin oldugu bir gergektir. Elektronik kisi diyerek ne kadar insandan uzaklastirmaya ¢aligsak da ortiilii
olarak benzettigimiz varlik insandir. Dolayisiyla yapay zekaya kisilik tanimaya ¢alisirken sadece insandan
hareket edebiliriz. Hukuk, bir varliga kisi diyebilmek icin bir taraftan diizenledigi alan olan toplumsal
yasamdan, Ote taraftan da bir rasyonaliteden hareket etmelidir. Yapay zekd otonom robotlara kisilik
tantyabilmek icin, bunlarin hukuk sahnesinde hukuk 6znesi olabilecek bir konumda olmalari gerekir.
Hukukun ilk saptamasi, hakkin O6znesini belirlemek olmalidir. Ciinkii, hukukun merkezi temel
kavramlarindan biri olan hakkin 6znesi belirlenmeden haklardan ve yiikiimliiliiklerden s6z etmenin bir
anlami yoktur. Hak, objektif hukuk tarafindan hukuk siijelerine taninan ¢ikarlarinin korunmasini isteme
yetkisidir. Hak; kisisel bir durumla baglantili olup, miinferit bireye, devletin ve toplumun giiciinden
bagimsiz, kendisinin sorumlu oldugu bir varlik ve Ozgiirliik alan1 bahseder. Bu anlamda hak kiginin
varhi@inin, 6zgiirligiiniin ve iradesinin korunmasina hizmet eder?.

Bu baglamda, yapay zeka bilisim sistemlerine, 6zellikle de insansi robotlara, kisilik tanimanin kogulu;
yapay durumdan hukuki duruma gegisin saglanmasidir. Yapay zeka sistemleri, kaginilmaz olarak
yaraticilarini taklit etmekte, islevsel olarak insana benzemektedir. O halde doga durumundaki insanin
neden ve nasil hukuki duruma gegtigi sorusunun yanuti, bir hareket noktas: olabilir®.

Insan, varligin1 devam ettirebilmek i¢in, dogal olan toplumsal yasami kurmus, doga durumundan
hukuki duruma gegisi gergeklestirmek suretiyle savas halini ortadan kaldirmus, barisi saglayarak toplumsal
diizeni kurmustur®. Nitekim, toplumsal yasamim saglikli bir bigimde yiiriitiilmesi, toplumsal yasama dair
beklentilerin kargilanmasi, toplumsal yasamin giivence altina alinmasi, barig, huzur, giiven ortaminin
kurulabilmesi igin insanlarin davramiglarinin tanimlanmasi, kurala baglanmasi gerekir. Insan, toplumsal
yagami kurma ve barigt siirdiirebilme konusunda kural koyabilme bagarisina sahip olan varliktir ve insanin
bu 6zelligi, onu, hukukun konusu haline getirmektedir”. Dogal yasamin toplumsal yasama doniisiimii

goriisii hakkinda bkz. Bayamlioglu, Emre: “Akilli Yazilimlar ve Hukuki Statiisii: Yapay Zeka ve Kisilik Uzerine Bir Deneme”,
Ugur Alacakaptan’a Armagan, Istanbul 2008, s. 139-140.

18 Tiizel kisilik hakkinda bkz. Chatman, Carliss N.: “The Corporate Personhood Two-Step”, Nevada Law Journal, 18(3), 2018, s.
860-861; Bryson/Mihailis/ Grant, s. 277-280.

19 Chesterman, s. 824-825.

20 Raskulla, s. 8-10 ve s. 14.

21 Raskulla, s. 6-7.

22 Goriis icin ornek olarak bkz. Chesterman, s. 822.

2 Riithers, Bernd/Fischer, Christian/Birk, Axel: Rechtstheorie mit Juristischer Methodenlehre, 8. iiberarbeitete Auflage, Beck
Verlag, Miinchen 2015, s. 40.

24 Bryson/Diamantis/Grant, s. 284.

25 Bu fikrin ilham kaynag icin bkz. Joerden, C. Jan: “Der Ebenen des Denkens iiber Gerechtigkeit: Dargestellt am Beispiel einiger
rechtsethischer Regeln und Prinzipien”, Archiv fiir Rechts- und Sozialphilosophie, 74(3), 1988, s. 307-330.

26 [s1ktag, Yasemin: Hukuk Baslangici, Filiz Kitabevi, Istanbul 2021, s. 34-35.

%7 Giirkan, Ulker: “Kisilik Kavraminin Evrimi”, Prof. Dr. Hamide Topguoglu’'na Armagan, Ankara Universitesi Hukuk Fakiiltesi
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acisindan normatif bir cergevenin olusturulmasi hayati onemdedir®. Aristoteles, doga durumundan hukuki
duruma gecemeyen, sitenin diginda kalan insan1 Homeros un “klansiz, kanunsuz, vicdansiz, kalpsiz” olarak
nitelendirdigini ve dogast geregi toplumsal olmayan birinin de “savas ag1g1” oldugunu belirtmektedir?.

Hobbes'a gore, doga durumundaki insan, zihinsel ve fiziksel olarak esittir; ¢iinkii en zayif insanin
dahi en giiclii insan1 dldiirmeye giicli yeter. Insan insanin kurdudur (homo homini lupus est). Bu esitlik
anlagmazlik yaratir ve insan rekabet, glivenlik igerisinde olmama ve gii¢lii namni siirdiirme amaciyla siirekli
savasir. Bu ise iiretimi, iiretilen mallarin dagilimini, bilgiyi, sanati, edebiyati ve toplumun gelismesini
engeller. Ciinkil, siirekli siddet nedeniyle ortada sadece dliim korkusu ve tehdidi, nefret ve diizensizlik vardir.
Dolayisiyla yukarida da ifade edildigi iizere, doga durumundan hukuki duruma gegisi gergeklestirmek
suretiyle insan, savas halini ortadan kald1rm1§, barist saglamis ve toplumsal diizeni kurmustur®. Insanin
evrimsel tarihi g6z oniine alindiginda, insan, varolugsal sorununu ¢dzmek, diismanca buldugu dogal ortamda
hayatta kalmak i¢in yerlesik diizene gegmistir®',

Hobbes, devletin varligini da doga durumundan hukuki duruma gegise dayandirmaktadir. Bireysel
giivenligi saglamak amaciyla erkler toplumsal sozlesme ile tek bir elde toplanacak; bireysel haklarin bir
bolimiinden feragat edilerek bunlar, sozlesme ile yaratilan yapay giic olan Leviathan’a (ejderhaya)
devredilecek ve boylece herkesin temel haklari korunma altina almacaktir. Hobbes’a gore, baris1 saglamak
tizere yetkilerin devredildigi devlet mutlak bir egemenlige sahiptir. Egemenlik devletin ruhudur ve kendisini
mutlak karar alma giicii ve kanun yapma yetkisi bigiminde gosterir™.

V. DOGA DURUMUNDAN HUKUKI DURUMA GECIiSi SAGLAYAN AHLAKI ILKELER
VE YAPAY ZEKAYA UYARLANABILIRLIGI

Grotius; toplumsal yasamin dogal hukuk temelinde ve dogal hukuktan gelen ahlaki ilkeler iizerine
insa edildigini belirtmistir®. Doga durumundan hukuki duruma gegisi saglayan ahlaki ilkeler; “ahde vefa
(pacta sunt servanda)”, “kimseye zarar verme (neminem laedere)”, “kuvvet kullanarak kendi varligini
koruma (vim vi repellere licet)’ ve “esitliktir (aequabilitas) Asagida ayrintili bir gekilde incelenen bu
ilkeler gergeklesmeden hukuki b1r duzen tasavvur edilemez*. Bu dogrultuda yapay zeka biligim sistemleri,
ozellikle de insansi robotlar, bu ahlaki ilkeleri gergeklestirebilecek bir bigimde programlanabilir m1‘735
programlanabilirse dahi otonom hale geldiklerinde bunlara uyabilir mi? sorularin yanitlanmasi gerekir.

A. Pacta Sunt Servanda

Doga durumundan hukuki duruma gecisin gerceklesmesi igin, karsilikli olarak bazi haklardan
vazgecmeye iliskin bir uyusmanim varlig: gereklr Bu baglamda ilk hukukilestirilen ahlaki kural, “pacta sunt
servanda (ahde vefa, sozlesmeye sadakat, séze baghlik)” ilkesidir.

“Pacta sunt servanda”, insanlarin birbirlerine verdikleri sozleri tutmalar gerektigini deyimleyen
ahlaki ilkenin hukuk alanmna yansimasidir®®. Bu ilke geregince bir sozlesmenin taraflarmm birbirlerine
verdikleri sozler, bu iki kisi arasinda sanki kanunmus gibi taraflari baglar’’. Taraflar, ne arzu ettikleri
hususunda anlagmigsa, artik ona bagl kalmak zorundadirlar. Anlagmanin igeriginde zorunlu olarak altin
kuralin bulunmasi gerekir. Pozitif ifadesiyle “karsindakinin sana nasil davranmasini istiyorsan sen de dyle
davranmalisin”dir. Adil davranis i¢in Ol¢ii, anlasan taraflardan birinin, kendisine yapilmasini istedigi sey
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34 Joerden, s. 316.
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robot davranisinin etkilerinin kanun yoluyla diizenlenmesi ve robot davraniginin program araciligiyla diizenlenmesi durumunda
miimkiin olacagim belirtmektedirler (Leenes, Ronald/Lucivero, Federica: “Laws on Robots, Laws by Robots, Laws in Robots:
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konusunda digeriyle hemfikir olmasidir. Altin kuralin negatif ifadesi, “sana yapilmasmni istemedigini
bagkasina yapma (quod tibi fieri non vis, alteri ne feceris)” emridir®®,

Pacta sunt servanda, sozlesmeyi taraflarin 6zgiir iradeleriyle kararlagtirdiklari, irade uyusmastyla
kurduklan temeline dayandirilir. Eger insan, iradesiyle belirli bir davranist yerine getirmeyi istemigse onun
sonuglarma da katlanmak zorundadir®. Ki bu hem haksiz fiil hukukunda hem de ceza hukukunda gegerli
olan genel ilkedir. Hobbes’a gore insan, sdzlerinin ve eylemlerinin sahibidir ve bu sahiplik, ona baskalariyla
sozlesme yapma yetkisini tanir. Yapay zeka alamina bu ifadeyi tastyacak olursak, dogal dil isleme
teknolojisi ile programi dahilinde s6z soyleyen yapay zeka, gergekte soziin sahibi olmadigi gibi, séziin tutani
da olmayacaktir. )

Irade muhtariyeti insana davranigindan sorumlu olma yiikiimliliigiini de yiiklemektedir. Insan igin
o0zerklik; ahlaki emirlerin 151¢1 altinda, sorumlulugunu kendisinin tasidig1 fiilleriyle daha iyi bir yagama
ulasma dogrultusunda bagimsiz hareket edebilme yetenegidir*. Insan; kendini ydnetebilen, kaderini,
gelecegini bizzat belirleyebilen, gegmisi hakkinda bilgi sahibi olan ve bir gelecek tasavvuru olan varliktir
Insan 6zgiirdiir; cesitli alternatifler arasinda se¢im yapmaya ve bunlardan birini tercih etmeye muktedirdir.
Kisiligin unsurlarindan biri de haklar konusunda tercihte bulunabilecek dzgiir bir iradedir. Oz varliginmn
farkinda olma, 6zgiir iradeyi gerektirir ve felsefi bir sorundur. Otonom yapay zeka robotun temel karar verme
glicii insan programlamasina dayanmaktadir. Dolayisiyla 6zgiir iradesinden degil, kararliligindan soz
edilebilir®. Kendi kendine dgrenme de makinenin ya da bilissel sistemin teknolojik yapistyla ilgilidir*.

Ozerklik, sonucun ongoriilemezligi degildir. Ozerk bir davranig tamamen 6ngoriilebilir olabilir. Bu
baglamda, akil yiirtitme ve karar verme becerisi olarak tanimlayabilecegimiz 6zerklik, sadece insana 6zglidiir
ve robotlar bu 6zellige sahip degildirler. Robotlar, bir gorevi yerine getirmek {izere programlanmis ve ona
ulasmak iizere tasarlanmis olduklar icin, yiiksek derecede kararhi ve nedenseldirler®. Kendi hedeflerini
belirleyen ve bilingli bir iradeyle bu hedeflere ulagmak iizere davranista bulunan ve davraniglarina akilct
agiklamalar getiren bir robottan heniiz soz edemiyoruz®, Yapay zekanin 6zgiir iradesinden ve bilincinden
s0z edilemeyecegi i¢in, ahlaki degerlere sahip olmayan bir varliga, temelini ahlaktan alan haklar taninamaz
ve yiikiimliilikler yiiklenemez.

Keza, tlizel kisiler irade sahibi varliklar olmadiklari i¢in hukuki davranis normlarini anlama
yetenegini haiz degildir ve insanlar olmadan higbir sey yapamaz, hukuk diinyasinda bir etki yaratamazlar*'.
Tiizel kisilerin genel yapisina bakildiginda, bunlarin insanlardan olustugu ve arka planinda insan faktoriiniin
yer aldiginin unutulmamasi gerekir.

B. Neminem Laedere

Hukuki duruma gegisi saglayan diger bir hukuki ahlak kurali, baskasina zarar vermemektir (neminem
laedere). “Kimseye zarar verme” emri toplumsal yasama iligkin olup, sosyal barigi saglamaya hizmet
etmektedir. Bu ilke ayn1 zamanda anlagmanin siirekliliginin de garantisidir®®.

Kargilikli haklar ve gorevler zorunlu olarak iki insan arasinda hukuki iliski kurar ve boyle bir iliski
insan ile hayvan ya da insan ile esya arasinda kurulamaz. Insan, hukukun sinirlar i¢inde kalarak, diger
insanlarla hukuksal iligkiler kurma, siirdiirme ve gerceklestirme kapasitesine sahip olan varliktir®.

Hukuk normu, davrams kurali koyar ve insana belli bir bigimde davranma veya belli bi¢imde
davranmaktan kaginma yiikiimliliigii getirir. Islevi; belirli bir muhatap gevresinin normatif yapiya riayet
etmesini ve onun gereklerini yerine getirmesini saglamaktir, Hukuk normlarindaki davranig modellemesinin
anlami, belirli bir davranigin yapilmasina yoneltmesidir. Hukuk, cazibeler yaratarak ya da yaptirimlarla
korkutarak yaptirtir. Gegerli bir hukuk kuralindan s6z edebilmek i¢in bu kurala aykir1 davranig olanagmin
olmasi gerekir. Ciinkii, normun bildirdigi olmasi1 gerekeni yerine getirecek olan insan, iradesini bu yonde
kullanacag1 gibi aksi yonde de kullanabilir®. Bu baglamda insan, hukuk kuralina uymama gibi aksi yonde
bir irade kullandiginda bir yaptirimla karsilasacaginin bilincinde olan varliktir.

Toplumsal yasamda, insanlarin geneline baktigimizda hukuk kurallarina uyma egiliminde olduklarini
rahathkla sdyleyebiliriz*'. Hukukun kaynag insandir ve toplumun bireyleri diizen iginde, kaostan uzak
yasama istegi igerisindedirler. Bir toplumsal diizen kurma iddiasinda olan hukuk, ayn1 zamanda adil bir
diizen kurma idesine de yoneliktir. Bu da insanlarin neden hukuka uymakta géniillii olduklart hususunda bir
bakis acist olusturur”. Genel olarak bireyler, uymadiklarinda devletin tepkisine maruz kalacaklar:
korkusuyla degil; hak ve adalet duygusuyla, baskasina zarar vermeme, kisilik degerlerine saygi gosterme,

38 Joerden, s. 322-324; ayrica bkz. Méllers, M. J. Thomas: Juristische Methodenlehre, Beck Verlag, Miinchen 2017, s. 39 ve dn. 29.

3 [siktag, Sozlesme, s. 206-207, s. 231-241.

40 Gaakeer, Jeanne: “«Sua cuique persona?» A Note on the Fiction of Legal Personhood and a Reflection on Interdisciplinary
Consequences”, Law & Literature, 28(3), 2017, s. 293.

41'Wagner, VersR 2020, s. 720; Forster/Rieder, s. 35.

42 Erhardt/Mona, s. 77.

4 Forster/Rieder, s. 38.

4 Bertolini, s. 235.

45 Erhardt/Mona, s. 72.

46 Ayrintil bilgi igin bkz. Bertolini, s. 221-226.

47Solaiman, s. 166.

48 Joerden, s. 311-312; Isiktag, Sézlesme, s. 230.

49 Solaiman, s. 158-159.

0 Benzer yonde agiklamalar icin bkz. Solaiman, s. 159-161.

51 Leenes/ Lucivero, s. 195.

32 [giktag, Sozlesme, s. 218-219.
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bagkalarmin haklarmna riayet etme gibi diisiincelerle ve kaotik olmayan bir ortamda yasamak igin hukuk
kurallarina uyarlar. Bununla birlikte, kendiliginden uyma, hukuk diizeni i¢in hi¢cbir zaman yeterli giivence
olusturmaz. Hukuk, yaptirimlar aracihiiyla koydugu kurallara uyulmasini garanti etmek zorundadir®.
Ciinkdi, hukuk normuna kars1 toplumsal itaatsizligin olustugu yerde siirekli yaptirimdan yoksunluk, hukuk
normunun bireyler tarafindan baglayici olarak telakki edilmemesi gibi bir sonug ortaya ¢ikaracagi gibi, bu
durum hukuk bilincinin olusmasina da engel olur*.

Savag hukuku kurallara uymas1 gereken insandir. Askeri hedefler i¢in silah kullanan insan, bu
hedefin olmadig1 yerde onu kullanmaktan da imtina etmek zorundadir”. Savas hukukunda elinde silahi
olmayan yasli, cocuk ve kadinlarmn oldiiriilmelerinin yasak olmasina yonelik ilke ve diizenlemelerin temeli
ahlaktir. Israil Gazze’deki saldirilarin ilk aylarinda Lavender isimli yazilimi yogun bir sekilde kullanmustir.
Diisiik riitbeli Hamas ve Islami Cihad militanlarini1 ortadan kaldirmak i¢in bu kisilerin evlerinde oldugu
zamanlar tercih edilmekte ve militanlara yonelik hava saldirilarinda Lavender’in programu 10-15 sivilin
6lﬁmﬁneﬁ17nﬁsamaha etmektedir’®. Lavender’in programimin “kimseye zarar verme” emrine itaat etmedigi
ortadadir’’.

Hukuk kurallar ilgilileri tarafindan baglayici olarak telakki edilmek zorundadirlar. Bunun i¢in de
hukuk kuralmin fiilen zorla uygulanmasini saglayan yaptirimlara gereksinim vardir. Yaptirim, hukuk
kuralma aykir davraniglardan alikoyan manevi bir baski aracidir. Ciinki, yaptirim, hukuk kuralia aykirt
davranigin olumsuz sonucundan ¢ekinme duygusu yaratmak suretiyle bir caydirma, bir tehdit olarak da islev
goriir. Yaptirim, ayn1 zamanda hukuka aykiri davranista bulunana bu davranisinin ceremesini ¢ektirme
aracidir. Bu baglamda yaptirimin amaci, bir taraftan bireyin hukuka uygun davranmasini saglamak, diger
taraftan ise hukuka aykir1 davranisin sonuglarini diizeltmek, telafi etmektir. Konumuza dénecek olursak,
sivillere ates edilmemesi emrine itaat etmediginde Lavender’e uygulanacak bir yaptirim olmadig1 gibi, olsa
da Lavender’de higbir karsilig1 yoktur.

Doga durumundan hukuki duruma gegis, haksizlik yapmayacagina iligkin bir irade uyusmasinin
varligimi da igerir. Kendilerine kisilik taninan robotlar kagmilmaz olarak insanlarla hukuki islem ve
eylemlere girisecekler ve kendilerinden insanlarin ve diger tiizel kisilerin haklarma saygi duymalar
beklenecektir. Otonom robotlarda haklara sayg1 gosterme yiikiimliiliigiinii beklemek olanakli degilse onlara
kisilik tanimanin da bir anlam1 olmayacaktir™,

C. Vim Vi Repellere Licet

Kuvvet kullanarak kendi varligini korumak (vim vi repellere licet) olan ligiincii ilkenin amaci, hukuka
aykir1 miidahalelere kars: koymaktir. Ilke, hukuka aykiri saldirilara karsi, hukukun ¢izdigi sinirlar icerisinde
hem miinferit bireye hem de ligiincii kisiye kuvvet kullanma yetkisini bahsetmektedir. Mesru miidafaa (hakli
savunma), her hukuk diizeninin kabul etmesi gereken, yazili olmay1 gerektirmeyen bir insan hakkidir®.
Ciinkii insan varligmin miimkiin oldugunca korunmasi geregi hem miinferit bireyin hem toplumun hem
devletin hem de hukukun ddeviyken insanin bizzat kendisini korumasi evleviyetle bireyin hakki ve
ddevidir®. Cicero’ya gore: “Mesru miidafaa, yazili degil, dogustan beri var olan bir kanundur, gelenekle
ogrenmeyiz, okumayiz, ancak dogamiz geregi icimize yerlesmistir; onu tabiattan dogrudan aliriz. Silahlar
arasinda kanunlar susar (silent leges inter arma); saldirana karst savunma fiilini gergeklestirmeyen kimse,
saldiranin hak ettigi cezay: almasindan once kendisi hak etmedigi bir cezayi cekmek zorunda kalir.”™".

Giice kars1 giic kullanmanin kosulu, saldirt ve savunmada kullanilan araglarin denkligidir.
Savunmada kullanilan arag ya da gii¢ saldirganinkiyle orantili/6l¢iilii olmalidir (modus). Bu kuralin yapay
zeka ozelinde uygulanmasi, kendisinden fiziksel olarak ¢ok daha giiclii metal bir varlik olan yapay zeka
robot tarafindan insanin 6liimciil darbelere maruz birakilmasmin kabulii anlamina gelecektir. Ornegin
Frankfurt'taki bir otomobil fabrikasinda kullanilan yapay zekali robot, 22 yagindaki bir is¢iyi metal plakaya
¢arparak oldiirmiigtiir®.

Keza ahde vefa ilkesi geregince anlagmaya katilan iki insan karsilikli haklar ve yiikiimliliikler
iistlenmistir. Hak, zorunlu olarak hakkin tastyicisi ve yilikiimliisii olmak iizere iki hukuk 6znesinin varligini
gerektirir®, Hukuki ddev; belirli bir sekilde davranmak veya belirli bir sekilde davranmaktan kaginmak
yikiimliiligiinii ifade eder. Ilke olarak hakkin karsilig1 olan hukuki ddevin varligindan sz edilebilir. Yapay
zeka, insan iradesi gibi ahlaki emirler olugturma ve bunlara uyma 6zgiirligline sahip olmadig: i¢in, ona
kisilik tanimanin bir anlam1 olmayacaktir®,

3 [siktag, Sozlesme, s. 218.

3 Mbllers, s. 38.

33 Bryson/Diamantis/Grant, s. 285.

38 https://t24.com.tr/habet/israil -in-gazze-deki-olum-makinesi-yapay-zeka-lavender, 1159290 [E.T. 09.01.2025].

37 Asaro, robotik miihendisliginin savas hukuku, uluslararasi hukuk ve insalcil hukuka egemen olan ilkelerle bezeli bir asker robot
tasarlayabileceklerini belirtmektedir (s. 24).

38 Bryson/Diamantis/Grant, s. 285.

% Kaser, Max/Kniitel, Rolf/Lohsse, Sebastian: Rémisches Privatrecht, 21. Auflage, Beck Verlag, Miinchen 2017, s. 221-222.

% Wacke, Andreas: “Notwehr und Notstand bei der aquilischen Haftung”, Zeitschrift der Savigny-Stiftung fiir Rechtsgeschichte,
romanistische Abteilung, 106, 1989, s. 469-501.

o1 Cicero, pro milone 10-11. https://www.perseus.tufts.edu/hopper/text?doc=Perseus%3 Atext%3A1999.02.0020
%3 Atext%3DMil.%3Asection%3D10 [E.T. 03.03.2025].

62 Giiner, Cemil: “Yapay Zekdmn Verdigi Zarardan Dogan Sozlesme Dist Sorumluluga Uygulanacak Hukuk”, Uyusmazlik
Mahkemesi Dergisi, (15), 2020, s. 233.

03 Riithers/Fischer/Birk, s. 40.

64 Zimmerman, Evan J.: “Machine Minds: Frontiers in Legal Personhood.” SSRN Electronic Journal, 2017, s. 28.
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D. Esitlik ilkesi

Hukuki ahlaki bir ilke olarak insanlarin esitligi, dordiincii kural olarak karsimiza ¢ikmaktadir. Hukuki
diizenin kurulmasi i¢in, anlagmaya katilanlarm esit oldugunun kabulii gerekir. Anlagma, zorunlu olarak,
otekinin, 6zne olmak bakimindan kendisiyle esit oldugu varsayimina dayanir. Ciinkd, kisi, diger bir kisi i¢in
hukuken belli bir bicimde davranmaktan kaginmaktadir.

Doga durumundan hukuki duruma gegis, Robinson Crusoe ve Cuma ornegi iizerinden betimlenir®.,
Képegi ile adada yalniz yasayan Crusoe’nun var olan kit kaynaklari paylagabilecegi bir insan heniiz yoktur.
Ciinkii kopegi, onunla bir anlasma yapabilecek bir hukuk 6znesi degildir. Dolayisiyla doga durumundan
hukuki duruma gegmeye de gerek yoktur. Cuma’nin adaya gelisiyle ortaya ¢ikan ¢ikar ¢catigmasini gidermek
i¢in, Crusoe’nun uzlagabilecegi, varligini kabul etmek durumunda kalacagi bir hukuk 6znesi belirir. Doga
durumunda gii¢liniin hakk1 gecerlidir ve bugiiniin giicliisii, yarinin giigsiiziidiir. Bugiiniin giigsiizii, sadece
uygun zamanin gelmesini beklemektedir. Catigma durumundan ¢ikmak igin bagka bir yol bulunmasi,
karsilikl olarak bazi haklardan vazge¢meyi zorunlu kilan bir anlasma yapilmasi gerekir. Anlasma, bundan
sonra ortaya ¢ikabilecek biitiin ihtilaflarda da uygulanacak genel bir nitelige sahiptir®. Anlagmanin
yapilabilmesi i¢in Crusoe’nun Cuma’nin varligimi ve kendisiyle esit oldugunu kabul etmesi gerekir.
Anlagmaya katilanlarin her biri, bir digerinin farkliliklarini kabul etme hususunda da uzlasmaktadir. Yapay
zekanin ozellikleri -yikici potansiyeli yaninda-; karmagiklik, artan 6zerklik, opaklik, aciklik ve kirilganlik
olarak belirlenmektedir”. Kendi kendine ogrenen, insamin bilissel yeteneklerini agan, dngdriilemeyen,
bagimsiz karar alan ve insanin kontroliinden tamamen ¢ikacak otonom yapay zeka robotun insanla esit
oldugu kabul edilemez.

Digeriyle hukuki durum igerisinde bulunan insan, pacta sunt servanda geregince sadece bugiin degil,
yarin da verdigi soziin aksine bir irade sergilemeyecegini garanti etmektedir. Verilen sozlere bagli
kalinacagina iligkin anlagma hem bugiine hem de yarina iligkin oldugu i¢in, pacta sunt servanda, ayni
zamanda anlagmaya katilanlarm kimligini belirleyen bir ilkedir ve anlasmaya katilanlarin varligmin
stirekliligi anlamuna gelir®, Halbuki biz, otonom yapay zeka robotun yarin ne yapacagini bilemedigimiz igin
ona kisi demeye ¢alisiyoruz.

VI. YAPAY ZEKANIN SOSYAL BiR GERCEKLIK HALINI ALMASI SORUNU

Yapay zekd otonom robotlar 6zelinde insan gibi yapay durumdan hukuki duruma ge¢mesinin
miimkiin olmadig1 yukarida belirlendigine gore, bu durumda tiizel kisiler gibi toplumsal bir gergeklik halini
alip alamayacaklarimimn tartigiimasi gerekir®.

Hukukun toplumsal yasami diizenleme islevini hatirlayacak olursak, kisilik taninan varligin topluma
ait olmasi, toplumsal bir bagmin olmasi, toplumsal yasamda bir yerinin olmasi ve sosyal olarak kontrol
edilebilir olmasi gerekir”.

Insanlardan olusan tiizel kisilikleri dikkate aldigimizda onlarca, yiizlerce ya da yiiz binlerce insan,
ortak bir amag dogrultusunda belirli bir sekilde hareket etmek {izere bedenlerini bir araya getirirler. Hukuk
kurguladig1 icin degil, seylerin dogasi kendilerini olusturan bedenlerden ayr1 bir viicut olustururlar. Bu da
bize bu kisiligin i¢inde ya da arkasinda bir toplumsal gergekligin var oldugunu gostermektedir”. Dolayisiyla
tiizel kisiligin bir varsayim olarak nitelendirilmesi, onun toplum {izerindeki etkilerinin ger¢ek olmadig gibi
bir sonuca gétiiremez. Tiizel kisilere haklarn taninmasi, toplum iizerinde belli etkileri olan bir aktor olarak
belirmesinden kaynaklanmaktadir’.

Baron Thurlow, “lanetlenecek bir ruha ve tekmelenecek bir bedene sahip olmayan varliktan hukuk
diizeni hukuksal kisiligi esirgememistir,” ifadesini kullanmugtir™. Ancak, tiizel kisilerin arka planinda insan
faktorii yer almakta, fiil ehliyetleri insanlardan olusan organlar araciligiyla kullanilmakta ve bagimsiz bir
kisi olarak varlik kazansalar da her daim insan iradesine ihtiyag duymaktadirlar™. Tiizel kisiligin kotiiye
kullanilmas1 durumunda da “tiizel kisilik perdesinin aralanmast” gibi bir hukuki careye bagvurulmaktadir.
Otonom yapay zeka robotlara tiizel kisilik verilmesi durumunda, arkasinda béyle bir gercek kisi ¢ogu zaman
bulunamayacaktir”.

95 Ayrintih bilgi icin bkz. Joerden, s. 314-315.

% Joerden, s. 308-310.

%7 Yapay zeka sistemlerinin bu teknolojik zellikleri hakkinda ayrintili bilgi icin bkz. Koch, Bernhard A.: “IIL. Liability for Artificial
Intelligence”, icinde European Commission's Public Consultation on Civil Liability Adapting Liability Rules to the Digital Age
and Artificial Intelligence, Viyana 2022, s. 24-25.

%8 Joerden, s. 311-312.

9T amola, Insan benzeri robotlarin ve sosyal olarak insanlarla etkilesime gecen akilli yazilimlarin fiziksel diinyada giin gegtik ce
goriiniir hale geldiginden hareket etmekte ve robosfer olarak adlandirdigi, insanlarin robotlarla sosyallestigi, anlam diinyalarinin
birlestigi bir alanin ortaya ¢iktigini belirtmektedir. Sosyal robotlarin insanlarla etkilesimleri yoluyla bir sosyal varlik statiisii
kazandigini, insan algisi ve iradesinin de bu siirecin sekillendiricisi oldugunu ifade etmektedir. Yazar, bu alginin insanlarla robotlar
arasinda “birlikte-varolus” ortami yaratti§i goriisiinii ileri siirmekte, robotlarin sosyal bir agda nasil bir varlik kazandigini
aciklamak ve goriisiinii desteklemek i¢in de Hegel’in fenomenoloji ve 6zbiling kavramlarimi kullanmaktadir (ayrintili bilgi igin
bkz. Lamola, Malesela John: “On the Robosphere: A Philosophical Explication of the Socio-technical Status of Social Robots”,
International Journal of Social Robotics 14, 2022, s. 1199-1209).

70 Palm, Ulrich: “Die Person als ethische Grundlage der Verfassungsordnung”, Der Staat, 47(1), 2008, s. 55; Dewey, John: “The
Historic Background of Corporate Legal Personality”, The Yale Law Journal, 35(6), 1926, s. 661.

"' Dewey, s. 673.

72 Bryson/Diamantis/Grant, s. 278.

3 {fadenin yer aldig1 kaynak icin bkz. Chesterman, s. 830.

74 Zech, s. 203.

75 Aynntili bilgi igin bkz. Bryson/Diamantis/Grant, s. 285-288.
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Tiizel kisilik; toplumsal ve ekonomik yararlar1 gerceklestirebilmek i¢in, toplumsal yarardan hareketle
inga edilmistir. Yapay zekanin kullanimi salt toplumsal degil, bireysel yarar da saglamaktadir. Evdeki robot
siipiirgenin ya da yardimer olarak ¢aligan yapay zeka robotun sadece sahibine yarari vardir. Bugiin bir sirket
gibi topluluk halinde ¢alisan yapay zeka robotlar ¢ok olasi gozikmemektedir .

VII. DEGERLENDIRME

1. Antik Cag ve Orta Cag’da her insanim kisi oldugu olgusuna ulagilamamis olmakla birlikte, bu
caglarda kisi olarak belirlenen varligin ilk olarak insan oldugu ger¢egini gz ardi etmemek gerekir. Insanin
dogustan kendisinde var olan dogal bir kisiligin sahibi oldugu diisiincesi ise Aydinlanma Cagi’ndaki dogal
hukuka dayanrnaktadlr Bu hukuk anlayigina gore, her insan dogustan 6zgiirdiir ve esit haklara sahiptir.
Bunlar; insanin dogustan beraberinde getlrdlgl yasada bulunmasi gerekmeyen, yasa iistii, dogal ve degismez
haklardir. Insan; ontolojisi, kendine 6zgii degeri, bireyselligi ve bunu gelistirme olanaglyla bir biitiinden
olusan hukuki bir varliktir”’. O halde hukuk éznesidir.

2. Giiniimiiz hukukunda insan, sadece insan olmak hasebiyle kisidir, hakkin 6znesidir™. Her insan;
biricik, tek, kendine has, diger insanlarin yaratamayacagi bir varliktir”. Insan; tiim haklarryla birlikte dogan,
yasami boyunca kisi olarak kabul edilen, dogum ile 6liim arasindaki zaman pargasinda kisi vasfint
kaybetmeyen, iradesiyle var olusunu anlamlandirma yetisinin sahibi olan varliktir. Bu anlayisla hazirlanan
kodifikasyonlar; ayni onura sahip, ozgiir, esit, kendi kaderini tayin etmeye muktedir ve fiillerinin
sonuglarindan sorumlu gercek kisi insan modeli {izerine temellenmlstlr8° Insan1 diger canli tiirlerinden
ayiran, kisiligin en énemli pargasini olusturan “benlik”e sahip olmasidir. Insan, dogadaki diger varliklarla
ayniliklarinin ve farkliliklarinin bilincine sahiptir. Kant’a gore benlik, insan1 kendisi yapmakta, onu diger
insanlardan, hayvanlardan ve nesnelerden ayirmaktadir®'.

3. Antik Cag’dan Modern Cag’a gelinceye degin, belirli amaglar gergeklestirmek {izere birlik
olusturulabilecegi ve miinferit bireyi korumak i¢in toplulugun giiciiniin smirlanmas: gerektigi diisiincesi hep
var olmustur®. Insan, devlet, vakif, dernek, ticaret sirketleri birer kisidir. Insan; kendine, diger insanlara,
devlete ve diger gruplara karst koruma altindadir. Bu, hukukun 6nceliginin insan oldugunu, baska bir agidan
gostermektedir.

4. Orta Cag ve Pandekt hukukgularinin Digesta lizerindeki ¢alismalari, modern hukukun tiizel kisi
kavraminin baglangi¢ noktasini olusturmaktadn§ Papirius fronto; koleye veya aile evladina verilen
peculium’u, dogan, biiyiiyen, azalan ve dlen bir insanla karsilagtirmakta ve peculium’un hukuk sahnesinde
oynadig1 rolii, bir insanin yani gercek kisinin roliine benzetmektedir. Marcianus bu benzetmeyi ovgiiye
deger bularak eleganter olarak nitelendirmistir. 12. yy.’in sonlar1 ve 13. yy.’in baslarinda Glossator
Accursius, “aym mantikla, o, aym zamanda bir esege benzetilebilir, sadece bir insan peculium sahibi
olabilir, esek olamaz” demek suretiyle bu metni alayci bir ifadeyle elestirmistir®. 14.yy.’da ise
Postglossator'lar bu metinden hareketle, belirli bir amag i¢in bir araya gelen birden fazla insana veya
devamli bir amaca dzgiilenen belirli bir mal topluluguna kisilik taninabilecegini kabul etmis; bunun teorisi
ise 19.yy.’da Pandekt hukukgular1 tarafindan gelistirilmigtir®.

5. Marcianus’un metni ve Glossator Accursius’un elestirisi, yapay zekaya kisilik tanmabilecegi
gOriiglinii savunan yazarlar i¢in sevindiricidir. Toplum ve teknolojik gelismelerin, yeni bir kisilik yaratmaya
hukuku zorlama giiciinii gostermesi agisindan énemlidir®’. Tiizel kisilik; hukuk sisteminin tutarliligi ve
istikrar1 gibi bir yasama politikasina katkida bulunmak, toplumsal bazi amaglari gerceklestirmek ve
girisimciligi desteklemek iizere olusturulmustur®, Toplum gelistikge yeni aktorler ortaya ¢ikmakta, bu
aktorlerin toplumsal bir rol Gistlenmesiyle de onlara kigilik taninmasi zorunlulugu hasil olmaktadir.

Ancak bu metne farkli bir okuma da getirilebilir. Hukuk, arkasinda insanin bulundugu mal
topluluguna toplumsal gelismeler sonucunda kisi diyebilmis olmakla birlikte hayvana kisi diyememistir.
Antik Cag’dan® Modern Cag’a degin hayvanin statiisii degisememis, haklardan yararlanma ve

76 Zech, s. 203.

77 Ayrintila bilgi icin bkz. Giirkan, s. 50-52.

78 Palm, s. 49 ve 54. ) o )

7 Siebert, W. (Ceviren Bilge Oztan): “Sahsiyet Haklar Ile Ilgili Meseleler”, Ankara Universitesi Hukuk Fakiiltesi Dergisi, 26(1-2),
1969, s. 224-225.

80 Riithers/Fischer/Bitk, s. 390-391.

81 Giirkan, s. 43-44; Forster/Rieder, s. 38.

82 Dewey, s. 668.

83 Jors, Paul/Kunkel, Wolfgang/Wenger, Leopold (neu bearbbeitet von Honsell, Heinrich/Mayer-Maly, Theo/Selb, Walter):
Romisches Recht, 4. Auflage, Springer-Verlag, Berlin-Heidelberg-New York 1987, s. 76.

8 Digesta 15.1.40.pr. (Marcianus).

85Bkz. Stein, Peter: "Elegance in Law", Law Quarterly Review, 77, 1961, s. 249; Wieling, H.: "Eleganz und Sachzwang im
Romischen Statusrecht", Fundamina (editio specialis Ex iusta causa traditum Essays in Honour of Eric HPool), 11, 2005, s. 416,
dn. 5, https://www.semanticscholar.org/paper/Eleganz-und-Sachzwang-im- r%C3%B6mlschen Statusrecht-
Wieling/5dc591bcbf2¢f0f6ad059428a667958¢383bfeb3 [E. T. 07.07.2019].

86 Ankum, Hans (Ceviren Kudret Ayiter): “Elegentla Turis”, Ankara Universitesi Hukuk Fakiiltesi Dergisi, 28(1), 1971, s. 347-348.

87 Sosyal, teknolojik ve ekonomik gelismelerin yeni bir kisi yaratmaya hukuku zorlamasi baglanunda bkz. Teubner, Giinther: “Rights
of Non-Humans? Electronic Agents and Animals as New Actors in Politics and Law”, Journal of Law and Society, 33(4), 2006,
tim makale.

88 Chesterman, s. 823.

89 Aristoteles, deneyimlerden dgrenebilen ve duruma uygun sekilde davranabilen bir zihin giiciine sahip hayvan resminden hareket
etmistir. Dolayistyla Antik Yunan’da, hayvanlarin 6grenme yetenegine sahip oldugu ve davraniglarimi buna gore uyarladigi kabul
edilmistir. Bu baglamda, yapay zekanin 6zerkligi tanimina uygundur. Zarar veren hayvanlar, i¢lerine iblis girdigi gerekgesiyle
tanrilara kurban edilmek suretiyle cezalandirilarak fiillerinden sorumlu tutulmuglardir. Hayvanlan ele gegiren iblis diigiince sinin
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yiikiimliiliikleri iistlenme yetenegi olmadig1™ ve hukuki fiiller gergeklestirme yetenegini haiz olmadigr® igin,
hayvanin doga durumdan hukuki duruma gegisi saglanamamugtir. Hayvanin kisiligini savunan goriisler de
hayvanlarin barig¢il ve insancil bir muameleyi hak etmeleri gerektigi diisiincesinden dteye gidememistir.

6. Burada bir parantez agip Veliaht Prens Muhammed bin Salman Sophia’ya vatandaghk
bahsedebilmis midir? sorusunu sormak gerekir. 2016’da Riyad’da gerceklesen is zirvesinde Hong Kong
merkezli Hanson Robotics sirketinin Sophia isimli robotu vatandas olarak tanitilmistir. Konugmasinda
Sophia diinyada vatandas olarak tanman ilk robot olmanin tarihi nitelikte oldugunu belirterek Suudi
Arabistan’a tesekkiir etmistir”. .

Prensin Sophia’ya vatandaslik bahsetmesi, Ingiliz Parlimentosunun her alanda otorite oldugunu
gostermek icin Isvigreli yazar De Lolme tarafindan dile getirilen sézleri akla getiriyor: «Parldmentonun,
kadini erkek, erkegi kadin yapmak miistesna her seyiyapabilecegi, Ingiliz hukuk¢ularinin temel prenszbzdzr »
Bu vatandaslik tanima iradesi, imparator Callgula nin at1 Incitatus™u consul olarak atamasini ¢agristirtyor™.,
Suetonius’un “On Iki Caesar’in Yasami” adli eserinde Caligula’nin ati Incitatus’a mermerden ahur, fildisi
yemlik, erguvan renkli battaniye, degerli taglardan yapilma gerdanlik ve kolelerle birlikte dayali doseli bir
ev verdigi ve consul olarak atamus oldugu yazmaktadir. Suetonius, “atimin adina davet edilenlerin evde
rahat¢a agirlanmasim  amaglyordu” ifadesiyle durumu betimlemektedir™. Caligula atma kisilik
tantyamadig1 gibi, Veliaht Prens Muhammed bin Salman da giiniimiiziin Sophia’sina vatandaslik
bahsedememistir. Sophia, o dénemde ayaklari heniiz iiretilmedigi i¢in, geldigi gibi yani kargoyla ucagin

bagajinda miilkiyetinde oldugu Hanson Robotics firmasinin mali olarak geri donmiistiir®.

VIII. SONUC

Kisi ve kisilik kavramlari, gegmisten gelmistir, fakat simdiye de miidahale eder ve bununla da smirl
kalmaz, gelecegi de etkiler. Hukuk, kisi sayarak tstiinlik tamdigi varlig1 saptarken diizenledigi alanin
gereksinimlerinden, bir rasyonaliteden ve toplumsal yarardan hareket etmek zorundadir. Hukukun varlik
nedeni insanlar arasindaki iliskileri diizenlemek olduguna goére, hukukun rasyonalitesi, bu diizenin
bozulmamasina, bu diizenin daha da gelismesine yardimci olacak olan varliklara kisilik tanimaktir®.
Unutulmamasi gereken, hukukun insan i¢in ve insan tarafindan olusturuldugu’’; hukukun ¢abasinin da sosyal
bir varlik olarak insanin dogasini, degerlerini ve aklini dnceleyerek miimkiin olabilen en iyi diinyaya insani
ulastirmak oldugudur®.

Insan; dogadaki varligma dayanan, dogustan gelen, dokunulamaz haklara sahip olan, diisiinen,
arayan, kesfeden, gelistiren, kendini gergeklestirmeye ¢alisan, bunun i¢in miicadele eden ve bunlar hukuk
alanina aktarabilen tek varliktir. Insan; beden, ruh ve bilingten olusan, iradesine dayanarak sorumlu davranan
ahlaki bir varliktir ve kisiligini de bu birlikten alir®.

Kisi ve kisilik kavramlari birbirlerinden farklidir. Kisi hak ehliyeti ile 6zdes olabilir, ancak kisilik
hak ehliyetinden ibaret degildir. Kisilik, kisinin maddi ve manevi biitiinliigii ile kisilik degerlerinden olusan
daha genis bir kavramdir. Kisi; varligin1 ortaya koyan, toplum igerisindeki yerini belirleyen, varliginin disa
yansimasint saglayan degerlerle sarmalanmistir. Kisilik; insanin ehliyetlerinin, fiziki, manevi, duygusal,
fikri, ekonomik, hukuki degerlerinin, insanin dogasmna ait temel degerlerinin, kisisel durumlarinin
tamamidir'™, Klslllk glinlimiizde, insana hukuken taniman bir dzellik ya da bir statii olmadig1 gibi, hak ve
fiil ehliyetine sahip hukuki bir yapmn ifadesi de degildir. insanin 6zgiir ve bagimsiz varhgindan dogar,
dogumla kazanilir ve 6zel bir kazanma sebebine gerek yoktur'”. Bir varhigi kisi yapan ve onun diger
kisilerden ayirt edilmesini saglayan bireysel temel degerlerin toplami olan kisilik hakki, miinferit bireye
baglidir ve onun kisiliginden ayrilamaz'®. Gergek kisiye 6zgii bu degerlerin bazilarinin ancak kiyas yoluyla
tiizel kisiler bakimindan s6z konusu olabilecegi kabul edilir. Yapay zekayi kisi olarak kabul etmek bir yandan

Orta Cag’da da varligini devam ettirdigini; yilan, tirtil, salyangoz ve kurbaganin ya da fare, bit gibi hagerelerin verdikleri zarardan
dolay1 halkin oniinde 6ldiiriilmesi bigimindeki cezalandirma yontemi devam etmistir (Forster/Rieder, s. 35-36).

90 Solaiman, s. 175.

Nitekim New York Yiiksek Mahkemesi, iki sempanzenin kisilige sahip oldugundan hareketle serbest birakilmasi gerektigine
dayanilarak agilan davada kisiligin toplumsal sozlesme ile Gstlenilen yiikiimliiliklerin bir sonucu oldugu, hayvanlarla boyle bir
sozlesme yapmanin ise olanakli olmadigi kararim vermistir (bilgi i¢in bkz. Chesterman, s. 833).

91 Andrade/ Novais/Machado/Neves, s. 366.

%2 http://www.milliyet.com.tr/yapay-zekaya-vatandaslik-dunya-2545120/ [E.T. 19.01.2024].

%3 Pagallo (Cev. Soydan), s. 4062.

94 Suetonius (Cevirenler Giil Ozaktiirk/U. Fafo Telatar): On Iki Caesar’in Yasami, Dogu Bati Yayinlari, Ankara 2019, s. 247.

95 By 6rnek iizerinden kisilik tartismast igin bkz. Sivrikaya, Erkut Ziya: “Sophia Kisi midir?”, Marmara Universitesi Hukuk Fakiiltesi
Hukuk Arastirmalart Dergisi 25(2), 2019, Prof. Dr. Ferit Hakan Baykal Armagan, s. 1255-1256.

% Dural, Mustafa / Ogiiz, Tufan: Tiirk Ozel Hukuku Cilt I Kisiler Hukuku, 22. Bask, Istanbul 2021, s. 6.

7 Digesta 1.2.5 (Hermogenianus): “tiim hukuk insanlar icin olusturulmustur (cum igitur hominum causa omne ius constitutum sit)”.

98 Behrends, Okko: “Die geistige Mitte des romischen Rechts”, Zeitschrift der Savigny-Stiftung fiir Rechtsgeschichte, Romanistische
Abteilung, 125, 2008, s. 107.

% Orta Cag’in skolastik doktrini tarafindan gelistirilen ve giiniimiize de aktarilan bu miras hakkinda ayrintili bilgi igin bkz. Palm, s.
45-50; Siebert (Ceviren Oztan), s. 225. ) ) )

100 Velidedeoglu, Hifz1 Veldet: Tiirk Medeni Hukuku, 3. Basi, Istanbul Universitesi Yayinlari, Istanbul 1963, s. 173-174; Giirkan, s.
40.

101 Gutzwiller, Max: Einleitung und Personenrecht, 2. Band, Verlag Helbing&Lichtenhahn, Basel&Stuttgart 1967, s. 288; Hausheer,
Heinz/Aebi-Miiller, Regina E.: Das Personenrecht des Schweizerischen Zivilgesetzbuches, 3. Auflage, Stampfli Verlag, Bern
2012, s. 124 (Rn. 10.02 ve 10.03); White, J. Frederick: “Personhood: An Essential Characteristic of the Human Species”, The
Linacre Quarterly, 80(1), 2013, s. 90.

12 Hausheer/Aebi-Miiller, s. 124 (Rn. 10.02).
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da s6z konusu degerlerin yapay zeka bakimindan da s6z konusu olup olmayacagi sorusunu da beraberinde
getirir.

Kisi, sadece haklarm tagtyicisi ve borglarin yiiklenicisi olan varliga degil, ayn1 zamanda hukukun
stiinlik tamdigr varhigi da isaret etmektedir. Dolayisiyla, ilkgaglardan itibaren hukuksal kisiligin
esirgenmedigi varligin hep insan oldugu gergeginin goz ardi edilmemesi gerekir'®. Ciinkii, insanin kisi
olarak kabulii hem dogasmin hem toplumsal bir varlik olmasinin hem de sorumluluk sahibi olabilen tek
varlik olmasimin geregidir. Hukuk diizeni insanim kisiligini; insan oldugu, degerli oldugu ve insan onuruna
sahip oldugu i¢in korumaktadir. Insan onuru dokunulamazdir ve her insan, 6zellikleri, bedensel ya da
zihinsel durumu, sosyal statiisii dikkate alimmaksizin, bu onura sahiptir'®, Bu baglamda kisiligin korunmast
hem insan varhiginin hem de insanin bireysel dzelliklerinin korunmasina hizmet etmektedir'®.

Bir varligin toplumun iiyesi olarak toplumda diizenli bir sekilde var olabilmesi i¢in, hak ve 6devlere
sahip olabilme yetenegini haiz olmasi ve sosyal bir gergeklik olarak ortaya ¢ikmasi gerekir. Dolayisiyla, hak
ve yikiimliiliiklerinin bilincinde olan, toplumsal yasamda yeri olan, sosyal kurallarin dayatmasiyla kisi
olarak kabul edilen varliklar iizerinden tiizel kisilik tartigmasi yapilabilir'®,

Kisiligin merkezini haklardan yararlanma ve yiikiimliilik iistlenme yetenegi olusturmaktadir. Insan
ya da mal topluluklar1 haklar1 ve yiikiimliiliikleri net bir bigimde tanimlanarak sosyal bir ger¢eklik halini
aldiklarinda tiizel kisi olarak kabul edilebilmislerdir. Bu baglamda, kisi, haklarinin ve yiikiimliliiklerinin
bilincinde olan varliktir. Ozerk hale geldiginde yapay zeka robotlar1 denetlemek olanaksizlasiyorsa, o
durumda onlara hukuki birtakim yiikiimliiliikler getirmenin bir anlami da olmayacaktir'”’. Diger bir ifadeyle,
sadece sorumlu tutabilmek igin onlarin digsallastirilmasini ve belirli bir malvarligina sahip kilinmasint
saglamaya yonelik bir kisilik, anlamsiz olacak ve islevsiz kalacaktir'®,

Yakin bir gelecekte siiper yapay zekaya ulagilmasi durumunda ortaya ¢ikabilecek risklerin 6niine
gecebilmek adma yapay zekdya tiizel kisilik taninmasi ve boylece kontrol altina alinmasi gerektigi
belirtilmektedir'™. Yapay zeka sistemlerden (otonom yapay zeké robotlardan) insani korumak adima kisilik
verilmeye ve sorumlu tutulmaya ¢aligiliyor. Insan1 koruyan biitiin yasal diizenlemeleri zayiflatarak insani
korumak miimkiin olmaz'’. Sorumlulugunun bilincinde olmayan bir varliga kisilik tanimak, sorumluluk
hukukulrlllun zarar1 Onleme iglevini ve hukuka aykiriliktan caydiriciligin etkisini azaltacagimi da belirtmek
gerekir'".

Kendilerine tiizel kisilik taninan nehirler, tapinaklar ya da Ekvator’un ekosistemi, cansiz nesneler
olarak var olduklari halleriyle varliklarin1 devam ettirecek ve vasiflar degismeyecektir. Keza kutsal kabul
ettikleri yerlere tiizel kisilik tantyan ve dini inanclar1 geregi o yerin korunmasini talep eden insandir. Bu
kisiligin arka planinda da insana iyi gelenin korunmasini isteme arzusu yatmaktadir. Ekvator’un
ekosisteminin tiizel kisi olarak kabul edilmesinde de insanin yasadigi cevrenin bozulabilecegi endisesini
bertaraf etmek ve taraf ehliyeti tanimarak korumayi etkinlestirmek hedeflenmektedir. Ciinkii, doga higbir
mahkemede kendisini koruyamaz'"%. Sonugta yine insanlar igin ve insanlar tarafindan 6zel olarak korunmast
talep edilen bir varliktan s6z ediyoruz. Halbuki, otonom yapay zeka robota bizatihi kendi varlig1 i¢in kisilik
verilmesi Onerilmemekte; aksine, insani korumak adma, kisilik verilmeye ve sorumlu tutulmaya
calistimaktadir.

Otonom yapay zekd robottan insami korumak icin ona kisilik vermeye ve sorumlu tutmaya
calistyoruz. Canli ve duyarh bir varliga yani hayvana kisilik tantyamamis olan hukuk diizeni, yapay, silikon
temelli bir varliga da kisilik tantyamaz. Hukuk, her varligin kendi 6zeli baglaminda yer almak zorunda
oldugu bir sahnedir ve bu sahnede herkes, her sey kendi persona’sm (sua cuique persona) tasimak
zorundadir. Giinlimiiz bat: dillerinde kisi anlaminda kullanilan persona, Latincede tiyatro sahnesinde rol alan
aktoriin roliinii izleyiciye gostermek amaciyla yiiziine taktigi maske anlamindadir. Maske goriiliince onun
temsil ettigi sahsiyet de belli olmaktaydi. Maske, oyuncunun sesinin duyulmasini saglamali ve fakat yiiziinii
ve ¢ehresini gizlemeli, degistirmeliydi'®. Bu anlamiyla persona, insanin sadece fiziki varligim degil, sosyal
hayattaki roliinii ve yerini de ifade etmekteydi'. Tiyatrodaki anlamindan hukuk alanina taginan persona da
insanin hem fiziksel varligini hem de toplumsal roliinii, kamusal alandaki yerini belirtmektedir'".,

Cicero’nun “Yiikiimliiliikler Uzerine” isimli eserinde persona’nin insanin hem dogal kisiligi (insanin
evrensel ve bireysel dogasi) hem de hukuki kisiligi (toplumda goriiniir olmay1 saglayan, birey olmaya hizmet
eden bireysel yetenekler) anlaminda kullanildigini goriiyoruz:

Cicero, De Officiis, Liber Primus, XXX.107: “Intellegendum etiam est duabus quasi nos a natura
indutos esse personis, quarum una communis est ex eo, quod omnes participes sumus rationis

103 White, s. 90.

104 palm, s. 42 ve s. 53.

105 Hausheer/Aebi-Miiller, s. 124 (Rn. 10.03 ve 10.04).

106 Solaiman, tiim makale, dzellikle s. 175-176.

107 Bryson/Diamantis/Grant, s. 285 ve 288.

108 Wagner, VersR 2020, s. 739.

109 Chesterman, s. 825-826 ve 842.

110 Bryson/Diamantis/Grant, s. 275, s. 289.

111 Solaiman, s. 177; Bryson/Diamantis/Grant, s. 288-289.

112 Bryson/Diamantis/Grant, s. 281.

113 Hannah Arendt: On Revolution, Penguin, 1976, s. 106-107 (Gaakeer, s. 290°dan naklen). )

114 Ayrmtil bilgi i¢in bkz. Karaman, Bagak: “Roma Hukukunda ‘Persona’ Kavrami”, Bahgesehir Universitesi Hukuk Fakiiltesi

115Dergisi, 10 (127-128), 2015, s. 92-95; Sayin, Yigit: Roma’da Kéle ve Hukuku, On Iki Levha Yayincilik, Istanbul 2020, s. 45-118.
Gaakeer, s. 291.
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praestantiaeque eius, qua antecellimus bestiis, a qua omne honestum decorumque trahitur et ex qua
ratio inveniendi officii exquiritur, altera autem quae proprie singulis est tributa...”

“Cicero, Yiikiimliliikler Uzerine, I. Kitap, XXX.107: “Ayrica, doga tarafindan sanki iki kisilikle
donatildigimizi da fark etmeliyiz [Intellegendum etiam est duabus quasi nos a natura indutos esse
personis]: Bunlardan biri evrenseldir ve hepimizin insan olmasi gergeginden kaynaklanir. Herkes
akilla ve bizi hayvandan iistiin kulan distiinliikle donatilmigtir. Tiim ahlak ve nezaket bundan tiiretilir
ve gorevimizi belirlemenin rasyonel yontemi buna baghdwr. Diger persona (kisilik) ise miinferit
bireylere atanan bireysel karakterdir... "'

Cicero; persona ile dncelikle insan ve hayvan ayirimini yapar, insanin iistinliigiinii aklina dayandirir
ve bu akildan tiireyen ahlak ve gorgii kurallarinin insan olmanin sorumlulugunun yéntemini belirledigini
belirtir . Birinci persona esitligi ve farkliligi simgeler. Her insan, onun i¢in konusan ve onu tanimlayan bir
yliz, ona verilen bir dogal maske tasir. Ikinci persona, yiiziin tastyicisi tarafindan hayatta aldigi sosyal ve
yasal rolle sekillenir'™®,

Kafa karigikligini ortadan kaldirmak ve taraf tutmak gerekir. Yapay zeka tiriindiir, hukuk sahnesinde
{iriin olarak yerini almali ve iiriin olmay1 da 6grenmelidir'’. Kendi kaderini tayin etme ve farkindahiga sahip
olmadig: siirece 6z bilingten s6z edemeyiz. Yapay zeka sistemleri, 6z bilince ulasmadigi, kendi varliklarinin
farkinda olmadiklari siirece insanlarin gereksinimlerini karsilamak iizere insan emegi ve yaraticiliginin eseri
olan iiriinlerdir'®. Yapay zeka insansi robotlarm teknolojik dzellikleri geregi yiiriirliikteki {iriin sorumlulugu
hitkkiimleri yeterli olmayabilir. Bu durumda béyle bir robot iireticisinin sorumluluguna 6zgii bir irlin
sorumlulugu tasarlanabilir'?',

Yapay zeka alanindaki olaganiistii teknolojik ilerleme kargisinda hukukun énceliginin gelisen dijital
teknolojilerle basa ¢ikabilecek, anilan risklere iliskin bu 6zellikleri 6zel olarak dikkate alacak ve zarar
gorenlerin tazminatsiz kalmasina engel olabilecek bir sorumluluk hukukunu ihdas etmek oldugu
vurgulanmaktadir'™. Sorumluluk sisteminde ortaya gikabilecek bosluklar1 doldurmak iizere de ozel bir

sorumluluk sigortasi ihdas etmek suretiyle yapay zekanin bu roliiniin tamamlanabilecegi belirtilmektedir .
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