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OZET

Bu calismada; Avrupa Birligi Yapay Zekd Yasast’nin yargt sisteminde yapay zekd uygulamalarinin
kullamimina yonelik getirmis oldugu diizenlemeler ele alinarak, bu diizenlemelerin yargilama siirecinin
adil ve giivenilir olmasi iizerindeki etkinligi degerlendirilmeye calisilacaktir. Avrupa Birligi Yapay Zeka
Yasasi, yapay zekd uygulamalarina risk temelli bir yaklasgimla diizenlemeler getirmektedir. Yasada,
yargt sisteminde kullanilan yapay zeka uygulamalart yiiksek risk kategorinde yer almis, buna iliskin stk
diizenlemeler onerilmistir. Aymi zamanda, yasada yapay zeka uygulamalarimn sadece yardimct bir arag
olarak islev gormesi gerektigi belirtilerek, karar alma siireglerinde insan faktoriiniin varligr savunulmugtur.
Yargi alanminda kullanilan yapay zekd uygulamalarimin Avrupa Birligi Yapay Zekd Yasasi’'nda yiiksek riskli
olarak nitelendirilip, bu konuda siki diizenlemelerin yapilmast, yargi alaninda yapay zekd uygulamalarinin
etkili ve giivenli bir sekilde kullamilarak, yargilama siirecinin adil ve giivenilir olmasi bakinindan son
derece onemli bir adimdir. Ancak yapay zeka teknolojileri her gecen giin hizla gelismektedir. Bu sebeple
Avrupa Birligi Yapay Zekd Yasasi ilerleyen siireclerde yeni yapay zekd teknolojilerinin gerisinde kalabilir.
Dolayistyla, yeni yapay zekd teknolojilerine yonelik wygun diizenlemelerin zamaninda ve etkin bir sekilde
yapilarak, bu alamin giivenli ve diizenli yonetilebilmesi acisindan Avrupa Birligi Yapay Zeka Yasasi'nin
stklikla giincellenmesi gerekmektedir.
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REGULATIONS WITHIN THE SCOPE OF THE EUROPEAN UNION
ARTIFICIAL INTELLIGENCE ACT FOR THE USAGE OF ARTIFICIAL
INTELLIGENCE APPLICATIONS IN THE JUDICIAL SYSTEM AND
THEIR EFFECTIVENESS

ABSTRACT

In this study, the regulations brought by the European Union Artificial Intelligence Act for the
usage of artificial intelligence applications in the judicial system are discussed, and the effectiveness of
these regulations on the fairness and reliability of the judicial process is endeavored to be evaluated. The
European Union Artificial Intelligence Act brings regulations to artificial intelligence applications with
a risk-based approach. In the act, the artificial intelligence applications used in the judicial system have
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been included in the high-risk category and strict regulations were proposed in this regard. Also in the act,
the existence of the human factor in decision-making processes has been argued by stating that artificial
intelligence applications should only function as an auxiliary tool. Labeling the artificial intelligence
applications used in the judicial field as high-risk in the European Union Artificial Intelligence Act and
the strict regulations being enacted in this regard are extremely important steps taken towards using
the artificial intelligence applications in an efficient and safe manner in judicial field, ensuring an
outcome of a fair and reliable the judicial process. However, the artificial intelligence technologies are
rapidly developing day by day. For this reason, within the coming periods, the European Union Artificial
Intelligence Law may lag behind new artificial intelligence technologies. Therefore, the European
Union Artificial Intelligence Act should be frequently updated in order to ensure the safe and orderly
management of this field by making appropriate amendments in a timely and effective manner, which are
aimed at new artificial intelligence technologies.

Keywords: European Union, Artificial Intelligence, European Union Artificial Intelligence Act, Artificial
Intelligence Regulations, Usage of Artificial Intelligence Applications in the Judicial System

JEL Classification Codes: K40, N7, N44, O3

EXTENDED SUMMARY
Research Questions & Purpose

In this article, the regulations brought by the European Union Artificial Intelligence
Act for the usage of artificial intelligence applications in the judicial system are discussed, and
the effectiveness of these regulations on the fairness and reliability of the judicial process is
endeavored to be evaluated. In this context, the study seeks answers for the research questions,
such as “What are the regulations brought by the European Union Artificial Intelligence Act for
artificial intelligence applications in the judicial system? How do the regulations towards the
usage of artificial intelligence applications in judicial system brought by the European Union
Artificial Intelligence Act affect the efficient and safe usage of artificial intelligence applica-
tions in judicial field and the outcome of a fair and reliable judicial process accordingly?” Thus,
with the study, it is aimed to make an inference on the effectiveness of the regulations brought
by the European Union Artificial Intelligence Act regarding the usage of artificial intelligence
in the judicial system, to make suggestions and to contribute to filling an important gap in the
literature in this field.

Literature Review

When the literature is analyzed; There is a significant gap in this field due to the limited
number of studies on the European Union Artificial Intelligence Law and the use of artifi-
cial intelligence applications in the judiciary. Especially it can be observed that some studies
addressing these subjects mostly focus on merely the regulations brought by the European
Union Artificial Intelligence Law for the use of artificial intelligence applications in the judi-
ciary, however they are inadequate in terms of evaluating the extent to which these regulations
are effective on the fairness and reliability of the judiciary and in terms of how sufficient these
regulations are. Therefore, in this study, which is put forward to fill this gap, it is endeavored to
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address what the regulations brought by the European Union Artificial Intelligence Act for the
usage of artificial intelligence applications in the judicial system are, as well as how effective
they are in having both a fair and reliable judicial process, and how adequate they are.

Methodology

In the study, first of all, the concept of artificial intelligence and its development in the
historical process are mentioned, then the emergence of the European Union Artificial Intel-
ligence Act and the risk categories within the act are discussed, and the regulations brought
by the European Union Artificial Intelligence Act regarding the usage of artificial intelligence
in the judicial system and the effectiveness of them are evaluated. In this direction, within
the scope of the preparation of the study, many articles, books, graduate and doctoral theses,
reports, legislations and electronic sources related to the subject were utilized.

Results and Conclusion

The usage of artificial intelligence applications in the judiciary both provides some
advantages and brings along some risks. This situation has led to questioning the reliability of
artificial intelligence applications. In the European Union Artificial Intelligence Act, the artifi-
cial intelligence applications to be used in the judicial field have been labeled as high-risk and
strict regulations have been proposed. Accordingly, it has been stated in the act that artificial
intelligence applications to be used in the judiciary should only function as an auxiliary tool,
and it has been prevented that these applications are involved in decision-making processes as a
total decision-maker. In other words, the existence of the human factor in decision-making pro-
cesses has been argued. Labeling the artificial intelligence applications used in the judicial field
as high-risk in the European Union Artificial Intelligence Act and the strict regulations being
enacted in this regard are extremely important steps taken towards managing and reducing the
risks in an effective way, and thus using the artificial intelligence applications in an efficient
and safe manner, ensuring an outcome of a fair and reliable judicial process. However, artifi-
cial intelligence technologies are developing day by day. For this reason, the European Union
Artificial Intelligence Law may lag behind new artificial intelligence technologies. Therefore,
the European Union Artificial Intelligence Act should be frequently updated in order to ensure
the safe and orderly management of this field by making appropriate amendments in a timely
and effective manner which are aimed at rapidly developing new artificial intelligence tech-
nologies.
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1. Giris

Kullanim alani1 her gecen giin artan yapay zeka, toplumlar ve ekonomiler iizerinde ciddi
etkiler yaratmaktadir. Yapay zekanin saglamis oldugu avantajlarin yaninda yaratmig oldugu
riskler, yapay zeka uygulamalarimin giivenirliliginin tartisiimasina neden olmus, bu durum da
yapay zeka alaninda bazi diizenlemeler yapilmasini gerekli bir hale getirmistir. Avrupa Birligi,
2018’den bu yana etik, giivenilir, temel haklar ile uyumlu yapay zekd uygulamalarinin ge-
ligtirilip uygulanmasina yonelik cesitli stratejiler, politikalar gelistirmis, ¢aligmalar yapmuistir.
Ozellikle Avrupa Birligi Yapay Zeka Yasasi, diinyada yapay zeka kullanimina yonelik birtakim
kurallar getiren, temel haklari, demokrasiyi, hukukun istlinltigtinii koruyan, risk temelli bir
yaklagima sahip ilk ve kapsamli bir yasal diizenleme olarak AB tarafindan ortaya konan 6nemli
bir girisimdir.

Avrupa Birligi Yapay Zeka Yasasi ile i¢ pazarin gelistirilmesi diginda insan odakli, gii-
venilir yapay zeka sistemlerini tesvik etmek amaglanmaktadir. Ayn1 zamanda, AB bir taraftan
yapay zeka inovasyonunu desteklerken, bir yandan da yapay zeka sistemlerinin zararh etkile-
rine yonelik giivenligin, insan sagliginin, ¢evrenin disinda demokrasi ve hukukun istiinliigii
olmak iizere temel haklarin korunmasi gibi bircok hedefe de sahiptir (T.C. Disisleri Bakanligi,
Avrupa Birligi Bagkanligi, 2024).

Yapay zeka uygulamalarinin yargt sisteminde de kullanim1 giderek artmaktadir. Bu uy-
gulamalar yargi alanina biiylik kolayliklar saglamanin yaninda bazi riskleri de beraberinde ge-
tirmektedir. Avrupa Birligi Yapay Zeka Yasasi’nda yargi alaninda kullanilan yapay zeka uygu-
lamalar1 yiiksek riskli olarak nitelendirilmis ve yargt siirecinin adil ve giivenilir olabilmesi adi-
na yapay zeka uygulamalarinin yargi alaninda kullanimina yonelik bazi kurallar getirilmistir.

Literatiir analiz edildiginde; Avrupa Birligi Yapay Zeka Yasasi ve yapay zeka uygula-
malariin yargi alaninda kullanimi konularindaki ¢aligmalarin kisitli olmasi nedeniyle bu alana
yonelik énemli bir bosluk s6z konusudur. Ozellikle bu konulari ele alan bazi ¢alismalarin daha
cok Avrupa Birligi Yapay Zeka Yasasi’nin yargi alaninda yapay zeka uygulamalarimin kulla-
nimina yonelik getirdigi diizenlemelere odaklandig1 ancak bu diizenlemelerin yargi alaninin
adil ve giivenilir olmasi iizerinde ne derece etkin ve yeterli oldugunun degerlendirilmesinde
yetersiz kaldig1 goriilmektedir. Dolayisiyla, bu boslugu doldurmak icin ortaya konan bu ¢a-
lismada, Avrupa Birligi Yapay Zeka Yasasi’nin yargi sisteminde yapay zekd uygulamalarimin
kullanimina iligkin getirdigi diizenlemeler ele alinarak, bu diizenlemelerin yargilama siirecinin
adil ve giivenilir olmasi tizerindeki etkinligi degerlendirilmektedir. Bu kapsamda, oncelikle
yapay zeka kavramina ve tarihsel siire¢ icerisindeki gelisimine deginilmekte, ardindan Avrupa
Birligi Yapay Zeka Yasasi’nin ortaya ¢ikisi ve yasada yer alan risk kategorileri ele alinarak, yar-
g1 sisteminde yapay zekanin kullanimina iligkin Avrupa Birligi Yapay Zeka Yasasi ile getirilen
diizenlemeler ve bunun etkinligi degerlendirilmeye caligilmaktadir.

2. Yapay Zekamn Tanimu ve Tarihsel Siire¢ Icerisindeki Gelisimi

Tarihin en onemli teknolojilerinden biri olarak goriilen yapay zekanin (artificial
intelligence-Al) arastirma alani olarak ortaya ¢ikis1 1950°1i yillara dayanmaktadir. 1940°1ar-
da bilgisayarmn icadinin hemen ardindan, arastirmacilar bu makinelerin yeteneklerinin sade-
ce sayisal hesaplamalardan ibaret olmadigini insan zekasi gerektiren entelektiiel gorevler i¢in
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de kullanilabilecegini ifade etmiglerdir. Bu aragtirmacilarin baginda da Ingiliz matematikgi ve
bilgisayar bilimcisi Alan Mathison Turing gelmektedir. Ozellikle yapay zekanin temeli olan
makine 0grenmesi kavramu ilk defa 1950’lilerin baginda, Turing’in Mind dergisinde, “Bilgi
Islem Makineleri ve Zeka” (Computing Machinery and Intelligence) isimli makalesinde ileri
stirdiigii “makineler diisiinebilir mi?” sorusu ile giindeme gelmistir. Turing, makalesinde insan
zekasinin makinelestirilmesi ihtimalinden yola ¢ikarak, “taklit¢ilik oyunu™ olarak nitelendir-
digi bir test (Turing Testi) ile makine zekasini 6l¢meyi amaclamigtir. Dolayisiyla, Turing testi
bir makinenin diisiiniip diisiinemeyecegini anlayabilmek amaciyla kullanilmis ve yapay zeka
caligmalarinda bir oncii olarak, yapay zeka teknolojisinin diisiinsel temellerinin atilmasinda
onemli bir rol oynamigtir (Ceylan Yenice, 2024: 36; Coskun & Giilleroglu, 2021: 949; Erciyes,
2024: 44; Turing, 1950: 433-460; Wang, 2019: 6; Yilmazel, 2022: 96).

Yapay zeka kavraminin diistinsel temellerini her ne kadar Turing atmis olsa da kavramin
ilk kullanim1 Amerikali bilgisayar ve biligsel bilimcisi olan John McCarthy tarafindan 1956’da
diizenlenmis olan Darthmouth Calistayi’'nda gerceklestirilmigstir. McCarthy tarafindan yapay
zeka, “akill makineler tiretme bilimi ve miihendisligi” seklinde tanimlanmistir (Ceylan Yenice,
2024: 36; Grewal, 2014: 10). McCarthy haricinde Marvin L. Minsky, Nathaniel Rochester ve
Claude Shannon gibi bilim insanlarinin da yer aldig1 bu ¢alistayda (Ceylan Yenice, 2024: 37;
Dick, 2019: 2) yapay zeka, resmi olarak bir alan olarak kabul edilmistir. Dolayisiyla, konferans
disiplinlerarasi yeni bir alanin dogmasina neden olmugstur (Hamet & Tremblay, 2017: S37).
Ardindan yapay zeka ¢aligmalar giderek hiz kazanmis ve Aziz (1961), Benzesim (1963), Eliza
(1965), Bilgin (1970), Stajyer (1979) gibi yapay zeka programlar gelistirilmeye baglanmistir
(Coskun ve Giilleroglu, 2021: 949). Ayn1 zamanda, Warren/Pitts’in, beyin hiicrelerinin ¢alig-
ma sekline yonelik aragtirmalari, Donal Hebb’in 6grenmenin ne sekilde gerceklestigine iliskin
caligmalari, Frank Rosenblatt tarafindan gelistirilen “Perceptron modeli”, Arthur Bryson ve Yu
Chi Ho’nun gergeklestirdigi “backpropagation learning models” ¢alismalari, Newell, Simon ve
Shaw’in gelistirmis oldugu “Logic Theorist”, programlama dili LISP, yapay zekd ve makine
O0grenmesinin temelini atan olduk¢a 6nemli asamalar olarak gosterilmektedir (Ceylan Yenice,
2024: 37).

1970’ler elektronik teknolojisinin robotik endiistrisini doniistiirmeye calistig1 yillar ol-
mustur. Ozellikle 1973 yilinda Japonya’da Waseda Universitesi tarafindan diinyanin ilk tam
oOlcekli insans1 robotu olan WABOT-1 gelistirilmistir. Bu robotun gelistirilmesi, yliriime, nes-
neleri kavrama, iletisim kurma gibi yetenekleri bakimindan o dénem i¢in oldukca dikkate deger
olmast ve giiniimiize kadar devam eden bir aragtirma cabasini harekete gecirmesi bakimindan
olduk¢a onemliydi (Bogue, 2023: 2; Muscola vd., 2017: 1). 1980 yilinda da WABOT-2 adli
ayr1 bir proje tasarlanmistir. WABOT-2nin amaci ise elektrikli bir orgun iizerinde orta zorlukta
sarkilar ¢alabilmek olmustur. WABOT-2, miizik notalarin1 okumak i¢in gdrme sistemini ve
elektrikli orgu calarken baskalarina eglik etmek icin de iletisim sistemini kullanabiliyordu. Cok
daha genis islevlere sahip olan WABOT-1"in tersine WABOT-2, sadece bir amaca ulagsmak i¢in
tasarlanmig, tretilmis ve uzlagmig bir robottur. WABOT-1 ve WABOT-2 duygu gosterme ve
tepki verme yetenegine sahip olmasalar da insana benzer bir fiziksel goriinlime sahip olmalari
ve insana benzer fonksiyonlar1 yerine getirebilen ilk robotlar olma 6zelligi tasimalar1 a¢isindan
son derece onemlidir (Jankuloski vd., 2020).
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Yapay zekayi1 yaratma ve gerceklestirme diisiincesi cok kolay olmamais, 6zellikle 1974-
1980 yillar1 aras1 yapay zeka kgt (artificial intelligence winter) olarak adlandirilmigstir. Bu do-
nemde bir¢ok rapor ve gazete, bu bilimi yaratma siireci hakkinda elestirilerde bulunmugtur
(Mijwil & Abttan, 2021: 87). Bu durum da hiikiimetlerin yapay zeka caligmalarina yonelik
fonlarmin azalmasina sebep olmustur (Basu, 2023: 35). Yapay zeka kisinin ardindan, 1980-
1987 yillar1 arasinda yapay zeka, uzman bilgisinden tiiretilen, mantiksal kurallar ile yonetilen,
belirli bir bilgi alani ile ilgili sorular1 yanitlayan ya da sorunlar1 ¢ézen bir yapay zeka programi
olan “uzman sistemler”in yiikselisi ile geri donmiistiir. Ancak bu durum kisa siirmiis ve 1987-
1993 aras1 yillar ikinci yapay zeka kisi olarak nitelendirilmigtir. Bu donemde yine yatirimcilar
ve hiikiimet, yiiksek maliyeti ve bunun yaninda verimli sonu¢ vermemesi nedeniyle yapay zeka
aragtirmalarina yonelik fonlamay1 durdurmugtur (Ramani vd., 2023: 71; Shah vd., 2024: 165).

IBM Arastirma Merkezi tarafindan 1990’11 yillarin ortalarinda Deep Blue gelistirilmis-
tir. Bir bilgisayar satranc sistemi olan Deep Blue, diinya standartlarinda bir satran¢ makinesi
inga etme yolunda uzun yillar siiren bir cabanin sonucudur. Deep Blue, daha 6nce bir satrang
bilgisayar1 olarak ortaya konan Chiptest ve Deep Thought’un yerine gecmesi ve daha onceki
tiirlerin bagar1 gosteremedigi yerlerde basar1 gostermesi i¢in tasarlanmistir. Deep Blue, 1997°da
gerceklestirilen satran¢ oyununda iinlii bir satrang ustasi olan Garu Kasparov’u 3.5-2.5 bir skor-
la yenerek 6nemli bir bagsar1 gostermistir. Dolayisiyla, ilk defa bir bilgisayar satrang sistemi,
satran¢ gibi karmagik ve stratejik bir oyunda bir insan olan diinya sampiyonu kargisinda oyun
kazanmigtir (Campbell vd., 2002: 57-59; Ceylan Yenice, 2024: 37).

1990°da Rodney Brooks tarafindan evlerde, orduda ve endiistride kullanilmasi amaciyla
robotlar liretmesi icin iRobot sirketi kurulmustur. Sirket tarafindan iiretilen en basarili model-
lerden biri 2002°de pazara sunulan ve en bilinen ev robotlar1 arasinda sayilan Roomba’dir.
Roomba dogrudan gozetime gerek kalmadan diiz ortamlarda hareket ederek, kir ve tozu eme-
bilmektedir. IRobot tarafindan iiretilmis diger bir robotta da PackBot olmustur. PackBot’lar,
Irak ve Afganistan catigmalari, 11 Eyliil saldirilari, Fukugsima niikleer felaketi sirasinda yikik
binalar ya da magaralar gibi tehlikeli arazilerde insanlar1 bulmak, temizlik yapmak, el yapimi
patlayicilar1 tespit etmek ve etkisiz hale getirmek gibi bir¢ok amag icin kullanilmigtir (Ceylan
Yenice, 2024: 37; Coggings, 2022: 104; Cooney vd., 2023: 6).

2006 yilina bakildiginda, Facebook, Netflix, Twitter gibi biiyiik sirketlerin yapay zeka
kullanmaya bagladiklari goriilmektedir (Coskun & Giilleroglu, 2021: 949). Ozellikle 2023’de
Meta Sirketi, Facebook, Messenger, Instagram ve Watsapp’a yonelik bir¢ok yapay zeka 6zel-
likleri duyurmustur. Bunlardan yapay zeka sohbet botu en dikkat ¢ekenlerden biridir. Sohbet
botu bir kullanici (insan) ile konusan bir yazilimdir (makine). Diger bir ifade ile bir dizi kullani-
c1 sorusunu yanitlayabilen ve dogru yanitlar saglayan sanal bir asistandir. Son yillarda 6zellikle
saglik, pazarlama, egitim, destek sistemleri, kiiltiirel miras, eglence ve bir¢ok alanda kullanil-
masi1 bakimindan biiyiik 6nem tagimaktadir (Ceylan Yenice, 2024:37; Lemma, 2018: 528).

2018 yilinda Google Ceo’su Sundar Pichaci tarafindan “Google 1/O Developer
Conference”nda tanitilan Google Duplex bir diger 6nemli yeniliklerden biridir. Google Dup-
lex, restoran rezervasyonu yapmak gibi bir¢ok gorevi yerine getirirken insan sesine benzer
bir konusma saglayan, dogal dil yeteneklerine sahip bilgisayar tabanli bir sistemdir (Patel &
Kanani, 2021: 25; O’Leary, 2019: 47). Doktorlara ¢esitli tavsiyelerde bulanabilen yapay zeka
araglar1 bulunmakla birlikte, Amerika’nin bircok eyaletinde yapay zeka tarafindan kontrolii
saglanan siiriiciisii olmayan araglar da mevcuttur (Coskun & Giilleroglu, 2021: 950).
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Ayn1 zamanda, yapay zekalarin siir, beste, resim gibi eserler yaratabildigi goriilmekte-
dir. California Santa Cruz Universitesi’nde Miizikoloji alaninda Profesorliik yapmis olan David
Cope’un gelistirmis oldugu miizik besteleme ve Japonya’da yazilan bir siir tiirii olan “Haiku”
siirleri yazma yetenegine sahip olan Annie isimli yapay zek& bunun 6rneklerinden biridir. Di-
ger yandan robotik bir sanat¢i olan e-David fir¢ay1 paletten almakta, hassas ve diizenli fir¢ca
darbeleri ile tuvali doldurabilmektedir. E-David’in resimler yaratabilmek icin karmagik bir
gorsel optimizasyon algoritmasi kullandig1 belirtilmektedir. Ayn1 zamanda, 22 Subat-5 Mart
2016 tarihleri arasinda Ingiltere Londra Sanat Tiyatrosu’nda, diinyann ilk bilgisayar programi
tarafindan gelistirilmig olan miizikal sahne almistir (Zorluel, 2019: 305, 329-330).

30 Kasim 2022’de yapay zeka arastirma sirketi OpenAl tarafindan gelistirilmis olan ve
5 giin igerisinde 1 milyon kullaniciya ulagan GPT-3.5.5 dil modeline sahip bir yapay zeka robo-
tu olan ChatGPT yapay zeka alanindaki 6nemli gelismelerden biridir. Oldukga yiiksek miktarda
veri lizerinde egitilmis olan ChatGPT, girdiye bagl bir sekilde kullanicinin herhangi bir konu
hakkinda istemis oldugu ciktiy1 insan tiretiminden ayirmasi son derece zor bir sekilde ve hizlt
olarak ortaya koymaktadir (Keskin Karakog, 2023: 114).

Tiim bunlardan da anlagilacagi gibi yapay zeka, akilli ve insan benzeri davraniglar taklit
edebilme kabiliyeti ve insan zekasina ihtiya¢ duyulan goérevlerin gerceklestirilmesi amaciyla
bilgisayarlarin programlanmasi seklinde ifade edilebilir. Farkli bir s6ylemle insana ait kavrama
kabiliyetinin ve zekanin taklit edilerek problem c¢ozebilme, anlamlandirma, deneyim yoluyla
o0grenme gibi kabiliyetlerin bilgisayar sistemlerinde modellenmesi sonucu yapay zeka meyda-
na gelmektedir. Klasik bilgisayarlar kodlamasinda muhtemel her senaryoya iligkin kesin bir
komut girilmesi gerekirken, yapay zeka ise tam tersine makine 6grenimini saglayan algorit-
malarin egitilmesi ve ayn1 zamanda gelistirilmesi ile 6grenebilmektedir. Yapay zeka, makine
Ogrenimine yardimci olan algoritmalar aracilifiyla saglamis oldugu verilerle belirli gorevleri
gerceklestirebilmektedir (Birtane, 2024: 235; Keisner vd., 2015: 5). Yapay zeka iizerine ¢ok
farkli tanimlar bulunmaktadir. Ancak herkesin tizerinde hemfikir oldugu, acik, net ve kapsayici
bir tanim bulunmamakta ve yapay zeka semsiye bir kavram seklinde kullanilmaktadir. Ozel-
likle Avrupa Konseyi Insan Haklari Komisyonu yapay zekay1, “makinelerin zeka gerektiren
seyleri yapma yetenegini gelistirmeye adanmus bir dizi bilim, teori ve teknigi genel olarak ifade
eden semsiye bir terimdir” seklinde tanimlamistir (The Council of Europe Commissioner for
Human Rights, 2019: 5). Bunun yaninda Ekonomik Isbirligi ve Kalkinma Orgiitii (Organizati-
on for Economic Co-operation and Development (OECD)) yapay zekay1 insan merkezli hedef
kiimesi i¢in tahminlerde bulunabilen, tavsiyeler verebilen, gercek ya da sanal ortamlar etkile-
yebilen kararlar alabilen makine tabanl bir merkez olarak nitelendirirken (Birtane, 2024: 236;
European Commission, 2021a: 39), Avrupa Adaletin Etkinligi Komisyonu (CEPEJ) tarafindan
ise “Yapay Zekanin Yargi Sisteminde Kullanilmasina Dair Etik Sarti”nda yapay zeka, amaci
bir makine tarafindan insanlarin biligsel yeteneklerinin yeniden tiretilmesi olan bir dizi bilimsel
yontem, teori ve teknik olarak tanimlanmistir (CEPEJ, 2018).

Kullanim alani her gecen giin daha da yayginlasan ve ¢esitlenen yapay zeka teknolo-
jisinden finans, adalet, ulagim, giivenlik gibi bircok alanda faydalanmilmaktadir. Ozellikle bu
teknolojinin sunmus oldugu olanaklardan yararlanmak isteyen devletlerin de giintimiizde ya-
pay zeka teknolojisine olan ilgisi artmis ve devletler bu teknolojiye yonelik ulusal stratejiler
gelistirmeye baslamistir (Yilmazel, 2022: 98). Bircok Avrupa devleti de yapay zekaya destek
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olunmas: ve ayn1 zamanda yapay zek&nin imkanlarindan ne sekilde yararlanilmas: gerektigine
dair cesitli ulusal stratejiler gelistirmistir (Samsun, 2021: 25). Ayn1 zamanda, AB yapay zeka
alaninda eggiidiimlii caligmak ve ortak stratejiler yaratmak i¢in bir¢ok girisimde bulunmustur.
Ozellikle AB’nin yapay zeka alanindaki ¢alismalarin tesvik edilmesi ve sosyo-ekonomik etki-
lerine hazirlikli olunmasi i¢in yapmis oldugu hukuki diizenlemeler yapay zeké alaninda atmig
oldugu onemli girigimlerindendir (Yiiksel Bozkurt, 2022: 20).

3. Avrupa Birligi Yapay Zeka Yasasi

AB yapay zeka alaninda iiye tilkeler arasindaki igbirligini giiclendirmek, tiim AB iilke-
leri icin baglayici genel “Avrupa yaklasimi” olusturarak, yapay zeka teknolojilerinin uluslara-
ras1 rekabetine katilmak ve bir yapay zeka lideri olabilmek icin 2018’den beri diizenlemeler
yapmaktadir. Birligin yapay zekaya iligkin politika onceliklerinde endiistriyel ve arastirma-
gelistirme kabiliyetin artirilmasi, temel haklarin giivence altina alinmasi hedefleri 6nemli bir
rol oynamaktadir (Abali, 2022: 228; Erdem & Ozbek, 2021: 47.49,57-58; Etike, 2023: 232;
European Commission, 2018a; European Commission, 2018b: 1-19; European Commission,
2021b; European Commission, 2021c: 2).

2018-2020 yillar1 arasinda yapilan ilk donem diizenlemelerinde; AB’nin yapay zeka
alaninda bir lider konumuna gelmesine yonelik birtakim caligmalar yapilmis, yenilik¢i teknolo-
jilerin yaratilmasi, daha da yaygin bir hale getirilmesi, toplum ile biitiinlestirilmesi, buna iligkin
altyapilarin ve mevzuatin olusturulmasi, yatirnmcilara destek verilmesi, yapay zeka teknoloji-
lerinin kamu, saglik ve endiistri alanlart ile biitiinlestirilmesi, giivenilir yapay zeka uygulama-
larinin giiclendirilmesi, yapay zekaya yonelik etik konular1 iceren yonergelerin hazirlanmasi,
giivenilir bir yapay zeka sisteminin {iretilebilmesi i¢in gecerli olan tiim yasalara, diizenleme-
lere ve etik degerlere saygi gosterilmesi, uzman gruplarin yaratilmasi, yapay zekaya yonelik
politikalarm gelistirilmesi, inovasyon ile ilgili merkezlerin kurulmasi, egitim yatirimlart ile
dijital teknolojilere yonelik yeteneklerin gelistirilmesi, iiye devletler arasinda ortak veri taba-
n1 yaratilmasi, risk iceren kullanimlarin saptanmasi ve alinabilecek onlemlerin belirlenmest,
mevcut politikalarin toplumda yaratmis oldugu etkilerinin tespit edilmesi, riskli durumlarin
oniine gegilmesi, yapay zeka uygulamalarinda kisisel verilerin korunmast ve ¢ok daha giiglii
siber giivenlik 6nlemleri alinmasi icin altyapilarin kurulmasi konularinda ¢aligmalar yapildigi
goriilmektedir. Kisaca, bu yillarda yapay zeka, Avrupa toplumu icin ¢aligir bir duruma getirile-
rek, AB’nin yapay zeka alaninda kiiresel boyutta bir lider haline gelmesi hedeflenmistir (Erdem
& Ozbek, 2021: 58-61; Etike, 2023: 232-233; European Commission, 2018c: 2-23; European
Commission, 2018d; European Commission, 2018e; European Commission, 2018f; European
Commission, 2018b:1-19; European Commission, 2019a:2-38; European Commission, 2019b;
European Commisssion, 2020a:1-26, European Commmission, 2020b;European Commission,
2020c: 3-13; European Commission, 2020d:4-39; European Commission, 2020e).

2020 yilindan sonra gergeklestirilen diizenlemeler ile igbirligi, inovasyon, kamu ve 6zel
sektor ile biitiinlesme cabalar: siirdiiriiliirken, birtakim 6lciitlerin ve yaklagimlarin gelistirile-
rek AB’de hakim olmasina iligkin ¢abalar da artmistir. Uluslararasi alanda AB’nin yapay zeka
konusunda lider bir konuma getirilmesine iligkin ¢aligmalara devam edilmistir. Ancak diizen-
lemelerin odaginin daha ¢ok bireyin temel haklar1 ve kamu yararinin saglanmasina, toplumsal
risklerle bag etmeye dogru yoneldigi goriilmektedir. Yapay zeka teknolojilerinin kullanimina
iligkin sinirlama getirilmesine yonelik ¢alismalarda insan sagligi ve giivenligi i¢in yiiksek risk
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olusturabilecek tehditlerin onlenmesine yonelik bircok diizenlemeye yer verilmistir. Ayni za-
manda, siirdiiriilebilir, glivenilir bir yapay zekanin gelistirilmesi, yapay zeka sistemleri ile insan
haklar1 ve AB degerlerinin uyumlu hale getirilmesi, istthdam, giivenlik, yarg: gibi oldukca
onemli olan alanlarda sistemlerin ¢aligma sartlarmin diizenlenmesi, ¢evrenin, insan sagligi-
nin ve tiiketicinin korunmasi, bireylere fiziksel ve duygusal bakimdan zarar verebilecek yapay
zeka sistemlerine yasak getirilmesi gibi diizenlemelerin de 6ngériildiigii goriilmektedir (Erdem
& Ozbek, 2021:61-62; Etike, 2023:233; European Commission, 2021b; European Commissi-
on, 2021c: 2-65; European Commission, 2021d; European Commission, 2021a: 1-107).

Tim bunlardan da anlasilacagi gibi AB yapay zeka sistemlerini etkin bir bicimde dii-
zenlemek icin ciddi bir caba sarfetmektedir. Ozellikle Avrupa Komisyonu tarafindan 21 Nisan
2021°de sunulan ve yapay zeka sistemlerinin risklerini ele alan, yapay zekd konusunda AB’yi
uluslararasi alanda 6ncii bir rol oynayacak sekilde konumlandiran yapay zekaya iligkin ilk yasal
cergeve onerisinin 12 Temmuz 2024 tarihinde AB Resmi Gazetesi’nde yayimlanarak, 1 Agus-
tos 2024 tarihinde yiiriirliige girmesi bu noktada AB tarafindan atilan en 6nemli adimdir (Cil,
2024: 4-5; Etike, 2023: 233; T.C. Disisleri Bakanlig1 Avrupa Birligi Bagkanligi, 2024). Diger
bir ifade ile 1 Agustos 2024 te yiiriirliige giren Yapay Zeka Yasasi, yapay zeka sistemlerini dii-
zenlemek icin yapilmig olan, bunu gergeklestirmek icin risk temelli bir yaklagim sergileyen son
derece kapsamli, ilk ve kiiresel bakimdan en iddiali girisimdir (European Commission, 2024a;
Hickman vd., 2024; T.C. Disisleri Bakanligi, Avrupa Birligi Bagkanligi, 2024; Li, 2023: 2).

Yapay Zeka Yasasi’nda, yapay zeka sistemleri, olduk¢a kapsamli bir sekilde tanimlan-
mustir. Yapay zeka sistemleri, yasada degisen 6zerklik seviyeleri ile calismak amaciyla ortaya
cikarilmis, konuglandirilmasinin ardindan uyarlanabilirlik gosterebilen ve acik ya da ortiik bir-
takim hedefler dogrultusunda, almig oldugu girdilerden, fiziksel ya da sanal cevreleri etkileye-
bilecek varsayimlar, igerik, oneriler ya da kararlar gibi ¢iktilar: nasil liretecegini ¢ikaran maki-
ne temelli bir sistem olarak ifade edilmistir. Ayn1 zamanda, Avrupa Birligi Yapay Zeka Yasasi,
yapay zeka sistemleri ile 6nemli bir miktarda veri ile egitilmis olan, biiyiik oranda kendi ken-
dini denetleyen, birbirinden farkli bir¢ok gorevi biiyiik bir yetkinlik ile yapabilen yapay zeka
modelleri olan genel amacl yapay zeka modellerini birbirinden ayirmaktadir (Official Journal
of the European Union, 2024: 46; Samman & De Vanssay, 2024: 2). Yasa, kapsam dahilindeki
yapay zeka sistemlerine uygulanacak olan yiikiimliiliikleri icermektedir. Bunun yani sira yapay
zeka modellerine (6zellikle genel amacl yapay zekd modelleri ve sistemik risk olusturan yapay
zeka modelleri) yonelik yiikiimliiliiklere de yer vermektedir. Ancak bu yiikiimliiliiklerin, belir-
tilen yapay zeka modellerinin AB’de tek bagina kullanima sunulmasi halinde veya bir yapay
zeka sistemi ile biitiinlegtirilmesi s6z konusu oldugunda gecerli olacag: ifade edilmigtir (Farmer
vd., 2024).

Bu yasa, faaliyeti yiirtiten kurulusun tiirline bakilmaksizin, askeri, savunma, ulusal
giivenlik sebepleriyle miinhasiran piyasaya arz edilen, hizmete sunulan ya da bir degisiklik
gerceklestirilerek ya da gerceklestirilmeden kullanilan yapay zeka sistemlerine, bilimsel bir
aragtirma yapmak ve gelistirmek hedefleri dogrultusunda gelistirilen ve hizmete sunulan yapay
zeka sistemlerine, modellerine ve bunlardan elde edinilen ¢iktilara, yapay zeka sistemlerini
tamamen Kkigisel olarak ve mesleki olmayan amaglar dogrultusunda kullanan kisilere, yiiksek
riskli yapay zeka sistemleri, yasakli yapay zeka sistemleri, ya da dogrudan gergek kisilerle
etkilesime girmek icin tasarlanmis, sentetik igerik lireten, duygu tespit etme sistemleri ya da

1198



Uluslararas: Yonetim Iktisat ve f;letme Dergisi, Cilt 21, Sayt 3, 2025, ss. 1190-1212
International Journal of Management Economics and Business, Vol. 21, No. 3, 2025, pp. 1190-1212

biyometrik siniflandirma sistemleri olan yapay zeka sistemleri seklinde piyasaya arz edilme-
digi ve hizmete sunulmadi81 miiddetce, serbest ve acik kaynak lisanslariyla yayimlanan yapay
zeka sistemlerine uygulanmamaktadir. Tiim bunlarin yaninda yasa, yapay zeka sistemleri ve
modellerinin piyasaya siiriilmeden ya da hizmete sunulmadan 6nce arastirilmasi, test edilmesi
ve gelistirmesi faaliyetlerinde uygulanmamaktadir. Yasa da bu faaliyetlerin Birlik hukukuna
uygun bir sekilde yiiriitiilmesi ongoriilmiistiir. Ancak yapay zeka sisteminin ya da modelinin
gercek diinya kosullarinda test edilmesi bu muafiyetin diginda kalmaktadir (Farmer vd., 2024;
Official Journal of the European Union, 2024: 45-46).

Yapay Zeka Yasasi, AB igerisinde yapay zeka sistemlerini piyasaya arz eden ya da hiz-
mete sunan ya da genel amagli yapay zeka modellerini piyasaya arz eden saglayicilari kapsa-
maktadir. Bu saglayicilarin AB icinde ya da iiciincii bir iilkede kurulu ya da yerlesik olup olma-
diklar1 fark etmemektedir. Ayn1 zamanda, yasa, kurulus yeri Birlik i¢inde bulunan ya da Birlik
icinde bulunan yapay zeka sistemlerinin dagiticilarina, kurulug yeri iiciincii bir tilkede bulunan
ya da bu iilkede bulunan ve yapay zeka sisteminin trettigi ¢ciktinin Birlik icinde kullanildig:
yapay zeka sistemlerinin saglayicilarina ve dagitimcilarina, yapay zeka sistemlerinin ithalat-
cilarina ve dagiticilarina, AB’de yerlesik olmayan saglayicilarin yetkili temsilcilerine, Birlik
icerisinde yer alan etkilenen kisilere, yapay zeka sistemini kendi tiriinleri ile birlikte ve kendi
adlar1 ya da ticari markalari altinda piyasaya arz eden veya hizmete sunan {iriin iireticilerine de
uygulanmaktadir (Offical Journal of the European Union, 2024: 45).

Yapay Zeka Yasasi ile AB degerleri temel alinarak yapay zeka sistemlerinin gelistiril-
mesi, piyasaya siiriilmesi, hizmete sunulmasi1 ve kullanimina yonelik tek tip bir yasal ¢erceve
yaratilarak, i¢ pazarin isleyisinde iyilesmeye gidilmesi, insan1 merkeze koyan, giivenilir bir
yapay zekanin benimsenmesinin tegvik edilmesi, Birligin giivenilir yapay zekanin kullanimin-
da oncii bir konuma getirilmesi, yapay zekanin zararl etkilerine karsi demokrasi, hukukun
iistlinliigli ve ¢evrenin korunmasi da dahil olmak iizere Avrupa Birligi Temel Haklar Sarti’nda
bulunan saglik, giivenlik ve temel haklarin iist seviyede korunmasinin saglanmasi, AB i¢inde
yapay zekanin zararl etkilerine kargi koruma saglanmasi, inovasyonun desteklenmesi, istih-
damin artirilmasi hedeflenilmistir. Ayn1 zamanda, yasa, yapay zeka temelli mal ve hizmetlerin
siir otesi serbest dolagimini saglayarak, iiye iilkelerin yasada agik bir sekilde yetkilendirilme-
digi siirece yapay zeka sistemlerinin gelistirilmesine, pazarlanmasina ve kullanimina iligkin
kisitlamalarin1 6nlemektedir. Dolayisiyla, yasa ile AB’de yapay zeka sistemlerinin piyasaya
stirlilmesi, hizmete sunulmasi ve kullanimina iligkin uyumlu hiikiimler, yasaklanmasi1 gereken
birtakim yapay zeka uygulamalari, yiiksek risk iceren yapay zeka sistemlerine yonelik bazi 6zel
gereklilikler ve bu sistemlerin operatorlerine iligkin kurallar, belirli yapay zeka sistemleri i¢in
uyumlu seffaflik kurallari, genel amacl yapay zeka modellerinin piyasaya siiriilmesine yonelik
uyumlu kurallar, piyasa izleme, piyasa gozetimi, yonetisim ve uygulama hiikiimleri, KOBI’le-
re, 6zellikle de yeni kurulan girketlere yonelik inovasyonu destekleyici 6nlemler belirlenmistir
(Offical Journal of the European Union, 2024: 1, 44-45).

Ayni zamanda, Yapay Zeka Yasasi, AB’nin yapay zeka diizenlemesine yonelik tutumu-
nu gozlemlemekten sorumlu Avrupa Yapay Zeka Kurulu, Danigma Forumu, Bilimsel Panel,
Ulusal Yetkili Makamlar gibi yeni AB kurumlari kurar. Bu yeni kurumlar, yapay zeka risklerini
ve Yapay Zeka Yasas1’nin muhtemel ihlallerini tespit etmek ve arastirmak amactyla olusturulan
Avrupa Yapay Zeka Ofisi ile beraber ¢aligmalarini yiiriiteceklerdir (Farmer vd., 2024).
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Yapay Zeka Yasast, uyarilar ve mali olmayan cezalar gibi diger yaptirim dnlemleri di-
sinda gerekliliklerinin ihlaline yonelik bir¢ok idari para cezasina da yer vermektedir. Bu nok-
tada ozellikle tye iilkelerin vermis olduklar: cezalarin etkili, orantili ve caydirict olmasi biiyiik
onem tagimaktadir. Yapay zeka yasasinda; yasaklanmig bir yapay zeka sisteminin kullanimi
s0z konusu oldugunda 35 milyon Avro ya da diinya ¢apindaki yillik cironun %7’si kadar, diger
yiikiimliiliiklere ( yliksek riskli yapay zeka sistemlerine uygulanan yiikiimliiliikler, sinirl yapay
zeka sistemlerine uygulanan yiikiimliiliikler yani seffaflik yiikiimliiliikleri, genel amagli yapay
zekad modelleri saglayicilarina uygulanan yiikiimliiliikler (bunlar Avrupa Komisyonu tarafin-
dan uygulanir)) uyulmamas: halinde ise 15 milyon avro ya da diinya capindaki yillik cironun
%3’ kadar tazminat ddenmesi gerektigi belirtilmistir. Ayn1 zamanda, diizenleyicilere bir talep
iizerine yanlig, eksik ya da yaniltici bir bilginin verilmesi halinde ise 7,5 milyon avro ya da
diinya capindaki yillik cironun %1°i kadar cezasinin oldugu yasada ifade edilmigtir. Biiyiik
kuruluslar i¢in ifade edilen oran ve miktardan biiyiik olani, yeni kurulan igletmeler ve KOBI’ler
icin ise bu oran ya da miktardan diisiik olan1 ceza olarak uygulanacaktir. Avrupa Birligi Yapay
Zeka Yasast, bireylerin ve kuruluglarin, Avrupa Birligi Yapay Zeka Yasasi’nin ihlali sebebiy-
le karg: kargiya kaldiklar1 zararlar i¢cin tazminat talep etme haklarini icermemektedir. Ancak
Avrupa Birligi Yapay Zeka Yasasi’nin Onerilen Yapay Zeka Sorumluluk Direktifi ve revize
edilmis Uriin Sorumluluk Direktifi ile tamamlanmasi hedeflenmektedir. Yapay Zeka Sorum-
luluk Direktifi, yapay zekadan dolay: karg: kargtya kalinan zararlara iligkin hukuki belirsizligi
diisiirmeyi ve zarara ugrayan magdurlarin bu zararlar i¢in etkili bir tazminat arayabilmelerine
olanak yaratmay1 hedefleyen bir AB hukuku &nerisidir. Uriin Sorumlulugu Direktifi, bireylerin
ugradiklart zararlarin kargilanmasini istemelerine imkan saglayan tiiketici koruma kurallarini
iceren mevcut (ancak yaklasik 40 yillik) bir AB yasasidir. AB Parlamentosu tarafindan 12 Mart
2024’te ¢evrimici aligverigin artigini ve yapay zeka gibi yeni teknolojilerin kullanimini yansitan
Uriin Sorumlulugu Direktifi’nin yeniden gozden gegirilmis sekli kabul edilmistir. Giincellenen
direktif, yapay zeka kullaniminin sik goriildiigii bir toplum i¢in uygun oldugundan emin olmak
da dahil olmak iizere, AB’ nin tiiketici tazminatina iligkin tutumunu farkli alanlarda modernize
etmektedir. Dolayisiyla, iddialar dogrudan yapay zeka yasasi cergevesinde ileri siiriilmese de
yapay zeka ekosisteminde faaliyette bulunan kuruluglarin bu yasalar kapsamindaki muhtemel
sorumluluklarint anlamalar1 gerekmektedir (Farmer vd., 2024).

4. Avrupa Birligi Yapay Zeka Yasasi’nda Risk Temelli Yaklagim

Avrupa Birligi Yapay Zeka Yasasi, yapay zeka sistemlerine yonelik risk odakli bir yak-
lagim gelistirmistir. Dolayisiyla, yasa, yapay zeka sistemlerini risk durumuna gore kabul edile-
mez risk, yiiksek risk, sinirli risk ve diisiik risk olarak 4 ana risk kategorisinde degerlendirmek-
te ve buna gore farkli kurallar getirmektedir. Ayni zamanda, risklerin disinda degerlendirme
noktasinda seffafliga da 6nem verildigi goriilmektedir (Birtane, 2024: 247; Cil, 2024: 6).

Kabul edilemez risk, yasakli risk olarak da ifade edilmektedir (Cil, 2024: 7). Bireylerin
bilinglerinin ilerisinde bilingalt1 teknikleri kullanan ya da bilin¢li bir sekilde manipiilatif ya da
yaniltici teknikleri kullanan yapay zeka sistemleri, bir bireyin ya da belirli bir grup insanin yas,
engellilik, ya da ekonomik kosullarindan dolay1 sahip oldugu herhangi bir zaafini istismar eden
yapay zeka sistemleri, birtakim hassas 6zellikleri ortaya ¢ikarmak ya da ¢ikarsamak amaclh
biyometrik verilerine gore bireyleri kategorilere koyan biyometrik kategorizasyon sistemlert,
sosyal puanlama ile bireyleri ya da gruplart degerlendiren ya da siniflandiran yapay zeka sis-
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temleri, birtakim istisnai durumlar diginda “gergek zamanli” uzaktan biyometrik tanimlama sis-
temlerinin kolluk kuvvetleri tarafindan kamuya acik alanlarda kullanimi, bireylerin sug isleme
riskini degerlendirmek ya da tahmin etmek amaciyla kigilerin risk degerlendirmelerini yapan
sistemler, internet ya da CCTV goriintiileri aracilifiyla hedefsiz yiiz goriintiileri temin ederek
yiiz tanima veri tabanlar1 olusturan ya da genisleten yapay zeka sistemleri, birtakim istisnai du-
rumlar haricinde igyeri ve egitim kurumlarinda bireylerin duygularini anlamaya yardimci olan
yapay zeka sistemleri bu kategoride yer almaktadir. Dolayisiyla, Avrupa Birligi Yapay Zeka
Yasast’nda, bu kategoride bulunan yapay zeka sistemlerinin bazi istisnai durumlar haricinde
piyasaya arzi, hizmete sunulmasi ve kullanilmasi yasaklanmaktadir (Samman & De Vanssay,
2024: 2).

Arizalanmast halinde bireylerin hayatini ve sagligini riske sokabilecek ulasim gibi kri-
tik altyapilarda kullanilan yapay zeka giivenlik bilesenleri, egitim kurumlarinda kullanilan ve
bireylerin egitime ulasma ve ilerdeki mesleklerini belirleyebilen yapay zeka ¢oziimleri (6rne-
gin sinavlarin puanlanmasi), tirtinlerin yapay zeka tabanli giivenlik bilesenleri (6rnegin robot
destekli cerrahide kullanilan yapay zeka uygulamalari), istihdam, ¢calisanlarin yonetimi, serbest
meslege erisim amactyla kullanilan yapay zeka sistemleri (6rnegin bireylerin ise alimi icin CV
siralama yazilimlari), 6zel ya da kamu hizmetlerine ulasabilmek icin kullanilan yapay zeka
uygulamalari (6rnegin kredi puanlamasi sonucunda bireylerin kredi alma segeneklerinin reddi),
uzaktan biyometrik kimlik tespiti, duygu tanima ve biyometrik siniflandirma amaciyla kulla-
nilan yapay zeka sistemleri, delillerin giivenirliginin degerlendirilmesi gibi bireylerin temel
haklarina miidahalede bulunabilecek kolluk kuvvetleri sistemleri, gog, iltica ve siir kontrolii
yonetimi sistemleri (6rnegin vize bagvurularinin otomatik bir sekilde incelenmesi), adaletin
ve ayni zamanda demokratik siireclerin yonetiminde kullanilan yapay zeka coziimleri (6rne-
gin mahkeme kararlarin1 hazirlamak icin kullanilan yapay zeka ¢oziimleri) Avrupa Birligi Ya-
pay Zeka Yasasi’nda yiiksek risk kategorisinde degerlendirilmektedir (European Commission,
2025). Adaletin saglanmasi ve demokratik stire¢ler kapsaminda hakimler, savcilar, avukatlar
yapay zeka sistemleri araciligiyla daha 6nceki yargi kararlarini inceleyebilmekte, secmenlerin
davraniglar1 hakkinda fikir sahibi olabilmek icin yapay zeka algoritmalari kullanilabilmekte,
oylama sisteminin giivenligini artirmak i¢in yapay zeka temelli giivenlik sistemlerinden fayda-
lanilabilmektedir. Ancak adaletin saglanmas1 amaciyla kullanilan yapay zeka uygulamalarinda
gelisebilecek muhtemel hatalar kisilerin adil yargilanma hakkini olumsuz yonde etkileyebilir.
Ayni sekilde demokratik siire¢ler asamasinda kullanilan yapay zeka sistemlerinin hatali ¢alis-
mas1 demokratik siireclerin giivenilirli§ine zarar verebilir. Bu sebeple bu alanlarda kullanilan
yapay zeka sistemleri yiiksek riskli yapay zeka sistemleri kapsaminda yer almaktadir. Diger
yandan yapay zeka sistemleri sucla miicadele cercevesinde kullanilabilmektedir. Ozellikle yiiz
tanima ya da diger biyometrik veriler yardimiyla suclular saptanabilir, hdkim ve savcilar 6nceki
karar ve veri analizlerini esas alarak yapay zeka sistemlerinden tavsiyeler alabilir, yapay zeka
sistemleri kosullu tahliye kararlarinin degerlendirilmesine katki saglayabilir. Ancak su¢la mii-
cadele ¢ercevesinde kullanilan yapay zeka sistemlerinin hatali bir sekilde ¢alismast, kisilerin
hak ve o6zgiirliiklerine zarar verecek sonuglar dogurabilir. Dolayisiyla kisilerin adil yargilanma
hakki ve hukuki gilivencelerinin riske atilabilecegi g6z oniinde bulundurularak bu alanlarda
kullanilan yapay zeka sistemleri yiiksek riskli olarak kabul edilmektedir (Bagara Turan, 2024:
3006-3007).
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Smurlr risk seffaflik eksikligi ile baglantili risklerdir (Cil, 2024: 8). Avrupa Birligi Ya-
pay Zeka Yasast’nda, siirli risk olusturan yapay zeka sistemleri i¢in seffafli§1 saglamaya ilis-
kin birtakim tedbirlerin alinmas: gerektigi belirtilmistir. Bu seffaflik onlemlerinin bireylerle
etkilesimde olan, duygular1 saptamak ya da biyometrik verilere dayanarak (sosyal) siniflar-
la iligkileri belirleyebilmek icin kullanilan ya da icerik iireten ya da etkileme gibi riski olan
sistemler icin gegerli olacagi ifade edilmistir. Ozellikle bu noktada bireylerin bir yapay zek
sistemi ile etkilesim halinde olduklarinda bu durum hakkinda bilgilendirilmelerinin son derece
onemli oldugu vurgulanmistir (Birtane, 2024: 247-248). Diger bir ifade ile sohbet robotlar1 gibi
yapay zeka sistemleri kullanildiinda, kisilerin muhataplarinin bir makine oldugunu bilmele-
rinin dneminden bahsedilmigtir. Boylece siirece devam etme ya da devam etmeme konusunda
bilingli bir sekilde karar verebilecekleri ifade edilmigtir. Gelistiricilerin ayn1 zamanda yapay
zekanin olusturmug oldugu bir icerigin tanimlanabilir olmasini saglamalar1 gerektigi belirtil-
migtir. Diger yandan, kamuyu ilgilendiren konular hakkinda halk: bilgilendirmek i¢in yayin-
lanan yapay zekanin olusturmus oldugu metinin, yapay olarak olusturulmus seklinde etikete
sahip olmasinin 6nemi vurgulanarak, bu durumun derin sahtecilik (deep fake) olusturan ses ve
video icerikleri icin de gegerli olmasi gerektiginden bahsedilmistir (Cil, 2024: 8).

Kabul edilemez risk, yiiksek risk, sinirli risk kategorilerinde yer almayan yapay zeka
tarafindan desteklenen video oyunlari, spam filtreleri gibi yapay zeka sistemleri risksiz olarak
da ifade edilen diisiik risk kategorisinde yer almaktadir. Bunlar, Avrupa Birligi Yapay Zeka
Yasasi cercevesinde 6zel yiikiimliiliiklere tabi olmamakla birlikte sirketler goniillii ek davra-
nig kurallart benimseyebilirler. Diger bir ifade ile 6rnegin, ticari amagla satilan e-posta spam
filtreleri, yeni spam kampanyalarin belirlemek ve bunlara yanit vermek i¢in yapay zekay kul-
lanabilir. Ancak bu tiir sistemler Avrupa Birligi Yapay Zeka Yasasi cergevesinde herhangi bir
yiikiimliiliikle kars1 karsiya degildir (Cil, 2024: 8; European Commission, 2024b; European
Commission, 2025).

Goriildiigii gibi yapay zeka sistemlerinin bir kismi sinirh bir riske sahipken ya da hic-
bir risk olusturmazken ve bir¢ok toplumsal sikintiya ¢6ziim yaratabilirken, bazi yapay zeka
sistemleri ise yiiksek ya da kabul edilemez riskler yaratmaktadir. Dolayisiyla, onerilen kural-
lar, yapay zeka sistemlerinin risklerini ele alarak, kabul edilemez riskler tagiyan yapay zeka
sistemlerini yasaklamakta, yiiksek riske sahip yapay zeka sistemlerinin neler oldugunu sirala-
yarak, yiiksek riskli yapay zeka sistemleri icin belirli yiikiimliiliikler belirlemekte, baz1 yapay
zeka sistemleri hizmete girmeden ya da piyasaya siiriilmeden once uygunluk degerlendirmesi
gerektirmekte, baz1 yapay zeka sistemlerine ise piyasaya siiriilmesinin ardindan yaptirimlar
getirmektedir. Kisaca, Avrupa Birligi Yapay Zeka Yasasi’'nda yapay zeka sistemlerine yonelik
risk temelli bir yaklasim benimsenerek Avrupalilarin yapay zeka sistemlerinin sunacaklarina
glivenmeleri saglanmaya calisilmaktadir. Diger bir ifade ile Avrupa’da ve oOtesinde giivenilir
yapay zeka tesvik edilmesi hedeflenmistir (Cil, 2024: 5-6).

5. Avrupa Birligi Yapay Zeka Yasasi’nin Yargi Sisteminde Yapay Zekanin Kullammmina
Tliskin Diizenlemeleri ve Etkinligi

Yapay zeka uygulamalari, bugiin bir¢ok alanda kullanilmakla beraber verilerin analizi,
saklanmasi ve sistemler aras1 kurmus oldugu baglantilardan dolay1 yarg: alaninda da kullanimi
giderek yayginlasmaktadir. Diger bir ifade ile yapay zekd uygulamalarinin, bilgiyi toplamak,
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tasnif etmek, karar verme ve temyiz siireclerinde karar 6nerisinde bulunmak gibi usul iglem-
lerinin birer boliimii seklinde degisik bicimlerde kullanimi gergeklesmekte ve her gecen giin
gelisen modelleri ile kullanimi daha da artmaktadir. Bu kapsamda, mahkemeler dijitallestirme
aracilifiyla doniistiiriilmekte, bircok yarg: sistemi elektronik ve ¢evrimici sistemlere yonel-
mektedir. Ozellikle mahkemeler, git gide artan belgelerin dosyalanmasinda, tasnif edilmesinde
ve erisilmesinde, davalarin ¢evrimici baglatilmasinda ve yonetilmesinde yapay zeka uygulama-
larint kullanmaktadir. Dolayisiyla, yapay zeka uygulamalari, yarg: organlarinin isini kolaylag-
tirarak, adalet sistemine 6nemli hizmetler saglamaktadir. Ancak yapay zek& uygulamalarinin
yarg1 alaninda kullanimi 6nemli avantajlar saglamanin yan sira ciddi riskleri de beraberinde
getirmektedir. Bu dogrultuda, AB bu riskleri etkin bir sekilde yonetmek ve azaltmak i¢in belirli
kurallar ve prensipler belirlemeye, dolayisiyla yapay zekd uygulamalarinin etik kullanimina
yonelik caligmalar yiiriitmeye baglamistir (Erdogan, 2021: 131; Heikkinen, 2019: 2; Kame-
ner, 2017; Yilmaz, 2020: 7, 29-30). Ozellikle Avrupa Adaletin Etkinligi Komisyonu (CEPEJ)
tarafindan 3-4 Aralik 2018’de “Yapay Zekanin Yarg: Sistemi’nde Kullanilmasina Dair Avrupa
Etik Sart1” yarg: alaninda yapay zekanin kullanimina yonelik etik prensiplerin kabul edildigi
ilk Avrupa Metni olarak bu noktada atilan dnemli bir adim olmustur. Avrupa Etik Sart1, yapay
zeka yazilimlarinin en diisiik risk ile en iist diizeyde yarar saglanilacak sekilde kullanimini he-
deflemekte, bu yazilimlarin hangi sartlarda ve nasil kullanilmasi gerektigine iligkin bir kilavuz
niteligindedir (CEPEJ, 2018; Yilmaz, 2020: 34).

CEPEJ’e gore yargt sisteminde yapay zekanin kullanilabilmesi i¢in yargi kararlarinin
ve verilerinin algoritmalar ile iglenmesinde ve bu kararlarin uygulanmasinda uyum saglanmasi
gereken temel haklara saygi, ayrimcilik karsiti olma, kalite ve giivenlik, seffaflik, tarafsizlik
ve adalet ve kullanic1 kontrolii altinda olma seklinde 5 temel prensip bulunmaktadir (CEPEJ,
2018: 5; Yilmaz, 2020: 35). Diger bir ifade ile bu prensipler yapay zekaya dayanan adli kararlar
ve verilerin otomatik bir sekilde islenmesi siirecinde uygulanmas: 6nemli olacak prensiplerdir
(Erdogan, 2021: 177).

Birinci prensip olan temel haklara saygi prensibi kapsaminda; yapay zeka sistemleri-
nin ve hizmetlerinin tasarim ve uygulanma siire¢lerinin temel haklar ile uyumlu ilerlemesinin
saglanmasi vurgulanmistir. Yargi kararlarinin ve verilerin islenmesinin, Avrupa Insan Haklari
Sozlesmesi (AIHS) ve Avrupa Konseyi Kisisel Verilerin Korunmasi Sozlesmesi’nde giivence
altina alman temel haklarla uyumlu ve ayni zamanda amaca yonelik olmas1 gerektigi ifade
edilmistir. Yapay zeka araclar1 bir anlagsmazlig1 ¢ozmek, yargisal karar alma siirecinde yardimci
olmak ya da kamuoyuna rehberlik gibi amaclar dogrultusunda kullanildiginda, bunlarin hakime
erisim hakki ya da adil yargilanma hakki giivencelerine herhangi bir zarar vermediginin garanti
edilmesinin onemli oldugu belirtilmistir. Bunun yaninda hukukun {istiinliigii prensibi ve yar-
giclarin karar alma agamasindaki bagimsizligina saygi gosterilmesi ve uluslararasi sozlesmeler
ile glivence altina alinmis olan temel degerlere direk ya da dolayli yollardan zarar gelmesini
engelleyen kurallarin, yapay zeka araclarinin tasarim ve dgrenme agsamalarindan itibaren tam
olarak entegre edilmesi gerektigi vurgulanmistir. Diger bir ifade ile bu tiir sistemlerin etik ve
insan haklar1 odakl gelistirilmesinin dneminden bahsedilmektedir (CEPEJ, 2018: 8).

Ikinci prensip olan ayrimcilik karsit1 olma prensibi ¢ercevesinde; bireyler ya da gruplar
arasinda herhangi bir ayrimeciligin ortaya ¢ikmasinin engellenmesi gerektigi ifade edilmistir.
Kullanilan igleme yontemlerinin, bireylere ve gruplara yonelik verileri gruplandirma ve sinif-
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landirma esnasinda ayrimcilia sebep olma durumu goz dniinde bulunduruldugunda, kamu ve
0zel sektor paydaglarinin kullanilan yontemlerin bu tarz ayrimciliklara yol agmasini engelle-
meye ¢aligmalar1 gerektigine vurgu yapilmustir. Ozel nitelikli veriler, irksal ya da etnik koken,
sosyoekonomik ge¢mis, dini ya da felsefi inanglar, sendika iiyeligi, biyometrik bilgiler, siyasi
goriis, sendika tiyeligi, saglik ile ilgili bilgiler, cinsel tercihe ya da cinsel yagama yonelik veriler
olabileceginden, dogrudan ya da dolayli olarak 6zel nitelikli verilerin iglenmesi gerceklestirilir-
ken, araclarin gelistirme ve ayni zamanda devreye alma siireclerine dikkate edilmesi gerektigi
belirtilmigtir. Bu tiir bir ayrimcilifin oldugunun saptandigi durumlarda bu ayrimcilig1 ortadan
kaldirmaya yonelik 6nlemlerin alinmasi gerektiginden bahsedilmistir. Ozellikle bu tiir ayrim-
ciliklarin dniine ge¢mek i¢in makine 6grenimi ve disiplinleraras: bilimsel analizler gibi yon-
temlerin kullanimina ydnelimin artirtlmasinin 6nemli olacag: vurgulanmigtir (CEPEJ, 2018:9).
Ozellikle bazi yapay zeka algoritmalari, rksal, etnik koken, siyasi goriisler, sendika iiyeligi,
dini ve felsefi inaniglar, cinsel tercih ve saglik verileri gibi oldukca hassas ve kisilere yonelik
ozellikler dahil bireylerin davraniglarina yonelik ¢ikarimlarda bulunabilmektedir. Dolayisiyla
bu tiir algoritmalar, birey ve gruplar arasinda ayrimciliklara yol agmanin yam sira yanlis is-
lemler yapabilirler. Bu yanliglara dayanarak da yanlig kararlar verebilirler. Bu dogrultuda, bu
risklerin ortaya ¢ikmasinin dnlenebilmesi i¢in bu tiir algoritmalarin kontrol edilmesi ve denet-
lenmesi gerektigi ifade edilmistir (Beduschi, 2020: 3; Erdogan, 2021: 150-152).

Uciincii prensip olan kalite ve giivenlik prensibinde; yargi kararlarinin ve verilerin islen-
mesi esnasinda sertifikali kaynaklar ve soyut veriler, giivenli bir atmosferde ¢ok disiplinli bir
sekilde diisiiniilerek tasarlanmis olan modellerle kullanilmasi gerektigi belirtilmigtir. Makine
Ogrenimi tiirlerinin tasarimini gerceklestirenlerin, ilgili yargi sistemi mensuplarinin (hdkimler,
savcilar, avukatlar gibi), hukuk ve sosyal bilimler alanindaki aragtirmacilarin ve 6gretim go-
revlilerinin uzmanliklarindan yararlanmasi gerektigi vurgulanmistir. Kisa tasarim dongiileri
icerisinde iglevsel tiirler iiretmek i¢in karma proje gruplari olusturmak, bunun multidisipliner
yaklagimdan faydalanmay1 miimkiin hale getiren organizasyonel yontemlerden biri oldugu be-
lirtilmistir. Diger bir ifade ile farkli alanlardaki uzmanlarin biraraya gelmesi ile olusturulan
disiplinlerarasi gruplarin birbirleri ile iletisim halinde olmasinin ve bu gruplardan faydalanil-
masinin son derece 6nemli oldugundan bahsedilmektedir. Halihazirda etik giivencelerin proje
gruplan tarafindan devamli paylagilmasinin ve geri bildirimler kullanilarak gelistirilmesinin
geregi ifade edilmistir. Makine 6grenimi algoritmasi kullanan bir yazilima girilmis olan yargi
kararlaria yonelik verilerin sertifikali kaynaklardan alinmasi, 6grenme mekanizmasi tarafin-
dan kullanilincaya kadar verilerde herhangi bir degisiklige gidilmemesi gerektigi vurgulanmig-
tir. Ayn1 zamanda, islenmis olan kararin icerigini ya da anlamini degistirecek bir degisikligin
yapilmadigindan emin olunabilmesi adina siirecinde takip edilebilir olmas1 gerektigi vurgu-
lanmigtir. Olusturulan modeller ve algoritmalarin ayni zamanla giivenli yerlerde muhafaza
edilmesi, ¢alistirtlabilmesi i¢in sistem biitlinltigiiniin ve somutlugunun giivence altina alinmast
oneminden bahsedilmistir (Gyuranecz vd., 2019: 16; CEPEJ, 2018: 10).

Dordiincii prensip olan seffaflik, tarafsizlik ve adalet prensibinde; veri isleme yontem-
lerinin kolay ulagilabilir ve agik olmasina ve dig denetimlere izin verilmesine deginilmistir.
Hukuki acidan sonuglar dogurabilecek, insanlarin yasamlarini 6nemli derecede etkileyebilecek
araglar kullanildiginda, bazi isleme yontemlerinin fikri miilkiyeti ile seffaflik (tasarim agsama-
sina erigim), tarafsizlik (yanli bir durumun s6z konusu olmamasi), adalet ve fikri biitiinliik
(adaletin cikarlarina oncelik taninmasi) ihtiyaci arasinda bir dengenin saglanmasi geregi lize-
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rinde durulmustur. Ozellikle verilerin se¢im agamast, kalitesi ve ayn1 zamanda diizenlenmesi
O0grenme agamasi iizerinde direk bir etkiye sahip oldugundan, bahsedilen 6nlemlerin tasarim
slireci ve operasyon zinciri boyunca gecerli olacaginin acik bir sekilde belirtilmesi gerektigi
vurgulanmustir. Teknik seffafligin (agik kaynak kodu, dokiimantasyon vb.) onemli oldugu ve
bazi durumlarda ticari sirlarin korunabilmesi icin teknik seffafligin kisitlandi81 ifade edilmistir.
Sistemin, 6rnegin sunulan hizmetlerin nitelidi, gelistirilen araclar, performans: ve hata riskleri
anlatilarak, acik ve anlagilir bir sekilde (sonuglarin nasil ortaya ¢iktigini tanimlamak icin) acik-
lanabilecegi belirtilmistir. Bagimsiz otoritelerin ya da uzmanlarin, isleme yontemlerini onay-
lama ve denetleme ya da dnceden Oneride bulunma gibi gorevler ile gérevlendirilebilecegi ve
ayn1 zamanda kamu otoritelerinin, diizenli olarak gdzden gecirilecek sertifikalar verebilecegi
ifade edilmistir (CEPEJ, 2018: 11).

Besinci prensip olan kullanici kontrolii altinda olmada ise kuralci bir yaklasimdan uzak-
lagilarak, kullanicilarin bilgili aktorler olmasinin ve kendi secimleri tizerinde kontrol sahibi
olmasiin saglanmasi gerektigi belirtilmistir. Kullanicilarin isteklerine gore hareket edebilme-
lerine imkan sunulmasi, yapay zeka araglari1 ve hizmetleri araciligryla kisitlanmamasi gerektigi
vurgulanmugtir. Adalet sisteminde profesyonellerin, her zaman yargi kararlarini ve bir sonucun
ortaya cikmasinda kullanilan verileri inceleyebilmelerine imkan saglanmasina ve ancak yine
de belirli bir olayin 6zel 6zellikleri s6z konusu oldugunda bunlara bagli kalmaya devam et-
meyebileceklerine deginilmistir. Diger bir ifade ile her olayin kendine 6zgii kosullarina gore
degerlendirilmesinin gerekliligine vurgu yapilmistir. Yapay zeka araglari tarafindan sunulan
coziimlerin baglayicilik durumu, farkl: tercihler konusunda kullaniciya agik ve ayni zamanda
anlagilir bir sekilde bilgi verilmesi, hukuki danigmanlik alma ve mahkemeye bagvurma hakki-
nin bulundugunun bildirilmesi gerektigi ifade edilmistir. Ayn1 zamanda, yarg siireci oncesinde
ya da sirasinda davanin yapay zeka tarafindan iglenmis olduguna iliskin kisinin acik bir sekilde
bilgilendirilmesi gerektigi belirtilerek, boylece davasinin Avrupa Insan Haklar1 Sézlesmesi’nin
6. maddesi uyarinca direk bir mahkemede goriilebilmesi icin itirazda bulunma hakkina sahip
olabilecegi vurgulanmigstir. Ayn1 zamanda, yapay zeka temelli bir bilgi sistemi uygulamaya
konuldugunda, kullanicilara yonelik bilgisayar okuryazarlig1 programlari ve adalet sisteminden
profesyonellerinin de konuya iligkin tartismalar yapmast gerektigi ifade edilmistir (Birtane,
2024: 243; CEPEJ, 2018: 12).

Yapay Zekanin Yarg: Sistemi’nde Kullanilmasina Dair Avrupa Etik Sarti’nda kabul edi-
len prensiplere bakildiginda, yapay zekanin etik kullanimina yonelik insanlarin denetim ve
kontroliiniin devam edecegi, insan haklarina ve degerlerine saygili, giivenilir, seffaf ve ayni
zamanda hesap verilebilir bir sistem yaratilmaya calisildig1 goriilmektedir (Y1lmaz, 2020: 35).

Avrupa Birligi Yapay Zeka Yasasi’na baktigimizda, EK III madde 6/2’de yiiksek riskli
olarak simiflandirilan bazi yapay zekd uygulamalarma yer verildigi goriilmektedir. Ozellikle
adaletin ve demokratik siireclerin yonetimi ¢er¢evesinde kullanilan yapay zeka uygulamalari,
demokrasi, hukukun iistiinliigii, bireysel ozgiirliikler, etkili bir ¢oziim ve adil yargilanma hakk1
iizerinde olusturabilecegi ciddi etkilerden dolay yiiksek riskli yapay zeka uygulamalari olarak
kabul edilmistir. Olusabilecek Onyargilar, hatalar ve seffaf olamama gibi risklerinden dolay1
bir yargi makam tarafindan ya da onlarin adina gergekleri ve hukuku arastirmada ve hukuku
somut bir dizi ger¢ege uygulamada yardime1 olmak ya da anlagmazliklarin ¢6ziimiinde faydala-
nilmak tizere kullanilan yapay zeka uygulamalari, yiiksek riskli olarak ifade edilmis ve bu nok-
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tada ciddi 6nlemler alinmasi gerektigi vurgulanmugtir. Ozellikle alternatif anlasmazlik ¢oziim
organlar: tarafindan, anlagsmazliklarin ¢6ziimii amaciyla, taraflar i¢in yasal etkiler doguracak
sekilde kullanilmas1 hedeflenen yapay zeka uygulamalar yiiksek riskli olarak kabul edilmig-
tir. Yani alternatif anlagmazlik ¢6ziim siireclerinin sonuglar taraflar acisindan yasal sonuclar
yaratiyorsa bu yapay zeka uygulamalar: yiiksek riskli olarak nitelendirilmekte ve dikkatli bir
bicimde denetlenmesi gerektigi ifade edilmektedir. Yapay Zeka Yasasi’nda yapay zeka uygula-
malarmin kullanimi hékimlerin karar alma giiciinii ya da yarg1 bagimsizligin1 desteklese dahi
bunlarin yerini almamasi, son karar alma siirecinin insan merkezli bir faaliyet olmas1 gerektigi
belirtilmigtir. Dolayisiyla, yapay zeké sadece yardimci bir role sahip olmali, karar alma siireci
tamamen insana dayali olmalidir. Yapay zeka sistemlerinin yiiksek riskli olarak siniflandirilma-
s1, yargi kararlarinin, belgelerin ya da verilerin anonimlestirilmesi ya da takma adlandirilmasi,
personel arasindaki iletisim, idari gorevler gibi bireysel davalarda adaletin fiili yonetimini etki-
lemeyen sadece yardimci idari faaliyetler icin tasarlanan yapay zeka sistemlerini icermemekte-
dir (Official Journal of the European Union, 2024: 18, 128).

Gortildiigi gibi Avrupa Birligi Yapay Zeka Yasasi’nda yargi alaninda kullanilacak olan
yapay zeka uygulamalari yiiksek riskli olarak degerlendirilmektedir. Dolayisiyla yargt alaninda
kullanilan bu yapay zeka uygulamalarinin temel haklart gozetmesi, seffaf bir sekilde karar
verebilmesi, etik ve aynt zamanda adil bir sekilde ¢alismast son derece 6nemlidir. Bu nedenle,
Avrupa Birligi Yapay Zeka Yasasi yargi alaninda kullanilan ve yiiksek riskli olarak nitelendiri-
len yapay zeka uygulamalarina yonelik ciddi tedbirler icermekte, diger bir ifade ile yapay zeka
uygulamalarinin yargi alanindaki kullanimi Avrupa Birligi Yapay Zeka Yasasi kapsaminda dik-
katle ele alinmaktadir. Bu durum risklerin etkin bir sekilde yonetimi ve azaltilmasi ve dolayi-
styla yargi alaninda yapay zeka uygulamalarinin etkili ve giivenli bir sekilde kullanilarak, yargi
stirecinin adil ve giivenilir olmasi agisindan son derece onemlidir. Ayrica, yapay zeka uygula-
malarmin yargt alaninda kullanimi her ne kadar giin gegtikce artig gosterse de Avrupa Birligi
Yapay Zeka Yasasi’nda, yapay zeka uygulamalarinin sadece yardimeci bir arag olarak islev gor-
mesi gerektigini belirterek, tamamen karar alic1 bir konumda olmasina izin verilmemektedir.
Onun yerine, karar alma siire¢lerinde insan unsurunun varlig1 savunulmaktadir.

6. Sonug

Yapay zeka, glinlimiizde siklikla giindeme gelen bir teknolojik yenilik olarak, hemen
hemen her alanda kullanilmakta olup, toplumlar ve ekonomiler iizerinde ciddi etkiler yarat-
maktadir. Yapay zekanin saglamis oldugu faydalarin yaninda getirmis oldugu riskler, yapay
zeka uygulamalarinin giivenilirlik bakimindan sorgulanmasina yol agmig, bu durum da yapay
zeka alaninda birtakim diizenlemeler yapilmasini gerekli bir hale getirmistir. AB, 2018 y1-
lindan beri etik, giivenilir ve temel haklar ile uyumlu yapay zekd uygulamalarimin gelistirilip
uygulanmasi i¢in cesitli stratejiler, politikalar gelistirmis ve ¢alismalar yapmistir. AB yapay
zekaya yonelik gerceklestirdigi girisimleri ile yapay zeka alaninda iiye iilkeler arasindaki is-
birligini giiclendirmeyi, AB iilkelerine yonelik baglayici bir “AB Yaklagim1” olusturmay1 ve
yapay zeka konusunda kiiresel alanda lider bir konuma gelmeyi hedeflemistir. Ozellikle Avrupa
Birligi Yapay Zeka Yasasi, AB tarafindan yapay zeka sistemlerini diizenlemek adina atilan son
derece onemli bir adim olmakla birlikte yasa, yapay zeka alaninda kabul edilen, risk temelli
bir yaklagima sahip diinya genelinde ilk kapsamli yasal diizenleme olmasi bakimindan da son
derece onemlidir.
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Avrupa Birligi Yapay Zeka Yasast, i¢ pazarin igleyisinin gelistirilmesinin yani sira insan
merkezli, giivenilir yapay zeka sistemlerini tesvik etmeyi amaglamaktadir. AB bu durumda ya-
pay zeka inovasyonunu vurgularken, ayn1 zamanda yapay zeka sistemlerinin zararl etkilerine
yonelik insan sagliginin, giivenligin, cevrenin diginda demokrasi ve hukukun iistiinliigii dahil
olmak iizere temel haklarin korunmasini da hedeflemektedir (T.C. Disisleri Bakanlig1, Avrupa
Birligi Bagkanlig1, 2024).

Yapay zeka uygulamalar1 bugiin yargi alaninda da farkli sekillerde kullanilmakta ve her
gecgen giin geligen tiirleri ile kullanim1 daha da artig gostermektedir. Ancak yapay zeka uygu-
lamalarinin yargi alaninda kullanimi yargi organlarmin isini kolaylastirmak, adalet sistemine
onemli hizmetler saglamak gibi avantajlar saglamanin yaninda bazi riskleri de beraberinde
getirmektedir. AB, Avrupa Birligi Yapay Zeka Yasasi’nda yargi alaninda kullanilacak olan ya-
pay zeka uygulamalarinin demokrasi, hukukun iistiinltigii, insan haklari, bireysel 6zgiirliikler,
kisisel verilerin korunmas, etkili bir ¢6ziim ve adil yargilanma hakki tizerinde olusturabilecegi
ciddi etkiler, ortaya ¢ikabilecek onyargilar, hatalar, seffaf olamama durumu gibi risklerinden
dolay1 yargi alaninda kullanilacak yapay zeka uygulamalari yiiksek risk kategorisinde yer almig
ve bu uygulamalarin dikkatli bir sekilde yonetilmesi ve diizenlenmesi gerektigini belirtmistir.
Ayn1 zamanda, yasada yapay zeka uygulamalariin sadece yardimci bir arag olarak iglev gor-
mesi gerektigini vurgulanarak, bu uygulamalarin karar alma siireglerinde tamamen karar verici
bir konumda olmasina izin verilmemistir. Karar alma siireclerinde insan faktoriiniin varlig
savunulmustur. Diger bir ifade ile yapay zeka uygulamalariin yargi sistemlerinde giivenli bir
sekilde kullanilabilmesi amaciyla insan merkezli bir yaklagim benimsenerek, insan odakli ya-
pay zeka sistemi olugturulmak istenmistir.

Yargi alaninda kullanilan yapay zekd uygulamalarinin Avrupa Birligi Yapay Zeka
Yasast’nda yiiksek riskli olarak nitelendirilip bu konuda siki diizenlemelerin yapilmasi, risk-
lerin etkili bir sekilde yonetilmesi ve azaltilmasi ve boylece yargi alaninda yapay zeka uy-
gulamalarinin etkin ve giivenli bir sekilde kullanilarak, yargilama siirecinin adil, bagimsiz,
giivenilir ve seffaf olmasi bakimindan atilan 6nemli bir adimdir. Dolayistyla, Avrupa Birligi
Yapay Zeka Yasasi’nin, yargi alaninda kullanilacak yapay zeka uygulamalarina yonelik bakigsi
onemli bir rehber niteligindedir. Ancak yapay zeka teknolojilerinin hizla gelisen alanlar oldugu
diisiintildiigiinde, Avrupa Birligi Yapay Zeka Yasasi yeni yapay zeka teknolojilerinin gerisinde
kalabilir. Bu sebeple hizla gelisen yeni yapay zeka teknolojilerine yonelik uygun diizenlemele-
rin zamaninda ve etkin bir gekilde yapilabilmesi ve boylece bu alanin giivenli ve diizenli yone-
tilmesinin saglanmasi agisindan Avrupa Birligi Yapay Zeka Yasasi’nin siklikla giincellenmesi
son derece onemli olacaktir.

Katki Oranm1 Beyani
Makale tek yazarli olup tiim caligma yazar tarafindan yapilmustir.

Cikar Catismasi Beyam
Calismada herhangi bir ¢ikar catigsmas: olmadigini beyan ederim.
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