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Abstract This study compares the performance of 12 different data mining methods in predicting audit opinions for 
companies’ financial statements. The study dataset consists of 2,093 firm-year observations from 161 companies listed on 
Borsa Istanbul for 2010-2022. The independent audit opinion types were classified using a set of 28 independent financial 
and non-financial variables. The following prediction models were used in the study: Bayesian Networks, Naive Bayes, 
Logistic Regression, Artificial Neural Networks, Radial Basis Function, Support Vector Machines, K-Nearest Neighbor, 
AdaBoost.M1 Algorithm, Decision Trees (J48), Random Forest, Decision Stump, and Classification and Regression Tree 
(CART). According to the results of the analysis, the Random Forest model demonstrated the best performance with a 
prediction accuracy rate of 96.68% for predicting audit opinions. The statistical results of the models were compared based 
on prediction accuracy, confusion matrix, detailed accuracy results, Type I error rate, Type II error rate, and performance 
measures. This study pioneers developing models capable of accurately predicting audit opinions using 2,093 firm-year 
observations based on financial and non-financial variables. This contributes likely to the audit literature by predicting audit 
opinion types through data mining classification methods. The framework design used in the study is anticipated to serve as 
a decision support tool for internal and external auditors, accountants, shareholders, company executives, tax authorities, 
other public institutions, individual and institutional investors, stock exchanges, law firms, financial analysts, credit rating 
agencies, and the banking system when making decisions. 
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1. INTRODUCTION 
According to International Auditing Standards, auditors are required to consider a range of factors related to the risk of material 
misstatements in their clients’ financial statements when designing and implementing audit procedures. Specifically, auditors 
must “discuss the susceptibility of the entity’s financial statements to material misstatements” and “identify and assess the 
risks of material misstatement (a) at the financial statement level, and (b) at the level of classes of transactions, account 
balances, and disclosures” [1]. In this context, auditors must develop and use models that predict the type of audit opinion and 
provide timely and reliable assessments of the risk of material misstatements, given the data derived from the financial 
statements, the audited entity, and other available company information. By utilizing such models, auditors can scan their 
client portfolios and focus on clients who are more likely to receive adverse audit opinions. This approach enables auditors to 
save time and resources and helps mitigate potential risks. 

The fundamental concept of auditing is to verify the information presented in financial statements, as this information serves 
as the basis for decision-making by various groups such as shareholders, potential investors, intermediaries, managers, 
financial advisors, financial analysts, creditors, and government authorities. From these users’ perspective, an audit is effective 
when auditors confirm that financial statements are free from errors, omissions, fraud, and manipulation. The development 
and application of new technologies across various disciplines also impact the accounting and auditing fields. One way to 
enhance the effectiveness of audits is to use audit opinion prediction methods and employ a model tailored to audit conditions 
and the environment [2]. 

Data mining is an emerging method that is gaining increasing attention because of its ability to enhance the effectiveness of 
financial statement audits. Audit opinion models developed by researchers using data mining analytics enable auditors to utilize 
large datasets during the audit process. Traditional data analysis methods assume that the data are already structured, and that 
the reliability of the data analysis process has been verified. Therefore, these methods cannot handle large datasets obtained 



Audit Opinion Prediction with Data Mining Methods… 

ECJSE Volume 12, 2025.     396 

from diverse sources. However, data mining makes this possible in the audit process by automatically extracting patterns from 
the data and testing hypotheses [3]. 

Data mining has become widely applied in various business practices in the fields of accounting and finance. Recently, [4] 
highlighted that 82% of data mining applications in accounting are focused on predictive studies. Additionally, they noted that 
the most commonly used data mining techniques in accounting are artificial neural networks, regression, decision trees, and 
support vector machines. 

The primary aim of this study is to explore the capabilities of data mining by comparing the predictive performance of 12 
different data mining classification methods for predicting audit opinions. In this context, the study problem, that is, the main 
study question to be answered, is as follows: 

• Which data mining method will demonstrate the best performance in predicting independent audit opinions in Turkey? 
In this study, 12 different data mining methods were analyzed, and models were developed using WEKA software based on 

data related to the type of independent audit opinion. The performance of the models was presented based on the prediction 
accuracy, confusion matrix, detailed accuracy metrics (TP Rate, FP Rate, Precision, Recall, F-Measure, and ROC Area), Type 
I and Type II error rates, and performance metrics (Kappa statistic, MAE, RMSE, RAE, and RRSE). 

The study sample included 161 companies from 19 sectors. The dataset comprises 2,093 firm-year observations for the 
period 2010 and 2022. In the models, 24 financial variables and four non-financial variables were used. The results indicate 
that the independent variables have high explanatory power in explaining the type of audit opinion. 

Numerous studies [5], [6], [7] have examined the prediction of audit opinion types. The varying findings of these studies 
have motivated subsequent study. Most of these studies have been conducted in developed markets, with relatively few 
analyzing the prediction of audit opinions in emerging markets. This study, which explores data mining capabilities by 
comparing 12 different classification methods using a Turkey sample, is expected to contribute to the relevant literature. The 
findings of this study may be valuable for auditors and researchers, and could be a decision-support tool for predicting audit 
opinions. 

Section 2 reviews previous studies on audit opinion prediction and data mining. Section 3 outlines the study’s methodology. 
The findings of this study are discussed in Section 4. Finally, Section 5 present the main conclusions, limitations, and 
recommendations for future study. 

 
2. LITERATURE REVIEW 
In recent years, data mining methods have gained significant attention in the international literature, particularly regarding 
decision-making processes within various accounting, management, finance, and auditing applications to improve audit opinion 
prediction and decision support. For instance, auditors have employed data mining techniques to predict audit opinions [5], [6], 
[7], [8]. Researchers have also used data mining to identify factors influencing audit opinions [9], [10], [11], predict fraudulent 
financial reporting [12], [13], [14], predict management fraud [15], predict bankruptcy [16], [17], detect financial statement 
restatements [18], assist in auditor selection [19], evaluate risk [20], apply analytical review procedures [21], and perform 
continuous auditing [22]. 

Data mining methods are also gaining attention in Turkey, especially in decision-making processes within various accounting, 
finance, and auditing applications. For example, data mining methods have been applied to predict audit opinions [23], [24], [25]. 
Additionally, studies conducted with Turkey samples have used data mining techniques to identify factors influencing audit 
opinions [26], [27], [28], [29], predict fraudulent financial reporting [30], [31], [32], [33], [34], [35], [36], detect manipulations in 
financial statements [37], assess audit quality [38], and detect fraud in vehicle insurance claims [39]. Studies that use data mining 
methods for audit opinion prediction are summarized chronologically in Table 1. 

Table 1 presents a comparative overview of the studies based on the periods they covered, the countries in which they were 
conducted, the size of the datasets used, the independent variables employed, and the data mining methods applied.  

Early studies primarily relied on classical statistical modelling techniques, such as probit and logistic regression models [9]. 
However, more recent studies have shown an increasing preference for modern machine learning techniques, such as decision 
trees and artificial neural networks [5], [6], [7], [23]. Artificial neural networks appear to be the most frequently used data mining 
methods in the literature. These are followed by logistic regression, decision trees, discriminant analysis, support vector machines, 
K-nearest neighbor, naive Bayes, and probit regression. Some studies [9], [40], [41], [43], [44], [49] have focused on a single 
method, whereas others have conducted comparative analyzes of multiple methods. This study presents a comparative analysis of 
12 data mining methods.  

Studies present varying levels of accuracy depending on the methodology used, sample characteristics, and country of 
application. The primary motivation for conducting this study is to compare the performance of data mining methods in predicting 
audit opinions within a Turkey sample using financial and non-financial ratios that are crucial for the audit process. 
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Table 1. Summary of Studies on Audit Opinion Prediction 
Author(s) Data Set Method(s) Used Findings 

[9] Period: 1969-1980 
275 modified and 441 
unmodified opinions 

Country: ABD 

Probit Regression A probit regression model is developed using financial 
and market variables to predict qualified audit opinions. 

[40] Period: 1992-1994 
eight modified and 103 

unmodified opinions 
Country: Finland 

Kruskal-Wallis Test and 
Logistic Regression 

The study’s results suggest that an effective model can 
explain the qualifications in the audit reports of publicly 
traded Finnish companies. The model achieved a 62% 

prediction accuracy. 
[41] Period: 1997-1999 

50 modified and 50 unmodified 
opinions        Country: Greece 

Ordinary Least Squares (OLS) 
and Logistic Regression 

The developed model achieved a 78% prediction 
accuracy. 

[42] Period: 1997-1999 
50 modified and 50 unmodified 

opinions 
Country: Greece 

UTADIS,  Discriminant 
Analysis, and Logistic 

Regression 

The developed UTADIS model achieved a 78.83% 
prediction accuracy. 

[43] Period: 1998-2003 
859 modified and 5.189 

unmodified opinions 
Countries: England and Ireland 

Support Vector Machines The results demonstrate a correct classification 
performance for 73% of the companies in the sample, 
with “Credit Rating” highlighted as the most crucial 

variable. 

[44] Period: 2001 
162 modified and 23 
unmodified opinions      

Country: Greece 

Ordinary Least Squares (OLS) 
and Logistic Regression 

The developed model achieved a 90% prediction 
accuracy. 

[45] Period: 1997-2004 264 
modified and 3.069 unmodified 

opinions 
Country: England 

Artificial Neural Network 
(ANN), Probabilistic Neural 

Network (PNN), and Logistic 
Regression (LR) 

The probabilistic neural network outperformed 
traditional artificial neural networks and logistic 
regression with an 84% classification accuracy. 

[46] Period: 1998-2003 980 
modified and 4.296 unmodified 

opinions 
Country: England 

K-Nearest Neighbor (K-NN), 
Discriminant Analysis, and 

Logistic Regression 

The K-NN model’s overall classification accuracy (66-
72.2%) was higher than that of discriminant analysis 
(60.4-62.4%) and logistic regression (61.1-65.9%). 

[8] Period: 1995-2004 225 
modified and 225 unmodified 

opinions 
Countries: England and Ireland 

Artificial Neural Network, C4.5 
Decision Trees, and Bayesian 

Belief Network 

The highest classification performance was shown by 
Bayesian belief networks at 82.22% followed by the 

artificial neural network model at 81.11% and the 
decision tree model at 77.69%. 

[6] Period: 2001-2007 
708 modified and 310 
unmodified opinions 

Country: Iran 

Support Vector Machines and 
Decision Trees 

A new method combining support vector machines and 
decision trees showed better performance. 

[5] Period: 2001-2007 
347 modified and 671 
unmodified opinions 

Country: Iran 

Probabilistic Neural Network 
(PNN), Multilayer Perceptron 
(MLP), Radial Basis Function 

(RBF), and Logistic Regression 
(LR) 

The results show that MLP achieved 88% accuracy in 
predicting audit opinions and demonstrated the best 

performance among the methods considered. 

[23] Period: 2010-2013 
55 modified and 55 unmodified 

opinions 
Country: Turkey 

C5.0 Decision Trees, 
Discriminant Analysis, and 

Logistic Regression 

The classification results of the models revealed that the 
C5.0 decision tree algorithm had the highest 

classification accuracy at 98.2% outperforming 
discriminant and logistic regression models in 

explaining audit opinions. 

[24] Period: 2011-2014 
58 modified and 58 unmodified 

opinions Country: Turkey 

GRI Algorithm, C5.0, and 
CART Decision Trees 

The C5.0 decision tree model showed the highest 
performance in predicting audit opinion types with an 

overall correct classification rate of 88.8%. 

[7] Period: 2008-2010 
78 modified  and 369 
unmodified opinions 

Country: Spain 

Probabilistic Neural Network 
(PNN) and Multilayer 

Perceptron (MLP) 

The study showed accuracy performances of 98.10% 
and 81.70% for the probabilistic neural network and the 
multilayer perceptron, respectively, on the test sample. 
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Author(s) Data Set Method(s) Used Findings 
    

[47] Period: 2010-2013 
4.421 modified and 9.140 

unmodified opinions 
Country: Serbia 

C5.0, Random Forest, 
Regularized Random Forest, 
Stochastic Gradient Boosting, 
Extreme Gradient Boosting, K-
Nearest Neighbor, Multilayer 
Perceptron, Support Vector 
Machine, Linear Discriminant 
Analysis, Logistic Regression, 
Probit Regression, and Mixed-
Effects Logistic Regression 

The results show that several methods from both fields 
achieved comparable prediction performance at 

approximately 89% in the first scenario. However, in 
the second scenario, machine learning algorithms, 
particularly tree-based ones like Random Forest, 

performed significantly better reaching 79%. 

    
[25] Period: 2009-2019 

868 modified and 6.259 
unmodified opinions 

Country: Turkey 

K-Nearest Neighbor, Decision 
Trees, Logistic Regression, 

Discriminant Analysis, 
Multilayer Perceptron, Naive 

Bayes, Random Gradient, 
Random Forest, AdaBoost, and 

XGBoost 

The Random Forest (94.7%) and XGBoost (95.0%) 
algorithms provided the best results in the study. It is 

stated that information such as financial ratios, previous 
period opinion type, previous period independent audit 
firm class, and audit report delays effectively predict 

future period results. 

[3] Period: Five annual data 7.199 
modified and 23.000 
unmodified opinions 

Countries: England and Ireland 

Artificial Neural Network, 
Support Vector Machines, and 

K-Nearest Neighbor 

The empirical results reveal that the support vector 
machine and artificial neural network models achieved a 
higher average accuracy rate (95.9%) and outperformed 

the K-Nearest Neighbor method (93.8%). 
[48] Period: 2018-2019 9.363 

modified and 16.644 
unmodified opinions 

Country: England and Ireland 

Linear Discriminant Analysis, 
Logistic Regression, Naive 
Bayes, and Decision Trees 

The results show that the decision tree model achieved a 
correct classification performance of 96.3%. The 

decision tree model outperformed the logistic 
regression, linear discriminant, and naive Bayes 
network models on the 2018 and 2019 datasets. 

[49] Period: 2012-2016  
251 modified and 229 
unmodified opinions 

Country: Iran 
 

Probit Model The model shows a 72.9% accuracy in correctly 
classifying the overall sample to predict the type of 

auditor’s opinion. 

[50] Period: 2018 year 
25 modified and 898 
unmodified opinions 

Country: China 

BP Neural Network and Adam 
Optimizer Algorithm 

The results illustrate that the Adam optimizer model 
achieved the highest prediction accuracy at 94.05%. 

[51] Period: 2001-2017 
25.943 unqualified, 

10.217 unqualified with 
explanatory language and 1.165 

going-concern opinions 
Country: ABD 

Support Vector Machines, 
Decision Trees, K-Nearest 

Neighbor (K-NN), and Rough 
Clusters 

This study compares the performance of four data 
mining techniques in predicting audit opinions on 
companies’ financial statements. Support Vector 

Machines demonstrated the highest overall prediction 
accuracy (75.6%), Type I, and Type II error rates. 

 
3. METHODOLOGY 
4.1. Study Purpose 
This study aims to compare the prediction performance of data mining classification methods using these methods to predict audit 
opinions. 

 
4.2. Data Set 
The statistical population comprises all the companies listed on the BIST between 2009 and 2022. The sample for this study 
included companies that met the following criteria: 

• Companies continuously traded on BIST from 2009 to 2022 were included. Independent audit reports must be available 
for year t-1 and year t, and all companies must have their financial statements available for year t. Company data has 
been accessible on the KAP (Public Disclosure Platform) website since 2009. The independent variables used in this 
study include the opinion of the previous year’s audit. Therefore, the 2009 audit report data were used for the 2010 data. 
Based on this, the starting year for the dataset was set to 2010. 

• Banks, financial institutions, investment firms, financial intermediaries, and holding companies were excluded from the 
sample because of their distinct reporting structures. 

After these restrictions were applied, the annual sample size was 161 companies. Table 2 presents the selection of companies 
included in the study sample. 

The selection of sample companies and applied restrictions is presented in Table 2. During the data collection process, the total 
number of companies operating on BIST was 651. A total of 250 companies whose financial statements and independent auditor 
reports were unavailable between 2009 and 2022 were excluded from the sample. Additionally, 240 companies comprising 
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financial institutions, brokerage firms, banks, holding companies, and investment firms were excluded because of their distinct 
reporting structures. 

Table 2. Selection of Companies in the Study Sample 
Explanation Number of Companies 

Total Number of Companies Listed on BIST 651 
Exclusions:   

1. Companies without Financial Statements and Independent Auditor Reports for 2009-2022 (250) 
2. Financial Institutions, Brokerage Firms, Banks, Holdings, and Investment Firms (240) 

Final Sample Size 161 
 

Companies listed under these restrictions were excluded from the sample to ensure more consistent and meaningful results. 
This approach helps prevent study findings from being influenced by the structural differences between companies. The final 
sample comprised of 161 companies. 

The dataset used in the study consists of 13 years of data (2010-2022) from 161 companies comprising 2,093 firm-year 
observations. Table 3 presents the distribution of audit opinion types for the 2,093 observations. 

 
Table 3. Distribution of Dataset by Audit Opinion Types 

Total Observations Unmodified Opinion Observations (n) Modified Opinion Observations (n) 
2.093 1.855 238 

 
Table 3 illustrates the distribution of the dataset by audit opinion types. Modified audit opinions include qualified, disclaimer, 

and adverse opinion types. Table 4 shows the breakdown of modified audit opinions which accounted for 11.37% (238 
observations) of the dataset. 
 

Table 4. Distribution of Modified Audit Opinions 
Qualifıed Opinion (n) Disclaimer of Opinion (n) Adverse Opinion (n) 

223 15 - 
 

When examining the distribution of modified audit opinions, 93.70% (223 observations) are qualified opinions, while 6.30% 
(15 observations) are disclaimers. There were no audit reports with adverse opinions from the observations included in the study. 
 
4.3. Dependent and Independent Variables 
This study utilized both financial and non-financial variables to predict audit opinions. The independent variables consist of a new 
set of variables inspired by those commonly used in the literature and are thought to influence audit opinions. The Stockeys Pro 
database was used to construct a dataset for financial variables. The variable set includes 28 independent financial and non-
financial variables derived from each company’s annual financial statements and audit reports, along with a dependent variable 
representing modified and unmodified audit opinions. Information on the dependent variable, the four non-financial independent 
variables, and the 24 financial independent variables used in the study are presented in Table 5. 

Table 5 presents the variables used in this study. The set of independent variables consists of both financial and non-financial 
variables. Financial variables are divided into six categories: (1) liquidity ratios, (2) profitability ratios, (3) valuation ratios, (4) 
growth ratios, (5) financial structure ratios, and (6) activity ratios. The non-financial variables include auditor change, auditor size, 
previous year’s audit opinion, and audit report delay. Among the independent variables used in the study, three variables - auditor 
change, auditor size, and the previous year’s audit opinion (X1-X3) - are nominal and binary (1/0). The remaining 25 independent 
variables (X4-X28) are numeric. 

 
4.4. Data Preprocessing Process 
The dataset prepared for this study contained 38 attributes and 2,094 rows containing 79,572 data cells to predict audit opinions. 
The final dataset included 29 attributes consisting of one dependent variable and 28 independent variables. Among the financial 
variables, 446 instances of missing data were missing from the company-year observations. Missing values in the dataset were 
replaced with the mean values of the respective attributes.   

The models used in this study were analyzed using WEKA software. After loading the dataset into WEKA, the “Interquartile 
Range” filter is applied using a filtering method. The “Interquartile Range” filter detects outliers and extreme values based on 
interquartile ranges in the observations. Interquartile Range, a filter for detecting outliers and extreme values based on the 
interquartile range. The filter skips the class attribute. 

Outliers: Q3 + OF*IQR < x <= Q3 + EVF*IQR or Q1 - EVF*IQR <= x < Q1 - OF*IQR 
Extreme values: x > Q3 + EVF*IQR or x < Q1 - EVF*IQR 
Key:    
Q1 = 25% quartile 
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Q3 = 75% quartile 
IQR = Interquartile Range, difference between Q1 and Q3 
OF = Outlier Factor 
EVF = Extreme Value Factor 
Following the application of this filter, two nominal variables, “Outlier” and “Extreme Value”, were added to the dataset. Table 

6 provides the information on these variables. 
 

Table 5. Variables Used in the Study 
Variable Group Variables 

Dependent Variable:  
Y Audit Opinion Type (1: Unmodified audit opinion; 0: Modified audit opinion) 

Non-Financial Independent Variables:  
X1 Did the Auditor Change? (1: Auditor has not changed 0: Auditor has changed) 
X2 Auditor Size (1: Big Four Audit Firms;    0: Big Four Non-audit Firms) 
X3 Prior Year Audit Opinion (1: Unmodified audit opinion; 0: Modified audit opinion) 
X4 Audit Report Delay (Number of days between the end of the fiscal year and the audit 

report announcement date) 
Financial Independent Variables:  

X5 Liquidity Ratios Current Ratio 
X6 Liquidity Ratios Liquid Ratio 
X7 Liquidity Ratios Cash Rate 

X8 Profitability Ratios Return on Assets (ROA) (%) 
X9 Profitability Ratios Gross Margin (%) 
X10 Profitability Ratios Operating Margin (%) 
X11 Profitability Ratios EBITDA Margin (%) 
X12 Profitability Ratios Net Profit Margin (%) 
X13 Profitability Ratios Return on Equity (ROE) (%) 
X14 Profitability Ratios EBIT Margin (%) 

X15 Valuation Rates Market Value/Book Value 
X16 Growth Rates Active Growth (%) 
X17 Growth Rates Net Sales Growth (%) 
X18 Growth Rates Equity Growth (%) 

X19 Financial Structure Debt to Capital Ratio (%) 
X20 Financial Structure Fixed Assets / Assets (%) 
X21 Financial Structure Short Term Debt / Assets (%) 
X22 Financial Structure Short Term Debt / Total Debt (%) 
X23 Financial Structure Equity / Assets (%) 
X24 Financial Structure Debt to Equity Ratio (%) 

X25 Activity Ratios Asset Turnover Ratio 
X26 Activity Ratios Receivables Turnover Ratio 
X27 Activity Ratios Stock Turnover Ratio 
X28 Activity Ratios Trade Payables Turnover Ratio 

 
Table 6. Information on Outliers and Extreme Values 

Variable Name Label Number Percent (%) 
Outliers No 1.487 71.05 
Outliers Yes 606 28.95 

Extreme Values No 1.625 77.64 
Extreme Values Yes 468 22.36 

 
In the dataset, if an observation is classified as an outliers or extreme value, it is labelled with “Yes.” If it is not, it is labelled 

with “No.” In Table 6, regarding the outliers variable, 71.05% (1,487 observations) of the 2,093 observations in the dataset are 
labelled as “No,” while 28.95% (606 observations) are labelled as “Yes.” For the extreme values variable, 77.64% (1,625 
observations) are labelled as “No,” and 22.36% (468 observations) are labelled as “Yes.” When considering the outliers and 
extreme values variables in general, it was observed that there were not too many outliers or extreme values.    
 

Table 7. Dataset Information after Removing Outliers and Extreme Values 
Variable Name Label Number Percent (%) 

Outliers No 1.286 100.00 
Outliers Yes - - 

Extreme Values No 1.286 - 
Extreme Values Yes - - 

Audit Opinion Type 1 1.189 92.46 
Audit Opinion Type 0 97 7.54 
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In total, 606 observations are labelled “Yes” for the outliers variable, and 468 observations are labelled “Yes” for the extreme 
values variable. These values were excluded from the dataset to ensure meaningful results. The “Remove With Values” filter 
removes the outliers and extreme values from the dataset. After this process, information regarding the dataset, including outliers, 
extreme values, and dependent variables, is presented in Table 7. 

After removing outliers and extreme value, no observations are labelled “Yes.” That is, none of the 1,286 remaining 
observations contained outliers or extreme values. Following the removal of these values, the dependent variable consisted of 
92.46% (1,189 observations) unmodified audit opinions and 7.54% (97 observations) modified audit opinions. 

To address the issue of dataset imbalance, we apply the SMOTE (Synthetic Minority Over-sampling Technique) method 
increasing the number of non-unqualified audit opinion observations from 97 to 1,188. After the SMOTE application, the 
distribution of the dependent variable became 1,189 (50.02%) unmodified audit opinions and 1,188 (49.98%) modified audit 
opinions. We resolved the data imbalance issue by applying the SMOTE method, achieving a more even distribution between the 
two categories. 

 
4.5. Data Mining Classification Methods Used in the Study 
We utilized 12 different data mining classification methods to predict independent audit opinions. Table 8 lists the methods used 
in this study. 

Table 8. Data Mining Classification Methods Used in the Study 
Serial No. Method 

1 Bayesian Belief Network (BBN) 
2 Naive Bayes (NB) 
3 Logistic Regression (LR) 
4 Artificial Neural Networks (ANN) 
5 Radial Basis Function (RBF) 
6 Support Vector Machines (SVM) 
7 K-Nearest Neighbor (K-NN) 
8 AdaBoost.M1 Algorithm 
9 Decision Trees J48 (DT) 

10 Random Forests (RF) 
11 Decision Stump (DS) 
12 Classification and Regression Tree (CART) 

 
The 12 different data mining classification methods listed in Table 8 were used to establish the models and perform the 

analyses. To ensure that the results obtained are reliable and generalizable, 12 different methods were preferred instead of just a 
few methods. The methods considered were diversified and included probabilistic, statistical, rule-based, machine learning-based, 
and ensemble methods. This made it possible to objectively compare which model would perform better. As the methods analyzed 
are common data mining and machine learning algorithms, this study also offered the possibility of comparison with other studies 
in the literature. 

The data mining classification methods used in the study were analyzed using WEKA software. The default parameter settings 
of the algorithms were used in all analyses. This made the model comparisons repeatable and more objective. The default 
parameters of the relevant algorithms are accessible via the WEKA written interface. 
 
4. FINDINGS 
This section presents the results of the models that were established to predict independent audit opinions. First, we provided 
descriptive statistics for the variables, followed by the model results displayed in separate tables based on the classification matrix 
and detailed accuracy metrics. 
 
4.1. Descriptive Statistics on Variables 
Table 9 presents the descriptive statistics. 
 

Table 9. Descriptive Statistics for Study Variables 
Panel A. Descriptive Statistics for Nominal Data  

Variable Name Label Explanation Number Percent (%) 
Opinion Type 1 Unmodified Opinion Type 1.189 50.02 

 0 Modified Opinion Type 1.188 49.98 
Did the Auditor Change? 1 Auditor Unchanged 1.930 81.19 

 0 Auditor Changed 447 18.81 
Auditor Size 1 Big Four  Audit Firms 1.376 57.89 

 0 Big Four Non-audit Firms 1.001 42.11 
Prior Year Audit Opinion 1 Unmodified Opinion Type 1.343 56.50 

 0 Modified Opinion Type 1.034 43.50 
Panel B. Descriptive Statistics for Numerical Data 
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Variable Name Minimum Maximum Mean StdDev 
Audit Report Delay 25 104 65.819 13.651 

Current Ratio 0.15 4.93 1.58 0.777 
Liquid Ratio 0.04 3.54 0.959 0.573 

Return on Assets (ROA) (%) 0 1.671 0.229 0.283 
Gross Margin (%) -0.27 0.407 0.033 0.077 

Operating Margin (%) -0.128 0.575 0.194 0.119 
EBITDA Margin (%) -0.255 0.412 0.055 0.097 
Net Profit Margin (%) -0.203 0.49 0.097 0.094 

Return on Equity (ROE) (%) -0.345 0.42 0.026 0.113 
EBIT Margin (%) -0.622 0.836 0.073 0.171 

Market Value/Book Value -0.261 0.732 0.135 0.111 
Active Growth (%) 0.17 11.08 1.942 1.503 

Net Sales Growth (%) -0.507 1.304 0.18 0.222 
Equity Growth (%) -0.835 1.455 0.193 0.285 

Debt to Capital Ratio (%) -0.833 1.552 0.169 0.275 
Fixed Assets / Assets (%) 0.052 1.733 0.553 0.239 

Short Term Debt / Assets (%) 0.002 0.979 0.477 0.194 
Short Term Debt / Total Debt (%) 0.042 1.257 0.394 0.188 

Equity / Assets (%) 0.121 0.997 0.717 0.167 
Debt to Equity Ratio (%) -0.736 0.948 0.434 0.236 

Asset Turnover Ratio -5.371 8.248 1.37 1.697 
Receivables Turnover Ratio 0.03 3.44 0.9 0.501 

Stock Turnover Ratio 0.36 21.05 6.041 3.652 
Trade Payables Turnover Ratio 0.19 36.08 6.327 6.806 

Panel C. Descriptive Statistics for Outliers and Extreme Value 
Variable Name Label Data Type Number Percent (%) 

Outlier No Nominal 2.377 100.00 
 Yes Nominal - - 

Extreme Value No Nominal 2.377 100.00 
 Yes Nominal - - 

 
Descriptive statistics for the study variables are presented in three panels: nominal data in Panel A, numerical data (including 

minimum, maximum, mean, and standard deviation values) in Panel B, and outliers and extreme values statistics in Panel C. Panel 
A, which contains descriptive statistics for nominal data, shows the distributions of variables, such as audit opinion, auditor 
change, auditor size, and the previous year’s audit opinion. Panel B, which presents the descriptive statistics for the numerical 
data, displays the numerical variables’ minimum, maximum, mean, and standard deviation values. Panel C provides descriptive 
statistics for outliers and extreme values, showing the distributions of these variables. 

A regression model was established to determine which of the variables had a significant influence on the dependent variable. 
The result of the regression model showed that the variables trade payables turnover, stock turnover, prior year audit opinion, 
liquid ratio, ebitda margin, debt to capital ratio, receivables turnover, return on assets, and asset turnover were more important 
than the other variables. The R-squared value, which was calculated to test the significance of the model created, was found to be 
0.9058. This value is quite high and shows that the role of the variables in explaining the dependent variable is strong. 
 
4.2. Comparison of Data Mining Classification Methods Based on Prediction Performances 
This study analyzes data related to the independent audit opinion type using 12 different data mining methods in the WEKA 
software, and models were developed. This section presents a comparison of the statistical results of the models based on 
prediction accuracy, confusion matrix, detailed accuracy metrics (TP Rate, FP Rate, Precision, Recall, F-Measure, and ROC 
Area), Type I and Type II error rates, and performance metrics (Kappa statistic, MAE, RMSE, RAE, and RRSE). 

The classification models used in this study were divided into five categories: Bayes, Functions, Lazy, Meta, and Trees. 
Bayesian Networks and Naive Bayes were used for the Bayes category. For the functions category, Logistic Regression, Artificial 
Neural Networks, Radial Basis Function, and Support Vector Machines were applied. K-Nearest Neighbor was employed in the 
Lazy category, while AdaBoost.M1 was used for the Meta category. For the Trees category, the J48 Decision Tree, Random 
Forest, Classification and Regression Tree (CART), and Decision Stump were used. Each of these classifiers has its own 
advantages and disadvantages. This study aims to determine the method that performs better in the context of audit opinion 
prediction. The prediction accuracy, performance, and confusion matrices of the models are listed in Table 10. 

Table 10 presents the prediction accuracy rates and confusion matrices of the data mining models. The BBN, NB, LR, ANN, 
RBF, SVM, K-NN, AdaBoost.M1, DT, RF, DS, and CART models show overall prediction performances of 90.66%, 85.36%, 
91.21%, 96.05%, 91.88%, 91.33%, 96.42%, 91.17%, 95.62%, 96.68%, 91.33%, and 94.11%, respectively. As seen in Table 10, 
the best performance in building the prediction model was achieved by Random Forest (RF), with an accuracy rate of 96.68%. 
K-Nearest Neighbor (K-NN) was the second-best model, with an accuracy of 96.42%. Naive Bayes (NB) shows the lowest 
performance among the models, with an accuracy rate of 85.36%. This result suggests that the NB model is weaker than the other 
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models in predicting the correct audit opinion type. When comparing the models in terms of prediction accuracy, it is clear that 
the RF model outperformed the others. In summary, the RF model is more effective in predicting audit opinion types than the 
other models. Some studies in the literature [25], [47] also indicate that the Random Forest model performs better than other 
models. 

When examining the confusion matrices in Table 10, the support vector machines (SVM) and decision stump (DS) models 
show the highest performance in predicting unmodified opinions, with an accuracy of 97.81%. The model with the lowest 
performance in predicting unmodified opinions was naive Bayes (NB), with 84.44%. For predicting modified opinions, the K-
nearest neighbor (K-NN) demonstrated the highest performance at 97.31%, followed by the Random Forest (RF) model at 
96.55%. The models with the lowest performance in predicting modified opinions were support vector machines (SVM) and 
decision stump (DS), at 84.85%.  
 

Table 10. Data Mining Classification Methods Used in the Study 
Model Prediction Accuracy (%) Confusion Matrix 
BBN 90.66         a           b  

1073       116    a=1 
  106      1082   b=0 

NB 85.36         a           b  
1004       185    a=1 
  163      1025   b=0 

LR 91.21         a           b  
1133         56    a=1 
  153      1035   b=0 

ANN 96.05         a           b  
1137         52    a=1 
    42      1146   b=0 

RBF 91.88         a           b  
1140         49    a=1 
  144      1044   b=0 

SVM 91.33         a           b  
1163         26    a=1 
  180      1008   b=0 

K-NN 96.42         a           b  
1136         53    a=1 
    32      1156   b=0 

 
AdaBoost.M1 91.17         a           b  

1154        35    a=1 
  175      1013   b=0 

DT J48 95.62         a           b  
1133         56    a=1 
    48      1140   b=0 

RF 96.68         a           b  
1151         38    a=1 
    41      1147   b=0 

DS 91.33         a           b  
1163         26    a=1 
  180      1008   b=0 

 CART 94.11         a           b  
1119         70    a=1 
    70      1118   b=0 

 
Figure 1 shows the prediction accuracy rates of the models arranged from the highest to the lowest. 
When examining the prediction accuracies of the models, it is evident that they are effective in accurately predicting audit 

opinion type. Therefore, the results suggest that the development of an accurate classification model for audit opinion prediction 
in Turkey could significantly contribute to the field.  

Detailed accuracy results based on the weighted averages of the models are presented in Table 11. These results include the 
weighted averages for the TP Rate, FP Rate, precision, recall, F-measure, and ROC area for each model. 

In Table 11, the detailed accuracy results based on the weighted averages of all models are compared. The TP rate represents 
the ratio of correctly predicted positive instances. The TP rate aligns with the prediction accuracy results shown in Table 10; the 
higher the TP rate, the better the model performance. The TP rates for the models ranged between 85.4% and 96.7%, indicating 
that the models can accurately classify audit opinions. The FP rate represents the ratio of incorrectly predicted negative instances. 
The lower the FP rate, the better the model performance. FP rates for the models ranged from 14.6% to 3.3%. The naive Bayes 
(NB) model had the highest FP rate at 14.6%, whereas the Random Forest (RF) model had the lowest FP rate at 3.3%. The 
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precision rates of the models, similar to the TP rates, range from 85.4% to 96.7%. Because recall measures the percentage of the 
entire dataset, the recall results are parallel to the TP rates of the models. 

Figure1. Prediction accuracy graph of models 
 

Table 11. Detailed Accuracy Results Based on Weighted Averages of Models 
Model TP Rate FP Rate Precision Recall F-Measure ROC Area 
BBN 0.907 0.093 0.907 0.907 0.907 0.961 
NB 0.854 0.146 0.854 0.854 0.854 0.919 
LR 0.912 0.088 0.915 0.912 0.912 0.967 

ANN 0.960 0.040 0.960 0.960 0.960 0.984 
RBF 0.919 0.081 0.921 0.919 0.919 0.967 
SVM 0.913 0.087 0.920 0.913 0.913 0.913 
K-NN 0.964 0.036 0.964 0.964 0.964 0.965 

AdaBoost.M1 0.912 0.088 0.917 0.912 0.911 0.964 
DT J48 0.956 0.044 0.956 0.956 0.956 0.951 

RF 0.967 0.033 0.967 0.967 0.967 0.992 
DS 0.913 0.087 0.920 0.913 0.913 0.903 

CART 0.941 0.059 0.941 0.941 0.941 0.955 
 

The F-measure addresses the issue of using a single metric instead of two by combining precision and recall into a single 
measurement. Specifically, the F-measure is the weighted harmonic mean of precision and recall [52]. The F-measure results for 
the models range from 85.4% to 96.7%, consistent with the overall prediction accuracy results. 

The final evaluation metric presented in Table 11 was the ROC area. Based on the ROC area results obtained using the WEKA 
software, the RF model demonstrated the best performance of 99.2%. The ANN model followed this trend with 98.4%, the RBF 
and LR models with 96.7%, the K-NN model with 96.5%, the AdaBoost.M1 model with 96.4%, the BBN model with 96.1%, the 
CART model with 95.5%, the DT (J48) model with 95.1%, the NB model with 91.9%, the SVM model with 91.3%, and the DS 
model with 90.3%. The RF model showed the best prediction performance for the ROC area values. 

Overall, when assessing the detailed accuracy results of the models, the Random Forest (RF) model consistently delivered the 
most meaningful results in terms of TP rate, FP rate, precision, recall, F-measure, and ROC area. The FP rate is the most significant 
at its lowest value, whereas the other metrics are most meaningful at their highest values. The RF model achieved the lowest FP 
rate at 3.3%, whereas its TP rate, precision, recall, and F-measure were 96.7%, and it achieved the highest ROC area of 99.2%. 
Among the tested models, the RF model outperformed the others by a considerable margin. 

The models were also evaluated based on the Type I and Type II error rates, and the results are presented in Table 12. The Type 
I and Type II error rates were critical when evaluating the performance of the methods. A Type I error occurs when a modified 
opinion is classified as unmodified. Conversely, a Type II error occurs when an unmodified opinion is classified as modified. The 
costs of Type I and Type II errors differed. Classifying a modified opinion as an unmodified opinion can lead to incorrect decisions 
and severe economic losses, whereas classifying an unmodified opinion as a modified opinion can waste time on additional 
investigations. Although each model aims to reduce both the Type I and Type II error rates, a model with a Type I error rate lower 
than the Type II error rate is generally preferred [12]. The K-NN model exhibited the lowest Type I error rate of 2.7%. This was 
followed by the RF and ANN models, with a Type I error rate of 3.5%. The SVM and DS models showed the lowest Type II error 
rate of 2.2%, followed by the AdaBoost.M1 model with 2.9%. Overall, the results indicate that the Type I and Type II error 
classification rates are below 15.2% and 15.6%, respectively, across all models. The RF model had the lowest overall error rate 
of 3.3%, followed by the K-NN model at 3.6% and the ANN model at 4%. 
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Table 12. Type I and Type II Error Rates of Models 

Model 
Type I 
Error 
Rate 

Type II Error 
Rate 

Overall Error 
Rate 

BBN 0.089 0.098 0.093 
NB 0.137 0.156 0.146 
LR 0.129 0.047 0.088 

ANN 0.035 0.044 0.040 
RBF 0.121 0.041 0.081 
SVM 0.152 0.022 0.087 
K-NN 0.027 0.045 0.036 

AdaBoost.M1 0.147 0.029 0.088 
DT J48 0.040 0.047 0.044 

RF 0.035 0.032 0.033 
DS 0.152 0.022 0.087 

CART 0.059 0.059 0.059 
 

Although the K-NN classification model performed best with respect to the Type I error rate, and the SVM and DS classification 
models performed best in terms of the Type II error rate, the RF classification model demonstrated the best overall classification 
result regarding the total error rate. 

In the study, the SMOTE method was applied due to the unbalanced classes, and a balanced data set was obtained. As the 
model was trained on a dataset after removing outliers and extreme values, it was ensured to be more robust and generalizable 
than the synthetic data created with SMOTE. The high accuracy rates of the RF, K-NN, and ANN models indicate a possible 
overfitting of the model to the training data. To evaluate this possibility, not only the accuracy rates but also the type I and type II 
error rates were analyzed. The obtained low error rates indicate that the models are successful and acceptable in terms of 
generalizability. Additionally, the comprehensive evaluation using metrics such as Precision, Recall, F-Measure, and ROC Area 
supports that the models do not overfit to the training data. 

The models are evaluated based on their performance results presented in Table 13. 
 

Table 13. Performance Results of Models 
Model Kappa Statistics MAE RMSE RAE (%) RRSE (%) 
BBN 0.813 0.105 0.277 21.00 55.37 
NB 0.707 0.164 0.345 32.80 66.03 
LR 0.824 0.125 0.253 25.01 50.57 

ANN 0.921 0.043 0.187 8.69 37.42 
RBF 0.838 0.141 0.250 28.19 50.00 
SVM 0.934 0.103 0.179 20.54 35.89 
K-NN 0.929 0.036 0.189 7.24 37.80 

AdaBoost.M1 0.823 0.128 0.252 25.69 50.32 
DT J48 0.913 0.057 0.205 11.42 40.94 

RF 0.934 0.103 0.179 20.54 35.89 
DS 0.827 0.153 0.276 30.50 55.25 

CART 0.882 0.081 0.231 16.19 46.27 
 

Table 13 provides the kappa statistic, Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Relative Absolute 
Error (RAE), and Root Relative Squared Error (RRSE) results for the models. Regarding the Kappa statistic, the RF and SVM 
models demonstrated the highest performance with a value of 0.934. This was followed by K-NN model at 0.929, ANN model at 
0.921, DT (J48) model at 0.913, CART model at 0.882, RBF model at 0.838, DS model at 0.827, LR model at 0.824, 
AdaBoost.M1 model at 0.823, BBN model at 0.813, and NB model at 0.707. Landis and Koch provided ranges for interpreting 
the kappa statistic presented in Table 14 [53]. These ranges assist in understanding the performance levels of the models based on 
their kappa values. 

 
Table 14. Interpretation of Kappa Statistics Results 
Kappa Statistics Value Strength of Agreement 

<0.00 Poor 
0.00-0.20 Slight 
0.21-0.40 Fair 
0.41-0.60 Moderate 
0.61-0.80 Substantial 
0.81-1.00 Almost Perfect 
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Based on the values provided in the table, when interpreting the results, it is observed that the BBN model demonstrates good 
performance, while the other 11 models perform very well. A review of the literature reveals that, apart from the study by [47], 
this study has yet to consider the kappa statistic. This study also considered the kappa statistic when presenting the results. 

The MAE, RMSE, RAE, and RRSE values indicate that the closer they are to zero, the better the performance of the model. 
According to the MAE values, the K-NN model performed best at 3.6%. Based on the RMSE values, the RF and SVM models 
exhibited the best performances (17.9%). Regarding the RAE values, the K-NN model performed best at 7.24%. Finally, for the 
RRSE values, the RF and SVM models performed the best, with 35.89%. 
 
5. CONCLUSION 
The primary objective of this study is to predict the type of audit opinion using 12 different data mining methods and to compare 
the performance of these methods. During the data collection process, 651 companies listed on BIST were considered. A total of 
250 companies without financial statements and independent audit reports from 2009 to 2022, and 240 companies comprising 
financial institutions, brokerage firms, banks, holding companies, and investment firms were excluded from the sample to obtain 
more meaningful results because of their distinct reporting structures. The final sample includes 161 companies from 19 sectors. 
The dataset consists of 2,093 firm-year observations from companies listed on BIST from 2010 to 2022, including 1,855 
unmodified and 238 modified opinions. Among the modified audit opinions, 223 were qualified opinions and 15 were disclaimers 
of opinion, with no audit reports containing adverse opinions. 

Data were collected from the Public Disclosure Platform website, company websites, financial reports, audit reports, and the 
Finnet Stokeys Pro database. A total of 28 independent financial and non-financial variables were used. The development and 
application of the classification model were performed using WEKA software. The training and testing phases were conducted 
using 10-fold cross-validation, in which the dataset was split into layers. In each iteration, ten training data samples were selected, 
trained with the chosen classifier, and tested on the selected test data. 

The “Interquartile Range” filter was applied to detect outliers and extreme values in the dataset. As a result, 606 outliers and 
468 extreme values were removed from the dataset, resulting in 1,286 firm-year observations consisting of 1,189 unmodified 
opinions and 97 modified opinions. In the subsequent phase, a synthetic minority oversampling technique (SMOTE) filter was 
applied to address the data imbalance issue. After applying this filter, the number of modified opinion observations increased to 
1,188, resulting in a final dataset of 2,377 firm-year observations, consisting of 1,189 unmodified and 1,188 modified opinions. 

In this study, 12 different data mining classification methods were used: Bayesian networks, naive Bayes, logistic regression, 
artificial neural networks, radial basis function, support vector machines, K-nearest neighbor, AdaBoost.M1 algorithm, decision 
trees (J48), random forest, decision stump, and classification and regression tree (CART). The statistical results of the models 
were compared based on prediction accuracy, confusion matrix, detailed accuracy results (TP Rate, FP Rate, Precision, Recall, F-
Measure, and ROC Area), Type I and Type II error rates, and performance metrics (kappa statistic, MAE, RMSE, RAE, and 
RRSE). 

In terms of prediction accuracy, the Random Forest model demonstrated the best performance at 96.68%, followed by the K-
nearest neighbor at 96.42%, Artificial Neural Networks at 96.05%, Decision Trees (J48) at 95.62%, Classification and Regression 
Tree (CART) at 94.11%, Radial Basis Function at 91.88%, Support Vector Machines at 91.33%, Decision Stump at 91.33%, 
Logistic Regression at 91.21%, AdaBoost.M1 Algorithm at 91.17%, Bayesian Networks at 90.66%, and Naive Bayes at 85.36%. 
All 12 models showed a prediction accuracy of over 85%. These results indicate the potential of using public financial statements 
and independent audit report data to accurately classify audit opinions. 

Among the methods reported in the literature for predicting audit opinions, the highest prediction accuracy has been achieved 
by Decision Trees ([23] (98.2%); [24] (88.8%); [48] (96.3%)), Support Vector Machines ([3] (95.9%); [43] (73%); [51] (75.6%)), 
Logistic Regression ([40] (62%); [41] (78%); [44] (90%)), and Neural Networks ([5] (88%); [7] (98.1%); [45] (84%)). 

According to the findings obtained in this study, the Random Forest method, which belongs to the decision tree category, 
showed the highest prediction performance for audit opinion classification at 96.68%. This result aligns with the studies by [23], 
[24], [48], who also found that decision tree-based methods perform best. Based on these results, similar to many previous studies, 
it is evident that the 12 models used in this study can successfully predict audit opinions. 

When reviewing the performance of previous models used to predict audit opinions ([8] (82.22%); [40] (62%); [41] (78%); 
[42] (78.83%); [43] (73%); [45] (84%); [46] (72.20%); [49] (72.90%); [51] (75.60%)), most of these models have achieved 
classification accuracy below 85%. In contrast, the models used in this study provided overall classification performances ranging 
from 85.36% to 96.68% showing that they surpassed the 85% threshold. This high classification accuracy further enhances the 
practical utility of the models used in this study for predicting audit opinion types. 

The models developed in this study can be used as a decision support tool for auditors, as expressed by [54], when assessing 
potential clients and evaluating potential audit risks. For instance, the model can be applied to a potential client’s financial 
statements to evaluate the likelihood of receiving a non-unqualified audit opinion. A potential audit opinion can be considered 
part of the client assessment process. The model can also be used to identify current clients likely to receive a non-unqualified 
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audit opinion during the planning phase of the auditor’s work. It can also be utilized in the examination of company audit reports 
by institutions such as BIST, the Capital Markets Board (SPK), and the Public Oversight Accounting and Auditing Standards 
Authority (KGK). Companies that receive an audit opinion different from what the model predicts could be targeted for fair 
reporting investigations. In other words, the models can be used as a complementary “supervisory tool” by regulatory authorities 
in conducting “audits of audits”. 

This study is unique because it represents a comprehensive data mining classification investigation to predict independent audit 
opinion types.  By analyzing 12 different data mining methods using WEKA software and comparing their predictive 
performance, this study is expected to contribute to the literature on independent auditing. Additionally, it is anticipated that this 
study will provide a more precise definition of data mining, which will assist in solving current business problems and 
development. This study is expected to shed light on the future study in this area. 

Future study could focus on alternative data mining or deep learning methods to predict audit opinion type. Hybrid models can 
be developed by integrating multiple models into a single framework. Second, the financial and non-financial variables can be 
expanded, and the results can be compared with those of this study. Finally, the results were evaluated using different data mining 
software (such as Python, R, Orange, RapidMiner, and Knime). 
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