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Abstract

One of the operational risks faced by the entities is internal fraud. In addition to pre-
ventive proactive controls, the existence of reactive continuous risk monitoring to quick-
ly detect them is of great importance. In this paper the big data transformation story of 
Garanti BBVA - one of the most important banks of Türkiye - is taken one step further 
regarding detection of internal frauds. It is explained how machine learning was integrat-
ed into the “rule-based” approach with proven success thanks to the accumulated data 
pool. The hybrid model supported with machine learning has established a more effective 
continuous monitoring approach and also ensured the maintenance of sustainable critical 
metrics such as high internal fraud detection ratio and low Bank loss. It is expected that 
the mentioned methodology with proven success in detection of internal frauds and with 
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its recent integration with machine learning would be an inspiration for the sector.
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İŞLETME İÇİ SUİİSTİMALİN TESPİTİNDE MAKİNE 
ÖĞRENMESİNİN ROLÜ

Öz

Kurumları tehdit eden önemli operasyonel risklerden biri de işletme içi suiistimaldir. Söz 
konusu eylemleri önleyici proaktif kontrollerin varlığı kadar, hızlı bir şekilde tespit edil-
mesini sağlayacak reaktif sürekli izleme mekanizmalarının mevcudiyeti de önem arz et-
mektedir. Bu çalışmada, Türkiye’nin önemli bankalarından biri olan Garanti BBVA’nın 
işletme içi suiistimal tespitinde büyük veri dönüşüm hikayesi bir adım ileriye taşınmış-
tır. “Kural-bazlı” olarak nitelendirilen ve başarısını kanıtlamış mevcut tespit yaklaşımına, 
biriken veri havuzu sayesinde makine öğrenmesinin nasıl entegre edildiği ele alınmıştır. 
Makine öğrenmesiyle desteklenen yeni hibrid modelle; daha etkin bir sürekli izleme yak-
laşımı kurulduğu gibi, yüksek işletme içi suiistimal tespit oranı ve düşük Banka kaybı gibi 
kritik göstergelerde de yıllara sari sürdürülebilirlik kazanmak mümkün olmuştur. İşletme 
içi suiistimalin tespitinde başarısını kanıtlayan ve makine öğrenmesinin entegre edildiği 
bu metodolojinin sektöre de ilham kaynağı olması beklenmektedir.

Anahtar Kelimeler: İşletme içi suiistimal, Büyük veri, Makine öğrenmesi, XGBoost

JEL Sınıflandırması: C52, C55, C8, M42
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1. Introduction

Operational risk is the probability of loss caused by processes, external events, personnel 
or information systems due to insufficient internal controls. To further explain, it is the 
probability of any loss which may be caused by failure to detect mistakes and misconducts 
as a result of the problems in the internal controls; personnel’s not acting in accordance 
with the present conditions; errors and problems in the information systems; internal or 
external frauds; natural disasters or terrorist activities (Babuşcu et al., 2018).

As can be understood from the definition, one of the most important factors causing op-
erational risk is the personnel. This factor may cause operational risk due to unintentional 
mistakes, omissions or faults as well as intentional actions such as embezzlement, unjust 
benefits or stealing. These intentional actions of the personnel are called “internal frauds”. 
The internal frauds in the banking sector are generally in the form of embezzlements and 
unjust benefits. Embezzlement is the misappropriation of funds by the personnel from the 
bank cash vault or customer accounts. The unjust benefits, on the other hand, are earned 
by causing loss to the entity the personnel work for by granting improper loans, leaking 
critical information to outside, intentional pricing made against the entity benefits and 
abusing one’s powers based on agreements reached with internal/external stakeholders, 
and earning benefits from such losses.          

For effective management of the internal fraud risk, the entities should eliminate the op-
portunities that might make it possible to commit internal frauds and have continuous 
risk monitoring mechanisms to detect them as soon as possible. Otherwise, frauds may 
cause loss of trust and reputation as well as high amounts of operational losses.

In this paper, we will explain how machine learning was integrated into our “rule-based” 
monitoring approach thanks to the accumulated data with the data project conducted in 
2023. To do this, we will focus on the selection of the machine learning model generating 
the best results, its integration into the current model and performance results generated 
with this new methodology. This new approach integrated with machine learning and 
challenging big data capabilities is expected to provide guidance regarding internal fraud 
detection for the sector.  
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The paper is organized as follows: Section 2 provides a literature review of machine learn-
ing models and their usage in fraud detection. Section 3 explains the data and previous 
internal fraud detection approach at Garanti BBVA and how machine learning was inte-
grated into this rule-based methodology by using big data capabilities. Section 4 presents 
the comparative results of newly applied methodology and inspires readers for applying a 
similar approach and finally, Section 5 provides a conclusion on the subject.

2. Literature Review

Deterrent controls aim for preventing frauds while continuous risk monitoring aims for 
detecting frauds as soon as possible. The early detection of a fraud is of critical impor-
tance for the minimization of the operational loss and reputational risk (ACFE, 2024). 
Therefore, a comprehensive approach combining cutting edge technology, strong internal 
controls, continuous risk monitoring and proactive risk management is needed for an ef-
fective fight against frauds (Ismail & Haq, 2024). The most critical question of continu-
ous risk monitoring is which transactions (sample) will be prioritized from among tens of 
thousands of transactions (audit universe) by using predefined anomalies and patterns? 

The literature mainly focuses on visualization of the data and modeling of fraud incidents 
by utilizing big data capabilities (Fawcett & Provost, 1997; Rosset et al., 1999; Bolton 
& Hand, 2002; Becker et al., 2010; Li et al., 2012; Temuçin et al., 2021). According to 
Baesens et al. (2015), “big data and analytics provide powerful tools that may improve an 
organization’s fraud detection system.” Nevertheless, even though several data categories 
and a range of statistical models are available, it is not easy to develop an effective fraud 
detection method by using all of them at the same time (Gomes et al., 2021). Similarly, 
Njoku et al. (2024) argues that “traditional rule-based fraud detection methods have long 
been employed by banks to identify suspicious transactions. However, these methods of-
ten fall short in detecting intricate and evolving fraud patterns. With fraudsters’ contin-
ually adapting and developing new tactics, there is a pressing need for more effective and 
adaptive fraud detection solutions that can keep pace with these dynamic threats.”  

Therefore, the literature goes one step beyond of determination of anomalies by using ma-
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chine learning for fraud detection (Baesens et al., 2021; Wei et al., 2020; Ge et al., 2020; 
Kolodiziev et al., 2020; Shirgave et al., 2019; Soviany, 2018). Machine learning is making 
estimations regarding existing data by making some interpretations and deductions from 
previous data by making use of statistical models. Our example aims for facilitating the dis-
tinguishing of whether the transactions we detect today are “frauds” or “not frauds” based 
on the previous “proven fraud” and “false positives” data and determination of a more 
effective sample. The transactions tagged suspicious with this method are then subjected 
to a more thorough examination. The data pool growing day by day will enable detection 
of more suspicious transactions over time and also prevent overlooking the changing fraud 
patterns. In short, the machine self-learns.

The machine learning models are mainly classified as supervised (Khatri et al., 2020), un-
supervised (Srivastava & Salakhutdinov, 2014; Gomes et al., 2021) and semisupervised 
(Van Engelen & Hoos, 2020). The supervised learning models are used if the data set 
includes variables that can be “labeled” while unsupervised learning models are preferred 
if complex and multifaceted data that cannot be labeled are used. 

The supervised learning algorithms try to find an optimal function in order to associate 
the input features and outputs based on a labeled dataset. The goal here is to identify the 
function to best suit to the pattern between the input and output. This allows for estima-
tion of which outputs can be generated by new inputs thanks to this function. The model 
making the best estimation is generally determined based on parameters such as accuracy, 
precision, recall, F-score and time (Sinap, 2024). The most preferred supervised learning 
models are logistic regression, neural network, decision trees, support vector machine and 
naïve bayes (Albashrawi, 2016). 

Unsupervised learning algorithms are used for datasets that cannot be labeled. Unlike su-
pervised models, these datasets are not labeled or in other words, not trained to show 
which input data generate which output. However, despite the lack of trained and labeled 
datasets, unsupervised learning is a modeling method that categorized similar results un-
der certain groups with the clustering method based on the features of the available data. 
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Let us we have unlabeled data consists of multiple modes and each modality has a differ-
ent kind of representation and correlational structure. For instance, we have a data which 
consists of “images are tagged with textual information and videos are accompanied by au-
dio. Each modality is characterized by having distinct statistical properties. Text is usually 
represented as discrete sparse word count vectors, whereas an image is represented using 
pixel intensities or outputs of feature extractors which are real-valued and dense. Having 
very different statistical properties makes it much harder to discover relationships across 
modalities than relationships among features in the same modality. There is a lot of struc-
ture in the data but it is difficult to discover the highly non-linear relationships that exist 
between low-level features across different modalities. Moreover, the data is typically very 
noisy and there may be missing values.” (Srivastava & Salakhutdinov, 2014). Unsupervised 
models learn by creating meaningful categories from these non-labeled complex datasets. 

Semisupervised learning algorithms, on the other hand, learn by using both labeled and 
non-labeled data. These models generally use large amounts of non-labeled data together 
with smaller amounts of labeled datasets. Therefore, semisupervised learning algorithms 
are generally used when the labeled data are very limited. In such cases, if at least sufficient 
non-labeled data are available, limited labeled data could help with the determination of a 
better classifier under certain assumptions regarding the distribution of data (Van Engelen 
& Hoos, 2020).

Since insurance fraud is a complex phenomenon whose results cannot be labeled with cer-
tainty and it is not possible to define certain rules, Gomes et al. (2021) preferred to use un-
supervised learning approach for insurance fraud detection. However, in our case from a 
banking industry, we preferred using the supervised learning models since we have a data-
set accumulating since 2021 and including labeled “proved fraud” and “false positives” de-
termined as a result of several fraud rules defined over years and assigned with risk scores. 
When model outputs were compared by using different parameters, we achieved the best 
performance from Extreme Gradient Boosting (XGBoost) during our recent work.  

XGBoost algorithm is inspired by Gradient Boosting algorithm (Friedman, 2001) which 
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has been successfully used in classification, learning to rank and prediction for many years. 
The main principle of boosting is the creation of consecutive sub-trees from the original 
tree by minimizing the mistakes of a previous tree with the next created one. The new sub-
trees generated in this way will update the previous residuals to minimize the mistakes of 
the function. XGBoost is an optimized form of Gradient Boosting to prevent overfitting. 
The most important features of the revised algorithm are high estimation power, preven-
tion of overlearning, management of empty data and doing all these at a 10x speed (Chen 
& Guestrin, 2016).  

Although, Albashrawi (2016) lists the most used supervised learning models as logistic 
regression, neural network, decision trees, support vector machine and naïve bayes, his 
results are based on the studies conducted before 2016. According to the paper explaining 
the working principle of new XGBoost, 17 out of 29 winning solutions in machine learn-
ing competition site Kaggle used XGBoost (Chen & Guestrin, 2016). Moreover, several 
recently conducted studies confirm that XGBoost shows a faster and more effective per-
formance as compared to other supervised models (Cao et al., 2021; Dhieb et al., 2020).

Therefore, we integrated XGBoost learning algorithm to our “rule-based” approach cre-
ated by using big data capabilities for the detection of internal frauds generating the best 
results according to the comparison data. Thus, machine learning has become a part of 
our anomaly detection system. We refer to it as a part of our system since we have not 
stopped using our previous “rule-based” approach with a proven performance and have 
not performed examinations only over the sample generated with the use of the machine 
learning model. Instead, we assigned a weight coefficient to both approaches (“rule-based” 
vs. “XGBoost machine learning algorithm”) and also continued to use our old system. 
Therefore, we had the chance to compare the strengths and weaknesses of both methods.

Nevertheless, examining the applications currently used by the finance system for the de-
tection of frauds, we see that the rule-based methods and machine learning-based methods 
are used the most. In fact, the system we recommend and actively use is a hybrid approach 
allocating a weight coefficient to both approaches. Therefore, we can neither disregard 
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the “expert judgment” provided by the rule-based approach nor the “objectivity” and “ac-
curacy” advantages provided by machine learning (Cao et al., 2021). In every new fraud 
incident we encounter, we compare the strengths of both methods and change the weight 
coefficients used to determine the sample, if necessary.   

We will explain in following sections the dataset that has been created from 2021 to 2023 
with the “rule-based” approach, how we label it, how we trained the model by using these 
data, the criteria we used to select XGBoost learning algorithm, how we have integrated 
machine learning to our current method and thus, how we have created a more effective 
sample pool. The significant results that we have achieved regarding internal fraud detec-
tion in 2024 support our arguments regarding our new detection method. Thanks to the 
accumulating “proven fraud” and “false positives” data, we have achieved a fraud detection 
system which learn and evolve over time. 

3. Data and Methodology

3.1. Data

All money withdrawal and transfer transactions performed from Garanti BBVA branches 
are used as data for internal fraud detection and a sample is determined with the method 
named rule-based. The rule-based model ensures that more than 50 risk rules (personnel 
with high debts, foreign customers, transactions with no receipt etc.) are matched with 
every money withdrawal or transfer transaction and the final risk score is calculated by 
adding up the scores for the risk rules that the related transactions were matched with. The 
final examination sample is determined based on the highest riskiness score.

The most important limitations of the rule-based method are the manual scoring of the 
related more than 50 risk rules based on previous experiences and the probability that 
these rules may become insensitive to the changing fraud trends over the years. To address 
these limitations, a data project was conducted in 2023 to strengthen the current method 
with the machine learning model. The dataset used in this data project is detailed below. 
(Table 1)
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Table 1: Details about Dataset

Selected 
Features

Labeled 
Transactions

Total 
Transactions

Train 
Data

Validation 
Data

Test 
Data 

> 50 ~ 860 ~ 27,000,000 ~ 60,700 ~ 15,580 ~ 10,400

where,

- Selected Features: Riskiness rules used in the rule-based method
- Labeled Transactions: Number of proven internal frauds
- Total Transactions: Total number of transactions flagged by the rule-based method
- Train Data: Number of transactions used to train the model 
- Validation Data: Number of transactions used to validate the model
- Test Data: Number of transactions used to test the model

The machine learning model was designed with the aim of revising the scores assigned to 
rules by taking into consideration the rules with which the previous internal frauds were 
matched and to promote the rules regarding the previous fraud incidents. Therefore, the 
selected features used for the model design were selected from among the rules used in the 
current model. Taking into consideration that the share of labeled transactions in the total 
dataset is small, studies were conducted over an imbalanced dataset. The test data selected 
from among the total number of transactions labeled by the rule-based method was select-
ed as different than the train data and validation data with the goal of testing the model 
with a more rational dataset. 

3.2. Methodology

The dataset detailed above was used for the selection of an algorithm with an in-house 
application by using SQL and Python coding languages. “Supervised” algorithms were 
preferred for the selection of an algorithm since the dataset includes “labeled data”. The 
Confusion Matrix digitizing the estimated and actual values for the target values was used 
to measure the model results. (Table 2) 
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Table 2: Confusion Matrix Table

Predicted / Observed Negative Positive
Negative
Positive

True Negative (TN)
False Negative (FN)

False Positive (FP)
True Positive (TP)

We compared the performance of XGBoost, Gradient Boost, Random Forest and De-

cision Tree algorithms based on the Recall, Precision and F1-Score results generated by 

using the values in the Confusion Matrix. (Table 3) 

Table 3: Performance Comparison

Algorithms Recall Precision F1-Score
XGBoost

Gradient Boost
Random Forest
Decision Tree

85%
74%
53%
16%

67%
98%
100%
85%

75%
84%
70%
27%

where,

- Recall: TP / (TP+FN)

- Precision: TP / (TP+FP)

- F1-Score: 2 * (Precision * Recall) / (Precision + Recall)

The highest recall value, which is the ratio of true positives in all positive predictions, 

is expected for model selection. In addition, the precision and F1-score is expected not 

differentiated much in compare to other algorithms. While XGBoost algorithm provides 

speed and performance by using gradient-boosted decision trees (Dhaliwal et al., 2018), 

it is a popular application that can also process imbalanced data in fields such as fraud 

detection (Priscilla & Prabha, 2020).
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As a result of the selected algorithm, the model assigns a feature importance value shown 
in percentile to every rule. (Table 4) As a result of these assigned feature importance val-
ues, a total fraud probability score is calculated for each transaction by taking into consid-
eration the rules with which a transaction matches. In order to compare this score gener-
ated by the rule-based model, this score is multiplied by 100 to generate a final risk score 
for each transaction and a hybrid scoring is made by using the other risk score generated 
for the transaction with the rule-based method. In 2024, a final risk score is assigned to all 
transactions performed on the previous day by using the 70% of the riskiness score gener-
ated with the rule-based model and 30% of the riskiness score generated with the machine 
learning model. The scoring example is presented in Figure 1.

Table 4: Feature Importance Examples

Features Feature Importance
Rule-1
Rule-2
Rule-3

…
Total

6.40%
6.15%
5.40%

…
100%

Figure 1: Sample Scoring 
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The hybrid scoring method shown in Figure 1 aims for ensuring that the proven rule-based 
method has a higher impact on the scored transactions while observing the machine learn-
ing model outputs for some time. The results generated with this hybrid model integrating 
the machine learning to the existing method are explained in the following section.

4. Comparison of Results

We analyzed the impact of the machine learning on the internal frauds detected in 2024 
by considering the machine learning project launched as a reference point and compared 
the internal fraud detection ratio and the bank losses caused by internal frauds over the 
years. According to the results of these analyses and comparisons, we revealed that the 
machine learning integration provides positive support to the existing rule-based method 
but has some limitations.

4.1.  Effectiveness

In order to understand the impact of the machine learning model launched in 2024 to the 
riskiness of the fraud transactions, the risk ranking of the committed frauds determined 
with the rule-based approach and their risk ranks assigned by the hybrid model with in-
tegrated machine learning were compared. The internal frauds committed at 8 different 
branch locations in 2024 were used for this purpose. (Table 5)

Table 5: Impact of Machine Learning on Risk Ranking of Internal Frauds Committed in 2024

Case
Fraud 

Transactions
Non-Affected 

Transaction (%)
Negative Affected 
Transaction (%)

Positive Affected 
Transaction (%)

Branch A
Branch B
Branch C
Branch D
Branch E
Branch F
Branch G
Branch H

Total

61
3
8
4
6
8
1
21
112

25%
33%
50%
50%
17%
25%
0%
29%
28%

0%
0%
0%
0%
33%
62%
100%
71%
20%

75%
67%
50%
50%
50%
13%
0%
0%

52%
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According to Table 5, the machine learning generated effective results for Branch A, where 
a total of 61 internal fraud transactions were performed for the fraud committed. 75% of 
these transactions were ranked as more risky based on the scores assigned to them by the 
machine learning model. However, the scores assigned by the machine learning model to 
25% of the related transactions did not have any impact on the riskiness ranking.  In an-
other example regarding Branch H where the machine learning did not generate effective 
results, a total of 21 internal fraud transactions existed. 71% of these transactions were 
ranked as less risky based on the scores assigned to them by the machine learning model. 
Thus, despite a proven fraud, the machine learning model assigned a lower riskiness score 
to the related internal fraud transaction as compared to the scores assigned by the rule-
based approach. 

According to a general evaluation on the results listed in Table 5, the machine learning 
model scored 52% of 112 internal fraud transactions performed in 8 fraud incidents in 
2024 as more risky and 20% as less risky and did not have any impact on the riskiness level 
of the remaining 28%. In 5 (63%) out of 8 incidents, the machine learning model had 
a positive contribution of 50% and above and measured the fraud transactions as more 
risky, yielding positive results. However, the evaluation of the fraud transactions in 3 cases 
(37%) as less risky as compared to the results generated by the rule-based method reveals 
the limitations of the hybrid model regarding the frauds not experienced by the model in 
the past.

4.2.  Internal Fraud Detection Ratio

According to the Report to the Nations (ACFE, 2024), 43% of the internal frauds are de-
tected via tip (whistleblowing) while 14% are detected by internal audit teams. (Table 6) 
Taking into consideration that the internal audit detection ratio was 15% in the previous 
report (ACFE, 2020), it is seen that the internal audit detection ratio has remained stable 
and limited over the years despite the increased technology and data capabilities.
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Table 6: How is Occupational Fraud Initially Detected?

Type Ratio

Tip
Internal Audit

Management Review
Document Examination
Account Reconciliation

By Accident
External Audit

Automated Transaction/Data Monitoring
Surveillance/Monitoring

Other
Notification by Law Enforcement

Confession

43%
14%
13%
6%
5%
5%
3%
3%
2%
2%
2%
1%

Source: ACFE (2024)

However, it is seen from the year-to-year evolution of the detection of internal frauds 
at Garanti BBVA by Internal Audit Department (IAD) that the success achieved with 
the rule-based method in 2020 was maintained during 2021-2023 and the highest detec-
tion ratio (50%) was achieved in 2024 when the machine learning was integrated into the 
model. (Table 7) As discussed in the previous section, the assignment of higher risk scores 
to the proven frauds by the machine learning model and assignment of higher risk ranking 
used to create the sample have made a positive contribution to this detection ratio.

Table 7: Internal Fraud Detection Ratio by Garanti BBVA IAD (2016-2024)

Period IAD Detection Ratio (%)

2016-2019 (Scenario-based)
2020-2023 (Rule-based)

2024 (Machine Learning Integrated)

21%
39%
50%
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4.3.  Bank Losses Caused by Internal Frauds

The quick detection of frauds is an important contributor to the minimization of the loss 
experienced by an entity (ACFE, 2024). In order to observe the losses experienced by the 
Bank due to internal frauds over the years, we examined the average loss amounts in 3 dif-
ferent periods as scenario-based method period (2016-2019), rule-based method period 
(2022-2023) and the period where the rule-based method was supported with machine 
learning (2024). (Table 8)

Table 8: Bank Loss Caused by Internal Fraud (2016-2024)

Period Annual Average Loss Amount (EUR)

2016-2019 (Scenario-based)
2020-2023 (Rule-based)

2024 (Machine Learning Integrated)

1,000,000
660,000
500,000

According to the above table, the average losses have a decreasing trend over the years 
and the machine learning model has made a positive impact of 24% as compared to the 
previous period.

Taking into consideration all the outputs explained in this section, supporting of the rule-
based method implemented by using big data capabilities with the machine learning mod-
el

- 	 Has ensured that the transactions resulting in internal frauds (proven frauds) were gen-
erally scored to be of higher risks,

- 	 Made a positive contribution to achieve a sustainable ratio regarding the frauds detect-
ed by the internal audit (fraud detection ratio) and

- 	 Supported a similar sustainable decrease in the loss amounts.

- 	 However, the machine learning also has some limitations of assigning lower risk scores 
to some internal frauds as compared to the rule-based method.
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5. Conclusion

Operational risk is the probability of loss caused by processes, external events, personnel 
or information systems due to the lack of sufficient control mechanisms. Incidents such 
as embezzlements, unfair benefits, thefts etc. caused by the personnel are called as internal 
frauds. These incidents might cause financial losses as well as reputation and prestige loss 
for the entity. Therefore, the availability of a reactive continuous risk monitoring mecha-
nism to ensure the quick detection of internal frauds is as important as the availability of 
preventive proactive controls.

Continuous risk monitoring is the flagging of potential fraud transactions by using big 
data capabilities based on anomalies and patterns and then examination of these trans-
actions with proficiency and due professional care. The most important question to be 
asked at this point is how the most risky transactions to be examined (the sample) will be 
determined? The paper attempts to answer this question. To this end, the story of trans-
formation at Garanti BBVA one of the most important banks in Türkiye achieved by using 
big data capabilities is discussed.

The “scenario-based” method to identify risky transactions implemented for long years 
was transformed into a “rule-based” approach with the big data project conducted in 
2019. The creation of a more efficient and effective fraud detection mechanism by this 
transformation was proven by the results generated. This transformation has not only pro-
vided the entity with the possibility of achievement of a higher internal fraud detection 
ratio with fewer resources but also laid the foundation for the entity to benefit from ma-
chine learning by using ever-accumulating “proven fraud” and “false positives” data. As a 
matter of fact, the literature was also promoting us the integration of machine learning to 
the existing method, by taking a step further. 

The second phase of the project was finally initiated in 2023 by using the accumulated 
data and XGBoost supervised learning model considered to show the best performance 
according to comparative results has become a part of our approach to detect risky trans-
actions. Accordingly, the transactions determined as the most risky by the hybrid mod-
el we created by taking into consideration 70% of the riskiness assignment determined 
with the existing “rule-based” approach and 30% of the riskiness score given by XGBoost 
machine learning algorithm are ranked every day by riskiness level and examined. This 



TİDE Academia Research
Sayı 6 / 151-172 (2024)

168

approach combines the “expert judgment” provided by the rule-based approach and the 
“objectivity” and “accuracy” advantages provided by machine learning. We also had the 
chance to observe the outputs of machine learning for some time.   

We conclude that the integration of machine learning to the rule-based approach ensures 
more effective detection of internal fraud incidents. This hybrid continuous risk monitor-
ing where machine learning is integrated into the rule based approach contributes to the 
creation of a more risky transaction pool (sample), increasing both the ratio of detection 
of frauds and decreasing the loss amount that might be caused by internal frauds. There-
fore, we believe that this new approach we use to detect internal frauds by making use big 
data capabilities and machine learning will guide the sector. 

However, the transformation from a rule-based approach to a more advanced detection 
approach with machine learning should be realized in a controlled way and the machine 
learning model to be used should be continuously challenged. Accordingly, we believe 
that the observation of the transformation by using a hybrid model for some time like we 
did at Garanti BBVA would be beneficial. 
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