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#### Abstract

In this present work, we continue studying the estimation of Bernstein-Walsh type for algebraic polynomials in the regions with quasiconformal boundary.
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## 1. Introduction and Main Results

Let $G \subset \mathbb{C}$ be a finite region, with $0 \in G$, bounded by a Jordan curve $L:=\partial G$, $B:=B(0,1):=\{w:|w|<1\}, \Delta:=\Delta(0,1):=\{w:|w|>1\}, \Omega:=\operatorname{ext} \bar{G}$ (respect to $\overline{\mathbb{C}}) ; w=\Phi(z)$ be the univalent conformal mapping of $\Omega$ onto the $\Delta$ normalized by $\Phi(\infty)=\infty, \Phi^{\prime}(\infty)>0$, and $\Psi:=\Phi^{-1}$. Let $\wp_{n}$ denote the class of arbitrary algebraic polynomials $P_{n}(z)$ of degree at most $n \in \mathbb{N}$.

Let $\sigma$ be the two-dimensional Lebesque measure and let $h(z)$ be a weight function defined in $G$.

Let $A_{p}(h, G), p>0$ denote the class of functions $f$ which are analytic in $G$ and satisfy the condition

$$
\|f\|_{A_{p}(h, G)}^{p}:=\iint_{G} h(z)|f(z)|^{p} d \sigma_{z}<\infty
$$

and $A_{p}(1, G) \equiv A_{p}(G)$.
In case of when $L$ is rectifiable, let $\mathcal{L}_{p}(L), p>0$, denote the class of functions $f$ which are integrable on $L$ and satisfy the condition

$$
\|f\|_{\mathcal{L}_{p}(L)}^{p}:=\int_{L}|f(z)|^{p}|d z|<\infty
$$

For any $R>1$, let us set $L_{R}:=\{z:|\Phi(z)|=R\}, G_{R}:=\operatorname{int} L_{R}, \Omega_{R}:=\operatorname{ext} L_{R}$. Well known Bernstein -Walsh lemma [12] says that:

[^0]\[

$$
\begin{equation*}
\left\|P_{n}\right\|_{C\left(\bar{G}_{R}\right)} \leq R^{n}\left\|P_{n}\right\|_{C(\bar{G})} \tag{1.1}
\end{equation*}
$$

\]

Taking $R=1+\frac{1}{n}$, from (1.1) we see that the $C$-norm of polynomials $P_{n}(z)$ in $\bar{G}_{R}$ and $\bar{G}$ is identical, i.e. the norm $\left\|P_{n}\right\|_{C(\bar{G})}$ increases with at most a constant.

Similar estimation to (1.1) in space $\mathcal{L}_{p}(L)$ was investigated in [11] and obtained as following:

$$
\begin{equation*}
\left\|P_{n}\right\|_{\mathcal{L}_{p}\left(L_{R}\right)} \leq R^{n+\frac{1}{p}}\left\|P_{n}\right\|_{\mathcal{L}_{p}(L)}, \quad p>0 \tag{1.2}
\end{equation*}
$$

To formulate the corresponding result for the $A_{p}(h, G)$ space we give the following
Definition 1.1. [8, p.97],[9] The Jordan arc (or curve) $L$ is called $K$-quasiconformal ( $K \geq 1$ ), if there is a $K$-quasiconformal mapping $f$ of the region $D \supset L$ such that $f(L)$ is a line segment (or circle).

Let $F(L)$ denotes the set of all sense preserving plane homeomorphisms $f$ of the region $D \supset L$ such that $f(L)$ is a line segment (or circle) and let

$$
K_{L}:=\inf \{K(f): f \in F(L)\}
$$

where $K(f)$ is the maximal dilatation of a such mapping $f$. Then, $L$ is a quasiconformal curve, if $K_{L}<\infty$, and $L$ is a $K$-quasiconformal curve, if $K_{L} \leq K$.

It is well know that there exists quasiconformal curve which is not rectifiable [8, p104].

Let $L$ be a $K$-quasiconformal and $y($.) be a regular quasiconformal reflection across $L$ (for detail see Part 2). For $R>1$, let $L^{*}:=y\left(L_{R}\right), G^{*}:=\operatorname{int} L^{*}, \Omega^{*}:=$ ext $L^{*} ; w=\Phi_{R}(z)$ be the conformal mapping of $\Omega^{*}$ onto the $\Delta$ normalized by $\Phi_{R}(\infty)=\infty, \Phi_{R}^{\prime}(\infty)>0$, and $\Psi_{R}:=\Phi_{R}^{-1} ; d(\Gamma, L):=\inf \{|\zeta-z|: z \in \Gamma, \zeta \in L\}$.

The Bernstein-Walsh type estimation in the space $A_{p}(h, G), p>0$, for regions with quasiconformal boundary is contained in [3]. In particular, for $h(z) \equiv 1$ have

$$
\begin{equation*}
\left\|P_{n}\right\|_{A_{p}\left(G_{R}\right)} \leq c_{1} R^{*^{n+\frac{1}{p}}}\left\|P_{n}\right\|_{A_{p}(G)}, \quad p>0 \tag{1.3}
\end{equation*}
$$

where $R^{*}:=1+c_{2}(R-1)$. Therefore, if we choose $R=1+\frac{1}{n}$, then (1.3) we see that $A_{p}$-norm of polynomials $P_{n}(z)$ in $G_{R}$ and $G$ also is equivalent.

In [10] was obtained pointwise analog to the estimation (1.1) following type, where the norm $\left\|P_{n}\right\|_{C(\bar{G})}$ in right side of (1.1) was replaced with the norm $\left\|P_{n}\right\|_{A_{2}(G)}$ :

Lemma A[10]. Assume that $L$ is quasiconformal and rectifiable. Then, for any $P_{n} \in \wp_{n}, n \in \mathbb{N}$

$$
\begin{equation*}
\left|P_{n}(z)\right| \leq \frac{c}{d(z, L)} \sqrt{n}\left\|P_{n}\right\|_{A_{2}(G)}|\Phi(z)|^{n+1}, \quad z \in \Omega \tag{1.4}
\end{equation*}
$$

where $c=c(L)>0$ constant independent from $z$ and $n$.
On the other hand, using the mean value theorem, for an arbitrary Jordan region $G$, polynomials $P_{n} \in \wp_{n}, n \in \mathbb{N}$ and any $p>0$ we can find

$$
\begin{equation*}
\left|P_{n}(z)\right| \leq\left(\frac{1}{\sqrt{\pi} d(z, L)}\right)^{\frac{2}{p}}\left\|P_{n}\right\|_{A_{p}(G)}, \quad z \in G \tag{1.5}
\end{equation*}
$$

Thus, combining a relations (1.4) and (1.5), we obtain an pointwise estimate on the growth of $\left|P_{n}(z)\right|$ in the whole complex plane. In particular, for $p=2$ we have

Corollary B. Assume that $L$ is quasiconformal and rectifiable. Then, for any $P_{n} \in \wp_{n}, n \in \mathbb{N}$

$$
\left|P_{n}(z)\right| \leq \frac{c_{2}}{d(z, L)}\left\|P_{n}\right\|_{A_{2}(G)}\left\{\begin{array}{cl}
1, & z \in G  \tag{1.6}\\
\sqrt{n}|\Phi(z)|^{n+1}, & z \in \Omega
\end{array}\right.
$$

In this work, we continue the study the similar problems (1.4), for polynomials $P_{n}^{(m)}(z), m=0,1,2, \ldots$, in regions with $K$-quasiconformal boundary.

Now, we give the main results:

Theorem 1.1. Let $p>1$ and assume that $L$ is $K$-quasiconformal. Then, for any $P_{n} \in \wp_{n}, R>1, n>m$ and $m=0,1,2, \ldots$ we have

$$
\begin{equation*}
\left|P_{n}^{(m)}(z)\right| \leq c_{4} \frac{|\Phi(z)|^{n+1-m}}{\left[d\left(L, L_{R}\right)\right]^{m+\frac{2}{p}}}\left\|P_{n}\right\|_{A_{p}\left(G_{R}\right)}, \quad z \in \Omega \tag{1.7}
\end{equation*}
$$

where $c_{4}=c_{4}(G, m, p)>0$ constant independent from $z$ and $n$.
Corollary 1.1. For $R=1+\frac{c}{n}, c=$ const $>0$. we have

$$
\begin{equation*}
\left|P_{n}^{(m)}(z)\right| \leq \frac{c_{5}}{\left[d\left(L, L_{1+\frac{c}{n}}\right)\right]^{m+\frac{2}{p}}}\left\|P_{n}\right\|_{A_{p}(G)}|\Phi(z)|^{n+1-m}, \quad z \in \Omega \tag{1.8}
\end{equation*}
$$

where $c_{5}=c_{5}(G, m, p, c)>0$ constant independent from $z$ and $n$.
Remark 1.1. If $z \in G_{1+\frac{c}{n}} \cap \Omega$ for some $c>0$, then (1.8)for $p=2$ and $m=0$ is better than (1.4).
Theorem 1.2. Let $p>1$ and assume that $L$ is $K$-quasiconformal. Then, for any $P_{n} \in \wp_{n}, R>1$ and $n>1$ we have

$$
\begin{equation*}
\left|P_{n}(z)\right| \leq c_{6} \frac{n^{\mu-\mu^{-1}+\frac{2}{p}-1}}{d(z, L)}\left\|P_{n}\right\|_{A_{p}(G)}\left|\Phi_{1+\frac{1}{n}}(z)\right|^{n+1}, \quad z \in \Omega \tag{1.9}
\end{equation*}
$$

where $\mu:=\min \left\{2, K^{4}\right\}$ and $c_{6}=c_{6}(G, p)>0$ constant independent from $z$ and $n$.
Remark 1.2. For $K \leq \sqrt[4]{\frac{1+\sqrt{17}}{4}}$ and for $z \in \Omega$ such that far away from $L$, (1.9) for $p=2$ is better than (1.4).
Theorem 1.3. Let $p>1$ and assume that $L$ is $K-q u a s i c o n f o r m a l$. Then, for any $P_{n} \in \wp_{n}, n>1$, we have

$$
\begin{equation*}
\left|P_{n}(z)\right| \leq c_{7} n^{\mu+\frac{2}{p}-1}\left\|P_{n}\right\|_{A_{p}(G)}\left|\Phi_{1+\frac{1}{n}}(z)\right|^{n+1}, \quad z \in \Omega \tag{1.10}
\end{equation*}
$$

where $\mu:=\min \left\{2, K^{4}\right\}$ and $c_{7}=c_{7}(G, p)>0$ constant independent from $z$ and $n$.

Theorem 1.4. Let $p>1$ and assume that $L$ is $K-q u a s i c o n f o r m a l$. Then, for any $P_{n} \in \wp_{n}, n \in \mathbb{N}$, we have

$$
\begin{equation*}
\left|P_{n}(z)\right| \leq c_{8} \frac{n^{\nu-\nu^{-1}+\frac{2}{p}-1}}{d(z, L)}\left\|P_{n}\right\|_{A_{p}(G)}|\Phi(z)|^{n+1}, \quad z \in \bar{\Omega}_{1+\frac{1}{n}} \tag{1.11}
\end{equation*}
$$

where $\nu:=\min \left\{2, K^{2}\right\}$ and $c_{8}=c_{8}(G, p)>0$ constant independent from $z$ and $n$.
Remark 1.3. For any $K \leq \frac{1}{2} \sqrt{1+\sqrt{17}}$ and the points $z \in \bar{\Omega}_{1+\frac{1}{n}}$, (1.11) for $p=2$ is better than (1.4).

Theorem 1.5. Let $p>1$ and assume that $L$ is $K-q u a s i c o n f o r m a l$. Then, for any $P_{n} \in \wp_{n}, n \in \mathbb{N}$, we have

$$
\begin{equation*}
\left|P_{n}(z)\right| \leq c_{9} n^{\nu+\frac{2}{p}-1}\left\|P_{n}\right\|_{A_{p}(G)}|\Phi(z)|^{n+1}, \quad z \in \bar{\Omega}_{1+\frac{1}{n}} \tag{1.12}
\end{equation*}
$$

where $\nu:=\min \left\{2, K^{2}\right\}$ and $c_{9}=c_{9}(G, p)>0$ constant independent from $z$ and $n$.
We note that the Theorems 1.2-1.5 are sharp in the some cases. This can be clearly seen from following theorem

Theorem 1.6. For any $n=1,2,3, \ldots$, there exists a polynomial $P_{n}^{*}(z)$ and constant $c_{10}=c_{10}(G)>0$ such that

$$
\left|P_{n}^{*}(z)\right| \geq c_{10} \frac{1}{d\left(L, L_{1+\frac{1}{n}}\right)}\left\|P_{n}^{*}\right\|_{A_{2}(G)}|\Phi(z)|^{n+1}
$$

for some $z \in \bar{\Omega}_{1+\frac{1}{n}}$.

## 2. Some auxiliary results

Let $G \subset \mathbb{C}$ be a finite region bounded by Jordan curve $L$ and let $w=\varphi(z)$ be the univalent conformal mapping of $G$ onto the $B$ normalized by $\varphi(0)=0, \varphi^{\prime}(0)>0$ and $\psi:=\varphi^{-1}$.

The level curve (interior or exterior) can be defined for $t>0$ as

$$
L_{t}:=\{z:|\varphi(z)|=t, \text { if } t<1,|\Phi(z)|=t, \text { if } t>1\}, L_{1} \equiv L
$$

and let $G_{t}:=\operatorname{int} L_{t}, \Omega_{t}:=\operatorname{ext} L_{t}$.
For $a>0$ and $b>0$, we shall use the notations " $a \prec b$ " (order inequality), if $a \leq c b$ and " $a \asymp b$ " are equivalent to $c_{1} a \leq b \leq c_{2} a$ for some constants $c, c_{1}, c_{2}$ (independent of $a$ and $b$ ) respectively. Throughout this paper $\varepsilon, \varepsilon_{1}, \varepsilon_{2}, \ldots$ are sufficiently small positive constants (in general, different in different relations), which depend on $G$ in general.

Let $L$ be a $K$-quasiconformal curve. Then [5] there exists a quasiconformal reflection $y($.$) across L$ such that $y(G)=\Omega, y(\Omega)=G$ and $\mathrm{y}($.$) fixes the points of$ $L$. The quasiconformal reflection $y($.$) is such that it satisfied the following condition$ [5], [7, p.26] :

$$
\begin{align*}
|y(\zeta)-z| & \asymp|\zeta-z|, \quad z \in L, \quad \varepsilon<|\zeta|<\frac{1}{\varepsilon}  \tag{2.1}\\
\left|y_{\bar{\zeta}}\right| & \asymp\left|y_{\zeta}\right| \asymp 1, \quad \varepsilon<|\zeta|<\frac{1}{\varepsilon} \\
\left|y_{\bar{\zeta}}\right| & \asymp|y(\zeta)|^{2}, \quad|\zeta|<\varepsilon, \quad\left|y_{\bar{\zeta}}\right| \asymp|\zeta|^{-2},|\zeta|>\frac{1}{\varepsilon}
\end{align*}
$$

and for the Jacobian $J_{y}=\left|y_{z}\right|^{2}-\left|y_{\bar{z}}\right|^{2}$ of $y($.$) the relation J_{y} \asymp 1$ is hold.
For $R>1$, we denote $L^{*}:=y\left(L_{R}\right), G^{*}:=\operatorname{int} L^{*}, \Omega^{*}:=\operatorname{ext} L^{*} ; w=\Phi_{R}(z)$ be the conformal mapping of $\Omega^{*}$ onto the $\Delta$ normalized by $\Phi_{R}(\infty)=\infty, \Phi_{R}^{\prime}(\infty)>0$; $\Psi_{R}:=\Phi_{R}^{-1}$; For $t>1$, let $L_{t}^{*}:=\left\{z:\left|\Phi_{R}(z)\right|=t\right\}, G_{t}^{*}:=\operatorname{int} L_{t}^{*}, \Omega_{t}^{*}:=\operatorname{ext} L_{t}^{*}$.

According to [6], for all $z \in L^{*}$ and $t \in L$ such that $|z-t|=d(z, L)$ we have

$$
\begin{align*}
d(z, L) & \asymp d\left(t, L_{R}\right) \asymp d\left(z, L_{R}^{*}\right)  \tag{2.2}\\
\left|\Phi_{R}(z)\right| & \leq\left|\Phi_{R}(t)\right| \leq 1+c(R-1)
\end{align*}
$$

Lemma 2.1. [1] Let $L$ be a $K$-quasiconformal curve, $z_{1} \in L, z_{2}, z_{3} \in \Omega \cap\{z$ : $\left.\left|z-z_{1}\right| \prec d\left(z_{1}, L_{r_{0}}\right)\right\} ; w_{j}=\Phi\left(z_{j}\right), j=1,2,3$. Then
a) The statements $\left|z_{1}-z_{2}\right| \prec\left|z_{1}-z_{3}\right|$ and $\left|w_{1}-w_{2}\right| \prec\left|w_{1}-w_{3}\right|$ are equivalent.

So are $\left|z_{1}-z_{2}\right| \asymp\left|z_{1}-z_{3}\right|$ and $\left|w_{1}-w_{2}\right| \asymp\left|w_{1}-w_{3}\right|$.
b) If $\left|z_{1}-z_{2}\right| \prec\left|z_{1}-z_{3}\right|$, then

$$
\left|\frac{w_{1}-w_{3}}{w_{1}-w_{2}}\right|^{K^{-2}} \prec\left|\frac{z_{1}-z_{3}}{z_{1}-z_{2}}\right| \prec\left|\frac{w_{1}-w_{3}}{w_{1}-w_{2}}\right|^{K^{2}}
$$

where $0<r_{0}<1$ a constant, depending on $G$.
In particular, for arbitrary $z_{1} \in L, 1<R<R_{0}$ and fixed $z_{3} \in L_{R_{0}}$ we have

$$
\begin{equation*}
(R-1)^{s} \prec d\left(z_{1}, L_{R}\right) \prec(R-1)^{\frac{1}{K^{2}}}, s:=\min \left\{2, K^{2}\right\} . \tag{2.3}
\end{equation*}
$$

Let $\left\{z_{j}\right\}_{j=1}^{m}$ be a fixed system of the points on $L$ and the weight function $h(z)$ is defined as the following:

$$
\begin{equation*}
h(z)=h_{0}(z) \prod_{j=1}^{m}\left|z-z_{j}\right|^{\gamma_{j}} \tag{2.4}
\end{equation*}
$$

where $\gamma_{j}>-2$ for $j=\overline{1, m}$ and $h_{0}(z)$ is uniformly separated from zero in $G$ :

$$
h_{0}(z) \geq c_{0}>0, \forall z \in G
$$

Lemma 2.2. [4] Let $L$ be a $K$-quasiconformal curve; $h(z)$ is defined in (2.4). Then, for arbitrary $P_{n}(z) \in \wp_{n}$, any $R>1$ and $n=1,2, \ldots$, we have

$$
\begin{equation*}
\left\|P_{n}\right\|_{A_{p}\left(h, G_{1+c(R-1)}\right)} \leq c_{1} R^{n+\frac{1}{p}}\left\|P_{n}\right\|_{A_{p}(h, G)}, p>0 \tag{2.5}
\end{equation*}
$$

where $c, c_{1}$ are independent of $n$ and $R$.

## 3. Proof of Theorems

### 3.1. Proof of Theorem 1.1.

Proof. Since $L$ is a $K$-quasiconformal, we conclude that any $L_{R}, R>1$, is also quasiconformal. Therefore, we can construct a $c(K)$-quasiconformal reflection $y_{R}(z)$, $y_{R}(0)=\infty$, across $L_{R}$ such that $y_{R}\left(G_{R}\right)=\Omega_{R}, y_{R}\left(\Omega_{R}\right)=G_{R}$ and $y_{R}($.$) fixes$ the points of $L_{R}$ that satisfies conditions (2.1) described for $y_{R}(z)$. By using this constructed $y_{R}(z)$, we can write the following integral representations for $P_{n}(z)$ [7, p.105]

$$
\begin{equation*}
P_{n}^{(m)}(z)=-\frac{(m+1)!}{\pi} \iint_{G_{R}} \frac{P_{n}(\zeta) y_{R, \bar{\zeta}}}{\left(y_{R}(\zeta)-z\right)^{m+2}} d \sigma_{\zeta}, \quad z \in G_{R} \tag{3.1}
\end{equation*}
$$

For $\varepsilon>0$, let us set $U_{\varepsilon}(z):=\{\zeta:|\zeta-z|<\varepsilon\}$ and without loss of generality we may take $U_{\varepsilon}:=U_{\varepsilon}(0) \subset G^{*}$. For arbitrary fixed point $z \in L$ we have

$$
\begin{align*}
& \left|P_{n}^{(m)}(z)\right| \leq \frac{(m+1)!}{\pi} \iint_{U_{\varepsilon}} \frac{\left|P_{n}(\zeta)\right|\left|y_{R, \bar{\zeta}}\right|}{\left|y_{R}(\zeta)-z\right|^{m+2}} d \sigma_{\zeta}  \tag{3.2}\\
& +\frac{(m+1)!}{\pi} \iint_{G_{R} \backslash U_{\varepsilon}} \frac{\left|P_{n}(\zeta)\right|\left|y_{R, \bar{\zeta}}\right|}{\left|y_{R}(\zeta)-z\right|^{m+2}} d \sigma_{\zeta} \\
= & : J_{1}+J_{2} .
\end{align*}
$$

To estimate the integral $J_{1}$, applying the Hölder inequality we get

$$
\begin{aligned}
J_{1} & \leq\left(\iint_{U_{\varepsilon}}\left|P_{n}(\zeta)\right|^{p} d \sigma_{\zeta}\right)^{\frac{1}{p}} \cdot\left(\iint_{U_{\varepsilon}} \frac{\left|y_{R, \bar{\zeta}}\right|^{q}}{\left|y_{R}(\zeta)-z\right|^{m q+2 q}} d \sigma_{\zeta}\right)^{\frac{1}{q}} \\
& \prec\left\|P_{n}\right\|_{A_{p}(G)}\left(\iint_{U_{\varepsilon}} \frac{\left|y_{R, \bar{\zeta}}\right|^{q}}{\left|y_{R}(\zeta)-z\right|^{m q+2 q}} d \sigma_{\zeta}\right)^{\frac{1}{q}}, \frac{1}{p}+\frac{1}{q}=1 .
\end{aligned}
$$

According to (2.1), $\left|y_{R, \bar{\zeta}}\right| \asymp\left|y_{R}(\zeta)\right|^{2}$, for all $\zeta \in U_{\varepsilon}$, because of $|\zeta-z| \geq \varepsilon$, $\left|y_{R}(\zeta)-z\right| \asymp\left|y_{R}(\zeta)\right|$ for $z \in L$ and $\zeta \in U_{\varepsilon}$. On the other hand, if $J_{y_{R}}:=$ $\left|y_{R, \zeta}\right|^{2}-\left|y_{R, \bar{\zeta}}\right|^{2}$ is Jacobian of the reflection $y_{R}(\zeta)$, we can obtain

$$
\left|J_{y, R}\right| \succ\left|y_{R, \bar{\zeta}}\right|^{2}
$$

as in [2]. Then, we can find

$$
\begin{align*}
J_{1} & \prec\left\|P_{n}\right\|_{A_{p}(G)}\left(\iint_{y_{R}\left(U_{\varepsilon}\right)} \frac{\left|y_{R, \bar{\zeta}}\right|^{q}}{\left|J_{y, R}\right||\zeta-z|^{m q+2 q}} d \sigma_{\zeta}\right)^{\frac{1}{q}}  \tag{3.3}\\
& \prec\left\|P_{n}\right\|_{A_{p}(G)}\left(\iint_{|\zeta-z| \geq c_{1}} \frac{d \sigma_{\zeta}}{|\zeta-z|^{m q+2 q}}\right)^{\frac{1}{q}} \\
& \prec\left\|P_{n}\right\|_{A_{p}(G)} .
\end{align*}
$$

For the $J_{2}$, we get

$$
\begin{equation*}
J_{2}=\left(\iint_{G_{R} \backslash U_{\varepsilon}} \frac{\left|y_{R, \bar{\zeta}}\right|^{q} d \sigma_{\zeta}}{\left|y_{R}(\zeta)-z\right|^{m q+2 q}}\right)^{\frac{1}{q}} \cdot\left(\iint_{G_{R} \backslash U_{\varepsilon}}\left|P_{n}(\zeta)\right|^{p} d \sigma_{\zeta}\right)^{\frac{1}{p}}=: J_{21} \cdot J_{22} \tag{3.4}
\end{equation*}
$$

For the integral $J_{21}$, we get

$$
\begin{align*}
J_{21} & \prec\left(\int_{y\left(G_{R} \backslash U_{\varepsilon}\right)} \frac{d \sigma_{\zeta}}{|\zeta-z|^{m q+2 q}}\right)^{\frac{1}{q}}  \tag{3.5}\\
& \leq\left(\iint_{|\zeta-z| \geq d\left(z, L_{R}\right)} \frac{d \sigma_{\zeta}}{|\zeta-z|^{m q+2 q}}\right)^{\frac{1}{q}} \prec \frac{1}{d^{m+2-\frac{2}{q}}\left(L, L_{R}\right)}
\end{align*}
$$

and for $J_{22}$ :

$$
J_{22}=\left(\iint_{G_{R} \backslash U_{\varepsilon}}\left|P_{n}(\zeta)\right|^{p} d \sigma_{\zeta}\right)^{\frac{1}{p}} \leq\left(\iint_{G_{R}}\left|P_{n}(\zeta)\right|^{p} d \sigma_{\zeta}\right)^{\frac{1}{p}}=\left\|P_{n}\right\|_{A_{p}\left(G_{R}\right)}
$$

Then,

$$
\begin{equation*}
J_{2}^{2}=J_{21} \cdot J_{22} \prec \frac{\left\|P_{n}\right\|_{A_{p}\left(G_{R}\right)}}{d^{m+2-\frac{2}{q}}\left(L, L_{R}\right)} \tag{3.6}
\end{equation*}
$$

To complete the proof of Theorem 1.1, according the maximum modulus principle, for any $z \in \Omega$ we have

$$
\left|\frac{P_{n}^{(m)}(z)}{\Phi^{n+1-m}(z)}\right| \leq \max _{z \in \bar{\Omega}}\left|\frac{P_{n}^{(m)}(z)}{\Phi^{n+1-m}(z)}\right|=\max _{z \in L}\left|P_{n}^{(m)}(z)\right| \prec \frac{\left\|P_{n}\right\|_{A_{p}\left(G_{R}\right)}}{d^{m+2-\frac{2}{q}}\left(L, L_{R}\right)}
$$

or

$$
\begin{equation*}
\left|P_{n}^{(m)}(z)\right| \prec \frac{\left\|P_{n}\right\|_{A_{p}\left(G_{R}\right)}}{d^{m+2-\frac{2}{q}}\left(L, L_{R}\right)} \cdot|\Phi(z)|^{n+1-m} \tag{3.7}
\end{equation*}
$$

Since $\frac{2}{q}=2-\frac{2}{p}$, then combining (3.2), (3.3), (3.4), (3.6) and (3.7), we complete the proof.

Taking $R=1+\frac{1}{n}$, according to Lemma 2.2, we obtain the proof of Corollary 1.1.

### 3.2. Proof of Theorem 1.2

Proof . For the arbitrary fixed $R>1$, let us set $L^{*}:=y\left(L_{R}\right)$. According to (2.2), the number $\varepsilon_{1}\left(\right.$ consequently $\rho_{1}:=1+\varepsilon_{1}(R-1)$ ) can be chosen such that $\bar{G}_{\rho_{1}}^{*} \subseteq$ $G$. Let $R_{1}:=1+\frac{\rho_{1}-1}{2}$. For $z \in \Omega$ and $w=\Phi_{R}(z)$ let us get:

$$
h_{R}(w):=\frac{P_{n}\left(\Psi_{R}(w)\right)}{w^{n+1}} .
$$

Cauchy integral representation for unbounded region gives

$$
h_{R}(w)=-\frac{1}{2 \pi i} \int_{|t|=R_{1}} h_{R}(t) \frac{d t}{t-w} .
$$

For all $|t|=R_{1}>1,|t|^{n+1}=R_{1}^{n+1}>1$, then

$$
\begin{gather*}
A_{n}:=\left|P_{n}\left(\Psi_{R}(w)\right)\right| \\
\leq|w|^{n+1} \frac{1}{2 \pi} \int_{|t|=R_{1}}\left|P_{n}\left(\Psi_{R}(t)\right)\right| \frac{|d t|}{|t-w|} \tag{3.8}
\end{gather*}
$$

Applying the Hölder inequality, we get

$$
\begin{align*}
A_{n} \prec & \prec|w|^{n+1}\left(\int_{t t \mid=R_{1}}\left|P_{n}\left(\Psi_{R}(t)\right) \cdot \Psi_{R}^{\prime}(t)\right|^{p}|d t|\right)^{\frac{1}{p}}  \tag{3.9}\\
& \times\left(\int_{|t|=R_{1}} \frac{1}{\left|\Psi_{R}^{\prime}(t)\right|^{q}|t-w|^{q}}|d t|\right)^{\frac{1}{q}} \\
& =:|w|^{n+1}\left(A_{n}^{1}\right)^{\frac{1}{p}} \cdot\left(B_{n}^{1}\right)^{\frac{1}{q}} .
\end{align*}
$$

Let us set

$$
f_{n}(t):=P_{n}\left(\Psi_{R}(t)\right) \cdot \Psi_{R}^{\prime}(t)
$$

Now, we separate the circle $|t|=R_{1}$ to $n$ equal part $\delta_{n}$ with $m e s \delta_{n}=\frac{2 \pi R_{1}}{n}$ and by applying the mean value theorem to the integral $A_{n}^{1}$ we get

$$
A_{n}^{1}=\sum_{k=1}^{n} \int_{\delta_{k}}\left|f_{n}(t)\right|^{p}|d t|=\sum_{k=1}^{n}\left|f_{n}\left(t_{k}^{\prime}\right)\right|^{p} m e s \delta_{k}, \quad t_{k}^{\prime} \in \delta_{k}
$$

On the other hand, by applying mean value estimation,

$$
\left|f_{n}\left(t_{k}^{\prime}\right)\right|^{p} \leq \frac{1}{\pi\left(\left|t_{k}^{\prime}\right|-1\right)^{2}} \iint_{\left|\xi-t_{k}^{\prime}\right|<\left|t_{k}^{\prime}\right|-1}\left|f_{n}(\xi)\right|^{p} d \sigma_{\xi}
$$

we obtain

$$
A_{n}^{1} \prec \sum_{k=1}^{n} \frac{m e s \delta_{k}}{\pi\left(\left|t_{k}^{\prime}\right|-1\right)^{2}} \iint_{\left|\xi-t_{k}^{\prime}\right|<\left|t_{k}^{\prime}\right|-1}\left|f_{n}(\xi)\right|^{p} d \sigma_{\xi}, \quad t_{k}^{\prime} \in \delta_{k}
$$

Taking into account that discs with origin at the points $t_{k}^{\prime}$ at most two may be crossing, we have

$$
A_{n}^{1} \prec \frac{m e s \delta_{1}}{\left(\left|t_{1}^{\prime}\right|-1\right)^{2}} \iint_{1<|\xi|<\rho_{1}}\left|f_{n}(\xi)\right|^{p} d \sigma_{\xi} \prec n \iint_{1<|\xi|<\rho_{1}}\left|f_{n}(\xi)\right|^{p} d \sigma_{\xi}
$$

According to (2.2), for $A_{n}^{1}$, we get

$$
\begin{equation*}
A_{n}^{1} \prec n \iint_{G_{\rho_{1}}^{*} \backslash G^{*}}\left|P_{n}(z)\right|^{p} d \sigma_{z} \prec n .\left\|P_{n}\right\|_{A_{2}(G)}^{p} \tag{3.10}
\end{equation*}
$$

To estimate the integral $B_{n}^{1}$, taking into account the estimation for the $\Psi_{R}^{\prime}$ (see, for instance, [7, Th.2.8]) and Lemma 2.1 written for $\Phi_{R}(z)$, from (2.3) we get

$$
\begin{align*}
B_{n}^{1} & \prec \int_{|t|=R_{1}} \frac{(|t|-1)^{q}}{d^{q}\left(\Psi_{R}(t), L^{*}\right)} \frac{|d t|}{|t-w|^{q}} \\
& =\int_{|t|=R_{1}} \frac{(|t|-1)^{q}}{d^{q}\left(\Psi_{R}(t), L^{*}\right)} \frac{|d t|}{|t-w|^{q-\frac{q}{\mu}}|t-w|^{\frac{q}{\mu}}} \\
& \prec \frac{1}{d^{q}\left(z, L_{R_{1}}^{*}\right)} \int_{|t|=R_{1}} \frac{(|t|-1)^{q}}{(|t|-1)^{q \mu}} \frac{|d t|}{|t-w|^{q-\frac{q}{\mu}}} \\
& =\frac{1}{d^{q}\left(z, L_{R_{1}}^{*}\right)} \int_{|t|=R_{1}} \frac{1}{(|t|-1)^{q(\mu-1)}} \frac{|d t|}{|t-w|^{q\left(1-\frac{1}{\mu}\right)}} \\
& \prec \frac{1}{d^{q}\left(z, L_{R_{1}}^{*}\right)} \cdot n^{q\left(\mu-\mu^{-1}\right)-1}  \tag{3.11}\\
& \prec \frac{1}{d^{q}(z, L)} \cdot n^{q\left(\mu-\mu^{-1}\right)-1},
\end{align*}
$$

where $\mu:=\min \left\{2, K^{4}\right\}$. Relations (3.8), (3.9), (3.10), and (3.11) yield

$$
\begin{aligned}
\left|P_{n}(z)\right| & \prec|w|^{n+1} n^{\frac{1}{p}} \cdot\left\|P_{n}\right\|_{A_{p}(G)} \frac{1}{d(z, L)} \cdot n^{\left(\mu-\mu^{-1}\right)-\frac{1}{q}} \\
& =\frac{n^{\left(\mu-\mu^{-1}\right)+\frac{2}{p}-1}}{d(z, L)}\left|\Phi_{R}(z)\right|^{n+1}\left\|P_{n}\right\|_{A_{p}(G)}, z \in \Omega
\end{aligned}
$$

The proof is complete.

### 3.3. Proof of Theorem 1.3

Proof. Proof of the Theorem 1.3 will be similar to proof of Theorem 1.2. The term in (3.11) will be treated as the following:

$$
\begin{align*}
B_{n}^{1} & \prec \int_{|t|=R_{1}} \frac{(|t|-1)^{q}}{d^{q}\left(\Psi_{R}(t), L^{*}\right)} \frac{|d t|}{|t-w|^{q}}  \tag{3.12}\\
& \prec \int_{|t|=R_{1}} \frac{1}{(|t|-1)^{q \mu-q}} \frac{|d t|}{|t-w|^{q}} \\
& \prec \int_{|t|=R_{1}} \frac{|d t|}{(|t|-1)^{q \mu}} \\
& \prec n^{q \mu-1} .
\end{align*}
$$

And, consequently,

$$
\begin{aligned}
\left|P_{n}(z)\right| & \prec|w|^{n+1} n^{\frac{1}{p}} \cdot\left\|P_{n}\right\|_{A_{p}(G)} n^{\mu-\frac{1}{q}} \\
& =n^{\mu+\frac{2}{p}-1}\left\|P_{n}\right\|_{A_{p}(G)}\left|\Phi_{R}(z)\right|^{n+1}, z \in \Omega
\end{aligned}
$$

### 3.4. Proof of Theorem 1.4

Proof. Let $R>1$ be arbitrary fixed and let $R_{1}:=1+\frac{R-1}{2}$. For $z \in \bar{\Omega}_{R}$ and $w=\Phi(z)$ let us get:

$$
h(w):=\frac{P_{n}(\Psi(w))}{w^{n+1}}
$$

Cauchy integral representation for unbounded region gives

$$
h(w)=-\frac{1}{2 \pi i} \int_{|t|=R_{1}} h(t) \frac{d t}{t-w}
$$

Following the method used in proof of Theorem 1.2, similar terms are treated as below:

$$
\begin{gather*}
\widetilde{A_{n}}:=\left|P_{n}(\Psi(w))\right| \\
\leq|w|^{n+1} \frac{1}{2 \pi} \int_{|t|=R_{1}}\left|P_{n}(\Psi(t))\right| \frac{|d t|}{|t-w|} \tag{3.13}
\end{gather*}
$$

$$
\begin{aligned}
& \prec|w|^{n+1}\left(\int_{|t|=R_{1}}\left|P_{n}(\Psi(t)) \cdot \Psi^{\prime}(t)\right|^{p}|d t|\right)^{\frac{1}{p}} \\
& \times\left(\int_{|t|=R_{1}} \frac{1}{\left|\Psi^{\prime}(t)\right|^{q}|t-w|^{q}}|d t|\right)^{\frac{1}{q}} \\
& =:|w|^{n+1}\left(\widetilde{A}_{n}^{1}\right)^{\frac{1}{p}} \cdot\left(\widetilde{B}_{n}^{1}\right)^{\frac{1}{q}} .
\end{aligned}
$$

Let us set

$$
\widetilde{f_{n}}(t):=P_{n}(\Psi(t)) \cdot \Psi^{\prime}(t)
$$

Now, we separate the circle $|t|=R_{1}$ to $n$ equal part $\delta_{n}$ with $m e s \delta_{n}=\frac{2 \pi R_{1}}{n}$ and by applying the mean value theorem to the integral $\widetilde{A}_{n}^{1}$ we get

$$
\widetilde{A}_{n}^{1}=\sum_{k=1}^{n} \int_{\delta_{k}}\left|\widetilde{f_{n}}(t)\right|^{p}|d t|=\sum_{k=1}^{n}\left|\widetilde{f_{n}}\left(t_{k}^{\prime}\right)\right|^{p} m e s \delta_{k}, \quad t_{k}^{\prime} \in \delta_{k}
$$

On the other hand, applying mean value estimation, we obtain

$$
\begin{aligned}
& \widetilde{A}_{n}^{1} \prec \sum_{k=1}^{n} \frac{m e s \delta_{k}}{\pi\left(\left|t_{k}^{\prime}\right|-1\right)^{2}} \iint_{\left|\xi-t_{k}^{\prime}\right|<\left|t_{k}^{\prime}\right|-1}\left|\widetilde{f_{n}}(\xi)\right|^{p} d \sigma_{\xi}, \quad t_{k}^{\prime} \in \delta_{k} . \\
& \widetilde{A}_{n}^{1} \prec \frac{m e s \delta_{1}}{\left(\left|t_{1}^{\prime}\right|-1\right)^{2}} \iint_{1<|\xi|<R}\left|\widetilde{f_{n}}(\xi)\right|^{p} d \sigma_{\xi} \prec n \iint_{1<|\xi|<R}\left|\widetilde{f}_{n}(\xi)\right|^{p} d \sigma_{\xi}
\end{aligned}
$$

According to (2.2), for $\widetilde{A}_{n}^{1}$, we get

$$
\begin{equation*}
\widetilde{A}_{n}^{1} \prec n \iint_{G_{R} \backslash G}\left|P_{n}(z)\right|^{p} d \sigma_{z} \prec n .\left\|P_{n}\right\|_{A_{p}\left(G_{R}\right)}^{p} \tag{3.14}
\end{equation*}
$$

To estimate the integral $\widetilde{B}_{n}^{1}$, taking into account that the estimation for the $\Psi^{\prime}$ (see,
for instance, [7, Th.2.8]) and Lemma 2.1, we get

$$
\begin{align*}
\widetilde{B}_{n}^{1} & \prec \int_{|t|=R_{1}} \frac{(|t|-1)^{q}}{d^{q}(\Psi(t), L)} \frac{|d t|}{|t-w|^{q}}  \tag{3.15}\\
& =\int_{|t|=R_{1}} \frac{(|t|-1)^{q}}{d^{q}(\Psi(t), L)} \frac{|d t|}{|t-w|^{q-\frac{q}{\nu}}|t-w|^{\frac{q}{\nu}}} \\
& \prec \frac{1}{d^{q}\left(z, L_{R_{1}}\right)} \int_{|t|=R_{1}} \frac{(|t|-1)^{q}}{(|t|-1)^{q \nu}} \frac{|d t|}{|t-w|^{q-\frac{q}{\nu}}} \\
& =\frac{1}{d^{q}\left(z, L_{R_{1}}\right)} \int_{|t|=R_{1}} \frac{1}{(|t|-1)^{q(\nu-1)}} \frac{|d t|}{|t-w|^{q\left(1-\frac{1}{\nu}\right)}} \\
& \prec \frac{1}{d^{q}\left(z, L_{R_{1}}\right)} \cdot n^{q\left(\nu-\nu^{-1}\right)-1},
\end{align*}
$$

where $\nu:=\min \left\{2, K^{2}\right\}$.
Let us denote $\zeta=\Psi(\tau) \in L, \quad \zeta_{1}=\Psi\left(\tau_{1}\right) \in L_{R_{1}}$ such that: $d(z, L)=$ $|z-\zeta|, d\left(z, L_{R_{1}}\right)=\left|z-\zeta_{1}\right|$, and denote this image from $\tau=\Phi(\zeta), \tau_{1}=\Phi\left(\zeta_{1}\right)$. Also we denote points $\left|\tau^{*}\right|=1,\left|w-\tau^{*}\right|=|w|-1,\left|\tau_{1}^{*}\right|=R_{1},\left|w-\tau_{1}^{*}\right|=$ $|w|-R_{1}$. According to $R_{1}:=1+\frac{R-1}{2}$ we have $\left|w-\tau_{1}\right| \asymp\left|w-\tau_{1}^{*}\right| \succ\left|w-\tau^{*}\right| \asymp$ $|w-\tau|$. Then, by Lemma 2.1 we get $d\left(z, L_{R_{1}}\right) \succ d(z, L)$. Therefore, we obtain

$$
\begin{equation*}
\widetilde{B}_{n}^{1} \prec \frac{1}{d^{q}(z, L)} \cdot n^{q\left(\nu-\nu^{-1}\right)-1} . \tag{3.16}
\end{equation*}
$$

Relations (3.13), (3.14), (3.16) and Lemma 2.2 yield

$$
\begin{aligned}
\left|P_{n}(z)\right| & \prec|w|^{n+1} n^{\frac{1}{p}} \cdot\left\|P_{n}\right\|_{A_{p}\left(G_{R}\right)} \frac{1}{d(z, L)} \cdot n^{\left(\nu-\nu^{-1}\right)-\frac{1}{q}} \\
& =\frac{n^{\left(\nu-\nu^{-1}\right)+\frac{2}{p}-1}}{d(z, L)}|\Phi(z)|^{n+1}\left\|P_{n}\right\|_{A_{p}(G)}, z \in \bar{\Omega}_{1+\frac{1}{n}}
\end{aligned}
$$

The proof is complete.

### 3.5. Proof of Theorem 1.5

Proof. Analogous to proof of the Theorem1.3, the proof of the Theorem 1.5 is identical to proof of the proof Theorem 1.4. In this case, the following the method
used in the proof of Theorem 1.4 and (3.15) will be treated as the following:

$$
\begin{aligned}
B_{n}^{1} & \prec \int_{|t|=R_{1}} \frac{(|t|-1)^{q}}{d^{q}(\Psi(t), L)} \frac{|d t|}{|t-w|^{q}} \\
& \prec \int_{|t|=R_{1}} \frac{1}{| | t \mid-1)^{q \nu-q}} \frac{|d t|}{|t-w|^{q}} \\
& =\int_{|t|=R_{1}} \frac{|d t|}{(|t|-1)^{q \nu}} \\
& \prec n^{q \nu-1} .
\end{aligned}
$$

And, consequently,

$$
\begin{aligned}
\left|P_{n}(z)\right| & \prec|w|^{n+1} n^{\frac{1}{p}} \cdot\left\|P_{n}\right\|_{A_{p}\left(G_{R}\right)} n^{\nu-\frac{1}{q}} \\
& \prec n^{\nu+\frac{2}{p}-1}\left\|P_{n}\right\|_{A_{p}(G)}|\Phi(z)|^{n+1}, z \in \bar{\Omega}_{1+\frac{1}{n}}
\end{aligned}
$$

### 3.6. Proof of Theorem 1.6

Proof. Let $P_{n}^{*}(z):=P_{n}(z)={ }_{j=0}^{n}(j+1) z^{j}, G=B$ and $p=2$. In this case,

$$
\left\|P_{n}\right\|_{C(\bar{G})}=\frac{(n+1)(n+2)}{2} ; \quad\left\|P_{n}\right\|_{A_{2}(G)}=\sqrt{\frac{\pi(n+1)(n+2)}{2}}
$$

Then, for all $z \in L_{1+\frac{1}{n}}$ such that $\left|P_{n}(z)\right|=\left\|P_{n}\right\|_{C\left(\overline{G_{R}}\right)}$, we have

$$
\begin{aligned}
\left|P_{n}(z)\right| & \geq\left\|P_{n}\right\|_{C(\bar{G})} \geq \frac{1}{\sqrt{2 \pi}} n\left\|P_{n}\right\|_{A_{2}(G)} \\
& =\frac{1}{\sqrt{2 \pi}} \frac{d\left(L, L_{1+\frac{1}{n}}\right)}{d\left(L, L_{1+\frac{1}{n}}\right)} n\left\|P_{n}\right\|_{A_{2}(G)} \frac{|\Phi(z)|^{n+1}}{|\Phi(z)|^{n+1}} \\
& \geq c_{10} \frac{1}{d\left(L, L_{1+\frac{1}{n}}\right)}\left\|P_{n}\right\|_{A_{2}(G)}|\Phi(z)|^{n+1}
\end{aligned}
$$

## References

[1] Abdullayev F.G., Dissertation (Ph.D.), Donetsk, 1986, 120 p.
[2] Abdullayev F.G., Uniform Convergence of Generalized Bieberbach Polynomials in Regions with non-zero angles, Acta Mathematica Hungarica, 1997, 77, 3, 223-246.
[3] Abdullayev F.G., On the some properties of the orthogonal polynomials over the region of the complex plane (Part III), Ukr.Math.J., 2001, Vol.53, No:12, pp.1934-1948.
[4] Abdullayev F.G., The properties of the orthogonal polynomials with weight having singulerity on the boundary contour, J. of Comp. Anal. and Appl., 2004, Vol.6, No: 1, pp. 43-59.
[5] Ahlfors L.V., Lectures on Quasiconformal Mappings, Van Nostrand (Prinston, NJ, 1966).
[6] Andrievskii V.V., Constructive characterization of the harmonic functions in domains with quasiconformal boundary, In: Quasiconformal continuation and Approximation by function in the set of the complex plane. Kiev, 1985 [in Russian]
[7] Andrievskii V.V., Belyi V.I.\& Dzyadyk V.K, Conformal invariants in constructive theory of functions of complex plane. Atlanta:World Federation Publ.Com., 1995.
[8] Lehto O., Virtanen K.I., Quasiconformal Mapping in the Plane, Springer Verlag, Berlin, 1973.
[9] Rickman S., Characterisation of quasiconformal arcs, Ann. Acad. Sci. Fenn., Ser. A, Mathematica., 1966, 395, 30 p.
[10] Stylianopoulos N., Fine asymptotics for Bergman orthogonal polynomials over domains with corners, CMFT 2009, Ankara, June 2009.
[11] Hille E., Szegö G., Tamarkin J.D., On some generalization of a theorem of A.Markoff , Duke Math., 1937, 3, p. 729-739.
[12] Walsh J.L., Interpolation and Approximation by Rational Functions in the Complex Domain, AMS,1960.


[^0]:    *Corresponding author. Email address: fabdul@mersin.edu.tr
    http://dergi.cumhuriyet.edu.tr/ojs/index.php/fenbilimleri © 2012 Faculty of Sciences, Cumhuriyet University

