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Abstract

In this work, we review axiomatic systems and preeoeme of the equivalent
axiomatizations of Boolean algebras. Also we pitheeindependence of three axioms,
proposed by Huntington and then by Robbins, whochn fa minimal set of axioms for
Boolean algebras.

Keywords Classical logic, Boolean algebras, axiomatizaili consistence,
independence.

Boole cebirleri icin baimsiz aksiyom kiimeleri

Ozet

Bu calsmada, aksiyomatik sistemler ataildi ve Boole cebirlerinin  denk
aksiyomlatirmalarinin bazilari ispatlandi. Ayrica, Huntirggt ve sonrasinda Robbins
tarafindan ileri surulen, Boole cebirleri igin ak®imlarin bir minimal kiumesini
olusturan U¢ aksiyomun gamsizlgini ispatlandi.

Anahtar Kelimeler: Klasik lojik, Boole cebirleri, aksiyomjarrilabilirlik, tutarhilk,
bagimsizlik.

1. Introduction

An axiomatic system consists of certain undefinegramitive term(s) together with a

set of statements, called axioms, that are presgupto be true. A theorem is any
statement that can be deduced from the axioms uisfagence rules. This raises the
issue of what is an axiom and how a statementasgrazed as an axiom. Over the
centuries, nearly since Euclid, an axiom has bhenght of as a statement that neither
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need nor admit a proof, more precisely, an axiomm b@en considered as a general
presupposition or fundamental statement that wasdent; infallible. From the
nineteenth century, for logicians an axiom is péitl as a statement explicitly mentioned
as a primary premise accepted without proof. Wwag, the axioms act as definitions for
primitive terms. For example, point and line dre tindefined terms for the Euclidean

geometry, but in axiom we say that what is aboumtgcand lines that will be used in
the development of geometry.

In order to create an axiomatic system, its axiomsst be chosen wisely so that the
system is

Consistent:Consistency can be explained in different equivialeays:
e The axioms of the system do not lead to contrazhistii.e. the system is free
of contradictions.
e The system does not allow to derive both a statéarahits negation.
e The system has a model.

Meanwhile, recall that a model for an axiomatictegsis a way to define the primitive
terms so that axioms are true.

Independent: Any axiom deducible from the remaining ones isurethnt for the
system, that is, no axiom can be obtained fronother axioms of the system.

Complete:Given any statement about the objects of the sysié we are able to prove
or disprove the statement from the axioms alonen ttihe system will be complete.
This is a very delicate issue, and we do not camstcere.

In this work we deal with independent axiomatizati@f Boolean algebras.

Independent axiomatization of formal systems ilftieaused many problems. To give
an example, mathematicians thought that the fiiora of the Euclidean geometry
needed proof, that is, it could be deduced froendther four axioms. But with the
recognition of non-Euclidean geometries in 1818 Sphweitkart and around 1830
especially by Bolyai and Lobachevsky [1], it camgt that the fifth postulate was
indeed independent of Euclid’s other axioms. Huwgibn strived at founding a smallest
set of axioms for Boolean algebras which we proséndependency [2, 3]. Tarski and
then Kreisel pointed out that independent axionaafizy in classical propositional

logic can be proved for any set of formulas of aaatity 2 [4-6]. However, this claim

was refuted through an example by Reznikoff [More on the independence of
countable sets of formulas can be found in [8].

In this work, we focus on different sets of axiofos Boolean algebras already studied
by Hungtington and others, and we give some detapeoofs related to the
independency of axiom sets. We would like to decthat concerning this matter, we
are inspired a lot from [9].
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2. Axiom sets for boolean algebras

A Boolean algebra is a mathematical structBre <B, v, A, ', 0, 1 > of the type < 2, 2,
1, 0, 0 >, wherd is a nonempty set with distinguished elementsd Jarsatisfying the
following axioms.

(B) 0 =1 B)1 =0

(B2)x A0 =0 BJxvli=1

By xAl=x B xv0=x

By xAx'=0 B xvx =1

(Bs) x" = x

(Be) x AN\x =x B xVx=x

Br) (xAy) =x"Vy BO' (xVy) =x"Ay

(Bg) x ANy =y Ax BY) xVy=yvx

Bo)x A(yAz)=(xAy)Az Bo) xV(yvz)=(xVy)Vz
Bio) x A(yvz)=((xAy)V(xA2z) B xV(yAz)=(xVY)A(xV2)

forallx,y, z e B.

Let us denote b the set of these axioms. Clear s too large for our purpose. The
problem of selecting enough small subsetdBothat imply them all is sometimes a
difficult task. One solution is given by the subfet {(B;) — (B;)":i = 3,4,8,10} [2].
Note that for this axiomatization to prove tiaimplies B7), (B;)' and 8y), (By)' are
particularly not so easy.

In this section, we shall try to find a smallestgieaxioms for Boolean algebras. Recall
that if Sis a set of formulas angdis a formula written in the same language, tisen ¢
signifies thatyp is deducible frong.

2.1. Definition Let S be a set of formulasS is said to bendependentif for every
p € S, pisnot alogical consequence 8f {¢}, in symbolsS — {¢} ¥ o.

2.2. Proposition[2] Let B be a Boolean algebra. Then the &etonstitutes a set of
axioms for B.

2.3. PropositionThe sefA is not an independent set of axioms.
Proof In fact, A — (B3) + (Bs):

xAN1=xA(xVX) (byRs)")
=@xVOA(xVX) (by B3)')
=xV(0AX) (byBuo)")
=xVO0 (b))
= x.O (bBd)")

2.4. Remark As each of the setsA{ '}, {v, '} and {—, '} is “complete” for
propositional calculus, a Boolean algebra may hsahought of as a structur8 = <
B,v,’, 0,1>of the type <2,1, 0,0 > Inthis cise operation of meet and the
distinguished elements can be defined by the enjusti
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xANy=0&Vvy), 0=xvx),1=xVXx. €)
The following result is due to Hungtington [3]; wi&e a proof of it in modern notation.
2.5. TheoremThe axioms

(Bg)) xVy=yVx

(By) xV(yvz)=(xVy)Vz

H) &'vy)vx'vy) =x

form a minimal set of axioms for Boolean algebr#d) is called Huntington’s axiom.
Note that if one chooses the sgt {}, then {H) becomes

XAY)Y V(X Ay) =x.
Let us denote bl the set of these three axioms.

Proof According to Proposition 2.2, we ha&e- B , and in particular,Bg)' and Bg)’
are so derivable.

The definition of meet given irx) follows from:

xAy) =x"Vy (byR7))
X AYy) =@ Vy)
xAy=(x'Vy). (byRs))

The definition of 1 follows fromB,)’, and the definition of O follows fronB()’ and
(Bs)'. Now let us give a deduction dfl).

X Vvy)YVEVvy) =((x)A))VIE)AY) (by B7))
=@xXAY)V(xAY) (byB6))
=xA(VYy) (bB10))
=xA1 by((Bs)")
=x (by B3))

Thus we have shown th&t+ H.

Conversely, we have to prove thdtwith (x) imply A, i.e.H + A. But the derivation
of them seems to necessitate the derivation of stleery axiom irB. In fact, we do
not need to derive all of the axiomsIin the main axiom isBs), since many of them
follow from it. This is why we shall be contentedlypwith a proof of Bs). To do this,
it will be helpful to have some instances &f) (obtained by replacing andy by
appropriatex’, x''. Here are some useful instances:

D) E'vx"YVv(x'vx") =x
@) x"'vx")YVv(x'vx") =x
B)E"'vx")YVv(E'vx) =x
@ "vx)Yv"vx) =x
B)Xvx)VvEvx) =x
6)(x"'vx)vVvHx'vx) =x.
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2.6. LemmaWe havex Vx' = x' Vv x''.
Proof Using the given instances ¢f), we can write the following identities:

xVx =[x Vvx")Y v vx)]vx ()
= [V v G VY IVIG VY V(v (by ()

and

XVx'=[(x"vx")Vv('Vx)]Vx" (by (3))
=[(x"vx")YVv('vx)]Vv[x"Vvx")Vv(x'vx)]. (by (4))

It is clear that byRsg)’, the right hand sides of both identities are eduathcex v x' =
x'vx'. o

Derivation of (Bs): The proof of this is similar to that given inrbena 2.6. If we look
at (1) and (4) closely, then we find by Lemma 21e aommutativity that

e

x'Vvx'"'=x"vx" = x"vx".

On the other hand, we hawév x"" = x"' v x’ by commutativity. Hence the left sides
of (1) and (4) are equal by commutativity, so tightrsides must also be equal, and this
gives Bs). ThusH + B, and the proof is completen

Theorem 2.7H is an independent set of axioms.

Proof We have to find a model such thtat- {¢;} holds in that model but néd;}, for
i=1,2,3.

The independence afBs)’: Consider the modélt = (M, v, '), whereM = {0, 1, 2, 3,
4, 5} and the tables for and ":

abhwN R oL
g wWN R OO
PR RPRPRR R
R RPRNRE NN
P AWRPRFRWW
[ NN NN
G R RN o
GOAWNRERO

.bml\)ooop‘

One can verify thailt + (Bg)’ and9t - (H). The verification of i) is irksome; the
table needed to verify it has 36 rows (correspampdinthe 36 possible pairs of values
for the variables<x andy) that we do not give here. As foBd}’, the table needed to
verify it has 216 rows! BUit ¥ (Bg)'. Indeed, take, for exampbe=5 andy = 2. Then

5xVy=5V2=5£2=2V5=yVX
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Hence, Bg)' is independent oBp)’ and {).

The independence dBg)': Consider the modeék = (N, v, '), whereN = {0, 1, 2, 3}
and the tables for and'’:

WN POl ™
N WO

Clearly, 9t + (Bg)', since the table fov is symmetric with respect to the main diagonal.
Also %t + (H); the table forkd) has 16 rows. HoweveR i (By)'.

Indeed, takex=2,y =1, andz= 3. Then
xV(yVvz)=2v(Av3)=2v0=2 #1=2v3=Q2Vv1l)v3=(xVy)Vz.
Hence (By)' is independent aBg)’ and {).

The independence dH): Consider the modé&b = (P, v, '), whereP ={0, 1, 2, 3, 4,
5} and the tables for and’:

UDWN R Ol
D wWN R OO
PR RRR R
PR ERNRE NN
PR WER P WwW
P RARRREAMND
Ul R R R oo
GAWNRERO

-bU'II\JOOOH‘

ThenB + (Bg)', since the table fov is symmetric across the main diagonal. Also it can
be easily verified thaB + (By). But we have thaB & (H). Indeed, if we tak& = 3 and
y =05, then

xXvy)Yv@vy)y=@3v5)yv(@3vh)y
=(2Vv4)v(2v5)
=1VvY
=0VvO0
=0 #3=nx.

Therefore, F) is independent dBg)’ and(By)’, and this proves the theorem.

3. Huntington algebra and Robbins algebra

Sometimes, Boolean algebra with the axiomitsét called Huntington algebra.
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3.1. Robbins conjecture

After Huntington proved Theorem 2.5, in 1930s HbRias conjectured that the axiom
(H) can be replaced by his own, somewhat similaritgplxiom (which is simpler than
(H) since it has one fewer occurrence’pf

((x Vy)V(xVv y')’)' = x.

Thus a Robbins algebra has the following indepenaeinms:
(R)xVy=yVx,

(R)xVv(yvz)=(xVy)Vz,

(Rs) ((xvy)' vV (xVvy)) =x.

Let us denote bR the set of these axioms.

3.1. PropositionEvery Boolean algebra is a Robbins algelra: R.

Proof All we need to prove is @R since (R) and (R) are identical in both algebras.
Note that (RB) can be rewritten under the form

xVvy)AxVvy) =x.

Then

xVvy)Alxvy)=xVv(yAy) (by Bio))
=xV0 (byRs))
=x (byBg)).o

But is the converse true? The question “Are alblitos algebras Boolean?” became
known as the Robbins conjecture (or problem).

The problem remained unsolved for decades. Inlg@80s, S. Winker proved several
conditions sufficient to make a Robbins algebralBawo [10]. The problem was finally
solved in 1997 by EQP, a theorem prover createdratjonne National Laboratory
under the direction of W. McCune [11]. In the emd, 2003, the conjecture was
completely proved by A. L. Mann (see [12]).

ConclusionIn an axiomatic system, the lesser the numbekiohas harder the proof of
theorems becomes. In this work, we see such anmgdmg means of Theorem 2.5. Of
course, the number of axioms depend on the opagatefined on the system. Sheffer
(see [4]) proved that the theory of Boolean algehsadefinitionally equivalent to the
theory of the binary operation stroke ,|, axiometiby three identities:

SHxIx) 1 (x1x)=x,
S Iy @IMN)=xIx,
COICANCARNNCANCARI ER(CARINEIRN(CARIN IS

But this restriction makes proofs very complicased dull.
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