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Mevliit Altintop?

1Doktora Ogrencisi, Erciyes Oz: Bu calismada Erik J. Larson’un Yapay Zeka Miti: Bilgisayarlar Neden Bizim Gibi Disiinemez
Universitesi Sosyal Bilimler Enstitiist isimli kitabi incelenmistir. inceleme temel olarak ii¢ asamadan olugmaktadir. ilk asamada kitabin
Gazetecilik Ana Bilim Dal, konusu 6zetlenerek ana temasi ve ileri siirdiigii savlar Gzerinde durulmustur. Konuya elestirel
mevlutaltintop@hotmail.com, . . . - | )
ORCID: 0000-0002-1731-9064, yaklasan Larson’a gore higbir zaman insanin yerini tutamayacak olan yapay zekdanin (YZ) mekanik
ror.org/047g8vk19 yonu gereginden fazla abartilmaktadir ve bu durum insanligin ilerlemesinin 6ninde engeldir. Bu

baglamda, YZ'nin gelecegine yonelik 6ngoriilerin spekiilatifligi bilime zarar vermektedir. Sorunu
¢6zmek igin YZ sureglerine mekanik unsurlarla birlikte toplumsal etkilesim, sans faktorleri ve ¢cok
katmanl akil yiriitme bicimleri entegre edilmelidir. ikinci asamada genel bir degerlendirmesi
yapilan metnin glcli ve zayif yonlerine deginilmistir. Buna gore, kapsamli tarihsel ve felsefi
perspektifi, akademik oldugu kadar genel okuyucuya hitap eden elestirel dili ve dikkat gekici
ornekleri eserin giigli yonleridir. Diger yandan YZ'yi basite alan insan-merkezci tutum ve felsefi
acidan YZ'yi salt makineye indirgeyen yaklasim eserin zayif yonleridir. Larson’un gelecege yonelik
cikarim ve gorislerindeki somut ¢d6ziim Onerisi sunmayi engelleyen kati dili elestiriye aciktir.
Uclincii asamada, literatiire farkli bir baglamda katki sunan Larson’un gérislerinin genel bir analizi
yapilmistir.

Anahtar Kelimeler: yapay zekd, bilisim teknolojileri, fiitiirizm, insan, derin 6grenme, felsefe

Abstract: In this study, Erik J. Larson's The Myth of Artificial Intelligence: Why Computers Can't
Think Like Us is analyzed. The review basically consists of three stages. In the first stage, the subject
of the book is summarized and its main theme and arguments are emphasized. According to
Larson, who adopts a critical approach to the issue, the mechanical aspect of artificial intelligence
(Al),which can never replace human beings is overestimated, and this constitutes an obstacle to
the progress of humanity. In this context, the speculativeness of predictions for the future of Al is
damaging to science. To solve the problem, social interaction, chance factors and multi-layered
forms of reasoning should be integrated into Al processes along with mechanistic elements. In the
second stage, the strengths and weaknesses of the text were addressed. Accordingly, its
comprehensive historical and philosophical perspective, its critical language that appeals to the
general reader as well as the academic, and its remarkable examples are the strengths of the work.
On the other hand, the anthropocentric attitude that reduces Al and the philosophical approach
that reduces Al to a mere machine are the weaknesses of the work. Larson's rigid language that
prevents offering concrete solutions in his future-oriented inferences and views is open to
criticism. In the third stage, a general analysis of Larson's views, which contributed to the literature
in a different context, was made.
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I. GiRiS
Bu calismada Erik J. Larson’un Yapay Zeka Miti: Bilgisayarlar Neden Bizim Gibi Dlsinemez isimli kitabi incelenmistir.

inceleme temel olarak (i¢ asamadan olusmaktadir. ilk asamada kitabin konusu 6zetlenerek ana temasi ve ileri siirdiigii savlar
{izerinde durulmustur. ikinci asamada metnin giiglii ve zayif yonleri degerlendirilmistir. Uglincii asamada ise, kitapta anlatilanlar

elestirel bir dil ile analiz edilmistir.

Yazarin yapay zekaya (YZ) yonelik alisiimisin disindaki elestirel yaklasimi eseri 6ne ¢ikaran en énemli 6zelligidir. Bu konuda
olusan literatiirde alisilmis bigcimdeki degerlendirmelere gore YZ teknolojileri gelecekte buglinkiinden daha etkili olacaktir. Bu
etki olumlu ve olumsuz olarak iki baslhkta kategorize edilmektedir. YZ teknolojilerinin gelecegine yonelik olumlu anlatilar,
teknolojik birikimin ekonomik ve toplumsal faydaya donusturilebilme kapasitesi lizerine insa edilmektedir. Bu yaklagima gore
hesaplama gliclindeki ¢ok boyutlu artis ve veri hacimlerindeki genislemenin her alandaki liretim UGzerinde biyik sigramalara
neden olma olasihgl yuksektir. Ayrica dijital araglar bilgi isleme, tani ve karar verme-destekleme siireglerinde insan
performansini tamamlayarak hem hizmet kalitesini hem de ekonomik verimliligi artiracaktir (Brynjolfsson & McAfee, 2016, s.
15). Saglik alaninda yapilan kapsaml degerlendirmelerde, gériintileme ve 6riintli tanima temelli sistemlerin tani hassasiyetini
artirarak hasta guivenligi ve bakim etkinliginde somut kazanimlar saglayabilecegini, saglik calisanlarinin rutin veri islemlerinden
kurtularak daha 6zenli hasta etkilesimine zaman ayirabilecegini 6ne sirmektedir (Topol, 2019, s. 1). Bu teknolojik iyimserlik,
dogru dizenleyici gerceveler, veri kalitesi ile seffaf algoritmik tasarim ve insan-merkezli uygulama modellerinin saglanmasi
kosuluyla; giivenlik, egitim, saglik, medya, kiltlir-sanat ve tretim gibi alanlarda “yeni” is, imkan ve hizmet modelleri olusturarak

toplumsal refahi artirma potansiyeline isaret etmektedir.

Buna karsin elestirel ve olumsuz dngoriler iki ana eksende yogunlagsmaktadir. Bunlar, ekonomik baglamda degerlendiren
istihdam ve pazar etkileri ile mahremiyet ve hak ihlalleri baglaminda degerlendirilen giivenlik ve kontrol riskleridir. Ekonomi
literatrinde gelistirilen gorev-temelli gelismeler/teknolojiler, otomasyonun belirli gérevleri makinelere devrederek “yerinden
etme” (displacement) etkisi olusturabilme ve bu etkinin sagladigi Gretkenlik artisinin Gcretler veya istihdam tzerindeki olumlu
etkilerinden fazla olumsuz etkilerini ortaya gikarma riskinin yiiksekligine isaret etmektedir (Acemoglu & Restrepo, 2018, ss. 2-
3). Guvenlik alaninda ise YZ’'nin 6grenme temelli teknik dogasi, 6lgeklenebilir sosyal mihendislik, otomatiklestirilmis siber
saldirilar, otonom fiziksel tehditler ve dezenformasyon, manipiilasyon ve propagandaya bagh tehditlerin ortaya ¢ikmasini
kolaylastirmaktadir. Bu durumu pasifize edebilmek igin siyaset, teknoloji, ekonomi, akademi ve hukuk gibi alanlarin dahil
olacagi ¢ok paydasli calismalar 6nem kazanmaktadir (Brundage vd., 2018, ss. 4-6). Ayrica sayisal degerleme ve kontrol temelli
teknolojiler yliksek kapasiteli sistemlerin amaglarini eksiksiz tanimlamanin pratikte gli¢ gibi gdziikse de 6ngoriilemeyen ve
hatali kararlar vermenin yaninda geri déndirilemez zararlara yol agma riskini tasimaktadir (Russel, 2019, ss. 2-3). Bu elestiriler,
yalnizca teknik diizeltmelerin 6tesinde isglici politikalari, etik diizenlemeler ve uluslararasi denetim mekanizmalarinin
eszamanl olarak hayata gecirilmesini zorunlu kilmanin yaninda toplumsal farkindalik ve bireysel olarak da bilingli yaklasimin

zorunlulugunu gostermektedir.

Erik J. Larson’un eseri yukarida 6zetlenen iki yaklasima da mesafeli durarak YZ teknolojilerinin gereginden fazla abartildigini
ileri sirmektedir. Elestirilerini bu yaklasimlarin mitlestigi Gzerine kuran Larson’a gore YZ teknolojileri higbir zaman insanin yerini
tutamayacaktir.

Il. KITABIN KONUSU VE OZETi
Fol Kitap etiketi tasiyan Ug ylz yetmis alti sayfalik calisma Kadir Yigit Us tarafindan Tlrkceye cevrilmistir. Kitap (¢ ana

bolimden olusmaktadir ve her béliimde farkl agilardan YZ irdelenmistir. Gerek ismi ve gerekse kapakta kullanilan dijital-
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mekanik insan kafasi gorseli kitabi hem dikkat cekici hale getirmekte hem de merak uyandirmaktadir. Kitabin ismine
baktigimizda, Larson degerlendirmelerini “yapay zeka miti” adi altinda sunarak, dogalistii durumlari konu edinen mitolojiye

gonderme yapmis ve bugliniin insaninin YZ'yi bir sekilde mitlestirdigini ileri sirmustir diyebiliriz.

Erik J. Larson’un Yapay Zeka Miti kitabi, glinlimiizde YZ'nin kaginilmaz bir gelisme olarak sunulmasinin temelsiz oldugunu
savunmaktadir. Yazar, YZ'nin insan zekasina esdeger bir noktaya ulagacagina yonelik goruslerin heniiz bilimsel gerekgeler
olmadigini ileri slirmektedir. Yazara gore “yapay zekanin basariya ulasmasinin kaginilmaz oldugu miti”nin gergek ilerleme
kiltirini baltalamakta ve insanlari “makine diinyasi” korkusuna teslim etmektedir (s. 15). Larson, eldeki tiim kanitlarin insan
zekasi ile makine zekasinin kékten farkh oldugunu isaret ettigini savunmaktadir (s. 14). Dolayisiyla genel zekdya ulasmak icin YZ
anlayisinin kékli bir revizyona ihtiyag vardir. O, “Dar kapsaml uygulamalarda basari saglamak bizi genel zekaya bir adim bile
yaklastirmiyor” diyerek giiniimiiz YZ uygulamalarindaki basarilarin genellikle sinirh oldugunu iddia etmektedir (s. 14). Ozetle
kitabin ana temasi, insan beynine iliskin 6nemli bilgilerimiz olmadik¢a makinelerin insan diizeyinde diislinebilecegi varsayiminin
bir mitten ibaret oldugudur. Bu baglamda YZ'nin insan hayatini mutlak anlamda etkileyecegine dair karamsar bir tablo

cizilmemelidir.

Yazar, “Basitlestirilmis Diinya” adli birinci béliimde YZ arastirmalarinda insan zihninin asiri basitlestirildigi kanaatini ortaya
koymaktadir. Bu béliimde Larson, tarihsel érnekler {izerinden giderek indirgemeci bakis acilarini elestirmektedir. Ornegin II.
Diinya Savas’nda Bletchley Park’taki' kriptografi calismalarini inceleyerek basarilarin sadece mekanik siireclere
baglanamayacagina dikkat ¢cekmektedir. Larson’a gore Bletchley Park “zeki bir sistem”dir ve oradaki basari, ordunun genis
katilimi, bilim insanlarinin isbirligi ve sans faktoriiniin esglidimiiyle mimkiin olmustur (s. 39). Yazara gore teknolojik ilerleme
“basit” bilgisayar programlariyla degil insan ve toplumun karmasik etkilesimi sonucunda gergeklesmektedir. Ayrica bu bélimde
Alan Turing’in (1912-1954)? gériisleri de tartisiimaktadir. Larson, Turing’in insan zekasini sorun ¢ézmeye indirgemesinin “en
buyik dehasi ve hatasi” oldugunu belirtmektedir (s. 34). Bu perspektifin, YZ galismalarini baslangigtan beri problem ¢6zme

yeteneklerini daralttigini ve sinirladigini ileri sirmektedir.

“Cikarim Sorunu” baslkli ikinci bélimde insan zekasinin temelinde yatan c¢ikarim sirecleri mercek altina alinmaktadir.
Larson burada mantiksal ¢ikarim tiirlerini (tiimdengelim, tiimevarim ve gericikarim/abduction3) tartismaktadir. Yazar, bu {i¢ akil
yuritme bigiminin birbirinden temelde farkli oldugunu vurgulamistir. Bu baglamda “genel zekanin temelini olusturan gikarim
tlrtnd kullanan yapay zeka sistemleri” kurmada basarisiz olursak, yapay genel zekdya (YGZ) dogru ilerlememiz duracaktir (s.
218). Bu ifade, dar kapsamli makine 6grenimi yontemlerinin insan zekasinin Ureticilik ve genellemeye dayali yonlerini
yakalayamayacagina isaret etmektedir. Ayrica bu bdlimde biyik veri ve makine 6grenimi teknolojilerinin sinirliliklari ele

almistir. Larson’a gore glinimizde “veri patlamasi” olarak adlandirilan ortam makineyi giiclii gosterse de, gercek bir genel

ingiltere’de tarihi bir malikine olan Bletchley Park, II. Diinya Savasi sirasinda sifre ¢cdzme merkezi olarak kullaniimis ve burada
yapilan faaliyetler savasin seyrinin degisiminde 6nemli rol oynamistir (Copeland, 2006, s. 1).

2 ingiliz matematikci, kripto-analist olan Alan Turing giiniimiizde kullanilan bilgisayar sistemlerinin temel prensiplerini
gelistirmistir ve YZ'nin kurucu ismi olarak anilmaktadir (Alkaya, 2015). Turing 1950’de yazdig “Bilgisayarlar ve Yapay Zeka” adl
makalede bilgisayarlarin insanlar gibi diisinme potansiyelini tartismaya agmistir (Altintop, 2023, s. 193).

3 Aristoteles’in (MO 384- 322) “tiimevarim” (dediiksiyon) ve “tiimdengelim” (indiiksiyon) seklinde tanimladigi iki tiir ¢ikarim
yaklasik iki bin yil felsefede dogru kabul edilmistir. 19 yiizyilda Charles Sanders Peirce (1839-1914) bu iki ¢ikarimin yaninda,
“gerictkarim” (abduction/abdiksiyon) adini verdigi Gigtincii bir ¢ikarim daha oldugunu ileri siirmistir (Peirce, 2021, ss. 15, 56).
Gerigitkarim (abduction), tiimdengelim ve tiimevarim gibi sembolik mantik yerine hipotez 6nermeye yonelik akil yliritme
metodudur. Abduktif akil yiritme, elestirel dislinmeyi kullanarak olgulardaki (fenomenlerdeki) ériintileri aramayi ve makul
hipotezler 6nermeyi amaglamaktadir (Yu vd., 2008, s. 311).
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zekaya gecis icin yeterli degildir (s. 350). Genel olarak bu kisim, insan dilinin ve diisinmenin ¢ok katmanli yapilarini anlamadan,

salt hesaplama ve istatistikle genelleme yapilamayacagini savunmaktadir.

Ugiincii bélimde, “Mitin Gelecegi” bashgr altinda YZ mitolojisinin kltiirel ve bilimsel boyutlarini tartismaya agan Larson,
Ray Kurzweil ve Nick Bostrom gibi fitiristlerin (gelecekgilerin) ortaya attig1 goriisleri* elestirmektedir. Teknoloji vasitasiyla
ortaya cikacagl dugunilen “ultra-zekayi, en zeki insanin dusunsel etkinliklerinin fersah fersah 6tesine gegebilen bir makine”
olarak tanimlayan bir yaklasimin bizatihi kendisinin saglksiz bir ¢ikarim oldugunu savunmaktadir (s. 309). Ona gore insanin

an

Grettigi bir Grinln insana galebe ¢almasi mimkin degildir. Dolayisiyla “stiper zeka” patlamasinin mutlaka gerceklesecegine
yonelik artik bir inanca dénlismis dusinceyi reddetmektedir. Bunun yerine, stiper zeka kavramini “bilimsel bilinmez”
kategorisine yerlestirilmesi gerektigini ileri sirmektedir. Larson, gelecege iliskin spekilasyonlar yerine bilimsel soru sorma ve
insan zekasina saygl duyma kiltiiriiniin gelistirilmesi gerektigini savunmaktadir. Ozetle, Larson toplumda popiiler olan “yakin
zamanda insan Otesi zeka” ongorulerinin gercekgi olmadigini, bu tlr mitlerin bilime olan giiveni zedeledigini ileri sirmektedir
(s. 351-353).
I1l. KITABIN GENEL DEGERLENDIRMESI

Larson’un Yapay Zeka Miti adli kitabi, YZ literatlirine 6nemli bir elestirel yaklasim ekledigini séylemek mimkindir. Son
yillarda teknoloji diinyasinda oldukca popiiler olan YZ séylemine ciddi kuskular getirmesi, esere 6zgilin bir katki saglamistir.
Larson, tarihsel 6rneklerle ve mantiksal analizle, “nihai yapay genel zekd” beklentisinin temelsiz oldugunu ortaya koymaya
calismistir. Bu yaklasim iyimser anlatilari dengeleyen nadir eserlerden biri olarak gériilebilir. Ornegin Larson, alandaki birgok
kaynak gibi YZ'yi salt hesaplama glici artisiyla agiklamaya calismamaktadir. O, insan zekasinin 6zgiin yapisi ve kapasitesini
dikkate alarak insan bilisini ve bu bilisin hayata yansimalarini anlamanin 6nemini vurgulamaktadir (s. 16). Kitabin en gigli

vurgusu olarak tanimlayabilecegimiz bu detay, teknoloji pratigiyle insan etkinligi arasindaki iliskiyi yeniden degerlendirip insan

zekasina olan sayglyi artirmaya calismasi agisindan 6nemli ve degerlidir.

Larson, yapay zekd calismalarinda “hesaplamali zihin kurami” olarak adlandirilan paradigmayi sorgulayarak, bilissel
bilimcilerle teknoloji gelistiricileri arasinda kopri kurmaktadir (s. 123-128). Boylece alan igi tartismalara, 6rnegin derin
6grenme teknolojilerinin sinirlari veya tekillik (singularity) sdylentileri hakkinda elestirel tartisma baslatma imkani sunmaktadir.
Bu yonuyle kitap, mihendislik odakli YZ literatirine kiyasla daha cok felsefe, bilissel bilim ve tarihsel analizleri bir araya
getirmektedir. Bir baska ifadeyle, Larson’un kitabi, YZ tartismalarina bilimsel ve felsefi perspektifler kazandirmasi agisindan da
degerlidir. Dahas, bu elestirel eser (ingilizce, Harvard University Press, 2021) bilim cevrelerinde ilgi gérmiistiir. Tiirkce gibi yerel

dillere ¢evrilmesi de bu ilginin bir yansimasidir.

Larson’un calismasi, genellikle abartili projeksiyon sunulan YZ anlatisinin gercekgi ve sagduyulu temellere oturtulmasina
katki sunabilecek niteliktedir. Bu baglamda kitap “insan zekasinin otomasyona karsi” bir savunma refleksi gibi de gorilebilir.
Ayrica yazarin akademik ve/veya alana yonelik teknik ifadeleri kullanmakla birlikte genel genel okuyucunun da rahatlikla

istifade edebilecegi bir anlati olusturmasi anlasilirlik agisindan énemlidir. Dolayisiyla, eser, yapay zekanin toplumsal etkileri ve

4 Ray Kurzweil ve Nick Bostrom gelecek teknolojileri ve YZ konularinda gelecege yénelik tahminleriyle taninan iki fitiristtir.
Kurzweil 2040’lara varildiginda insan ve makinenin birlesecegini 6ngérmektedir. Bu birlesim fiziksel olmanin yaninda zeka ve
biling acilarindan da birlesmedir. Ona gore teknoloji ve insanin birlesimi zekanin kullanimi, 6mriin uzamasi ve saglikli yasam gibi
alanlarda insanin lehine sonuglar doguracaktir (Besiroglu, 2020). Bostrom ise YZ konusunda ¢ok daha temkinlidir. Bostrom,
basta YZ olmak (izere gelecek teknolojilerinin insan hayatina olumlu yansimalari olabilecegi kuskusuzdur fakat insan agisindan
varolussal risklere de yol agabilme ihtimali de ¢ok buyuktir (StoryShots, 2025).
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bilimsel gerceklerle ilgili farkindaligi artirma potansiyeline sahiptir.
A. Kitabin Giiglii Yénleri

Larson’un Yapay Zeka Miti eserinin en belirgin gliclii yoni, yapay zeka hakkindaki mitleri sorgulamada kullandigi derin ve
cok yonlu analizlerdir. Yazar, konuyu salt mihendislik cercevesinden degil, mantik, dilbilim, felsefe ve bilissel bilim
perspektiflerinden ele alarak &zgiin bir bakis agisi sunmaktadir. Ornegin makine &grenimi yerine ¢ikarim siireglerine odaklanan
yaklasimi dikkate degerdir. Larson, insan zekasinin temelinde yatan farkh ¢ikarim tiirleri (timdengelim, timevarim, gerigikarim)
arasindaki farki ortaya koyduktan sonra “genel zekanin temelini olusturan g¢ikarim tiirini kullanamayan sistemlerin, yapay
genel zekada ilerlemede basarisiz olacagini” savunmaktadir (s. 218). Bu ifade, yapay zeka arastirmalarinda veri odakli
yontemlerin 6tesine bakma geregini vurgulamasi yéniinden zihin ve makine ayrimini netlestirdigi icin 5nemli bir katkidir. Ayrica
Larson’un Bletchley Park oOrneginde gosterdigi gibi, tarihsel ve toplumsal baglami dikkate almasi da kitabin igerigini
zenginlestirmistir. Yazar, YZ ilerlemesinin ardindaki bilimsel mitleri desifre ederken ¢esitli anekdot ve metaforlar kullanarak
konunun anlasilmasini kolaylastirmistir. Ornegin, “Bletchley’nin ta kendisi zeki bir sistemdi” demesiyle savas teknolojisi ve insan

zekasi arasindaki karmasgikligi vurgulamasi (s. 38-39) bu kapsamli bakis agisinin bir gostergesidir.

Kitaptaki akici Gslup ve karmasik konulara dair verilen anlasilir drnekler dil agisindan glgli bir yapi olusturmaktadir. Kaynak
kullanilarak yapilan gonderme ve atiflar metnin akademik/bilimsel yéniini kuvvetlendirmektedir. Larson’un 6nerdigi “cikarim
cercevesi” modeli, dar kapsamli YZ ile genel zeka arasindaki ugurumu agiklayan dikkat gekici bir fikir olarak dikkat cekmektedir
(s. 207-208). Zihin-bilgisayar sorununa yeni bir bakis getiren bu 6neri gelecekte yapilacak galismalar igin fikir verecek
niteliktedir. Sonug bélimiindeki 6neriler de bilimsel merakin 6nemini vurgulayarak YZ ¢alismalari icin yeni dislinceye acik bir
zemin olusturmaya calismaktadir. Ornegin yazar, gizemli sorunlara deginirken “diisiince hayatimizi zenginlestiren fikirleri tesvik
eden bir kiltiire yatinm yapmaliyiz” diyerek YZ alaninda fikirsel derinlige vurgu yapmaktadir (s. 14, 203). Bu ¢agri, teknik
¢ozumler disinda felsefi ve kavramsal gelisimin de gerekli oldugunu ortaya koyarak alan icin degerli bir perspektif sunmaktadir.
B. Kitabin Zayif Yonleri

Diger yandan eserin zayif yonleri (izerinde de durmak gerekir. Larson’un argimanlari genellikle karamsar ve insan-merkezci
bir ton tasimaktadir. Yazar, “Zihin ile bilgisayari denk gérmek bilimsel degil, felsefi bir tutumdur” diyerek hesaplamali zihin
kuramini bitiniyle reddetmektedir (s. 196). Bu kesin tavir, elestirel bir bakis agisi olarak anlasilabilir belki fakat biligsel bilim
alaninda insan zihnini bilgi islem sistemi olarak ele alan bilimsel bir paradigma yanlilari i¢in fazlasiyla asiri bulunabilir. Bir baska
deyisle, Larson’un bu indirgemeyi kaba bir kategorik yargiyla dislamasi, bazi arastirmacilarca gereginden kati bir yaklasim olarak
degerlendirilebilir. Benzer sekilde, yazarin dar kapsamli yapay zeka ilerlemelerine dair gérusleri de elestirilebilir. Larson, bu
ilerlemelerin genel zekaya hig katki saglamadigina yénelik iddialarina (s. 14) alan icindeki arastirmacilar katiimayabilir. Ornegin
Larson’un “bir adim bile yaklastirmiyor” seklinde ifade ettigi derin 6grenme ve buyik veri uygulamalarinin sagladigi altyapi
kazanimlari ve teorik birikimin, ilerleyen siirecte dolayl da olsa genel yapay zeka arastirmalarina zemin hazirladigini savunanlar
cikacaktir. Larson’un YZ'nin gelecekte insani zor durumda birakacagina yoénelik 6ngorileri reddeden glcli iddiasi kapsaml
degerlendirmeyi engelledigi gibi okur agisindan da antipatik ve/veya gercek disi bulunabilir.

SONUC

Larson’un yaklasimi, analizleri, elestirileri ve teklif ettigi gortsler alana farkli bir pencereden bakmayi saglamaktadir.
Bunlarin arasinda Uzerinde durulmasi gereken glgli temalar olmakla birlikte elestiriye agik gériinen zayif olanlari da
bulunmaktadir. Ornegin yukarida yapilan genel degerlendirmeye ek olarak, kitaptaki gériislere karsi okuyucunun itiraz
edebilecegi bazi noktalar sunlar olabilir: Yazarin “stiper zeka” olgusunu timuyle mit olarak tanimlamasi ve bu mitin bazi kisiler

tarafindan ticari malzeme olarak kullanilarak ¢ikarcilik yaptiklarini ileri siirmesine okurlar timiyle katilmayabilir. Diger yandan
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Larson’un mit dedigi olgunun karsisina “bilimsel bilinmeyenler” kategorik tanimi da havada kalmaktadir. Zira bu akista bilim,
bilimsellik kavramlari net olmadigi gibi “bilinmeyen bir seyin bilimselligi” de muallakta kalmaktadir. Hatta bu bakis agisi daha
ileri giderek YZ'yi tesvik edenlerin tim{nG asir genellemeci bir séylemle gikarci seklinde itham edebilir. Dolayisiyla bu asiri
genellemeci yaklagima itiraz eden okurlar gikacaktir. Ayrica Larson’un gelecekteki arastirmalara dair 6nerileri soyut seviyede
kalmaktadir. Kitabin sonucunda “fikirlere yatirim yapmaliyiz” (s. 353) demesi elbette dlslinsel bir bakis agisi kazandirmaktadir
ancak bu oneri pratik arastirma stratejisi olmaktan uzak olarak degerlendirilebilir. Dolayisiyla Larson’un YZ konusunda sorun
olarak tanimladigi seylere dair somut ¢6zim 6nerileri sunmadigi ve yaptigi elestirilerin blyiik 6lglide sorunlari isaret etmekle
sinirli kaldigi seklinde karsit gorisler sunulabilir. Sonug olarak, Yapay Zeka Miti eseri saglam analizleriyle takdir toplasa da,
yazarin karsit gorlsleri butlinliyle reddeden Gslubu ve YZ konusundaki iyimser yorumlara kapali durusu ¢alismanin zayif yonleri
olarak gorilebilir. Tiim bunlarin yaninda, eserin, YZ ve insanhgin gelecegi konusunda hayati timuyle degistirecegine yonelik
genel kabule dair sundugu elestirel bakis énemlidir.

BEYANLAR
Yazar Katkilari: Calismanin tim bélimleri Yazar tarafindan gergeklestirilmistir.

Cikar Catismasi: Yazar cikar ¢atismasi olmadigini beyan eder.
Destekleyen Kuruluglar: Bu arastirma icin herhangi bir dis finansman alinmamistir.

Etik Onay: Bu ¢alisma insan veya hayvan katilimcilari icermemektedir. Tim prosedirler bilimsel ve etik ilkelere uygun olarak

gerceklestirilmis olup, atifta bulunulan tiim ¢alismalar uygun sekilde kaynak gosterilmistir.
intihal Beyani: Bu makale intihal agisindan degerlendirilmis ve herhangi bir intihal vakasi tespit edilmemistir.

YZ Araglarinin Kullanimi: "Bu c¢alismanin hazirlanma siirecinde yapay zekd tabanli herhangi bir ara¢ veya yazihm

kullaniimamistir.”
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