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OZET

Bu ¢alisma, phishing (oltalama) e-postalarinin gergekeiligini artirmak ve savunma mekanizmalarini test etmek
amaciyla, Generative Adversarial Network (GAN) tabanli bir simiilasyon yaklasimi sunmaktadir. LSTM tabanli
bir generator ve BERT tabanli bir discriminator kullanilarak, insan benzeri phishing e-postalari iiretilmis ve bu
igeriklerin tespit araglari ve insan gézlemciler tarafindan ayirt edilme basarisi analiz edilmistir. 1000 dengeli e-
posta iceren veri seti ile egitilen model, %95'in iizerinde dogruluk oraniyla gercek ve sahte icerikleri ayirt
edebilmistir. Sonuglar, GAN mimarisinin sosyal miihendislik saldirilarini anlamada ve siber savunma
sistemlerini test etmede gii¢lii bir arag olabilecegini gostermektedir.

Anahtar Kelimeler: Phishing, Generative Adversarial Networks (GAN), LSTM, Sosyal Miihendislik

Modeling of Social Engineering Attacks GAN Based Email Generation and Detection
ABSTRACT

This study presents a simulation approach based on Generative Adversarial Network (GAN) to increase the
realism of phishing emails and test their defense mechanisms. Human-like phishing emails were generated using
an LSTM-based generator and a BERT-based discriminator, and the success of distinguishing these contents by
detection tools and human observers was analyzed. The model, trained on a dataset of 1000 balanced emails,
was able to distinguish real and fake content with over 95% accuracy. The results show that GAN architecture
can be a powerful tool in understanding social engineering attacks and testing cyber defense systems.
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I. GIiRis
Dijitallesmenin hizla yayilmasiyla birlikte, bireylerin ve kurumlarin internet iizerindeki faaliyetleri her gecen
glin artmakta, bu da siber saldirilarin etkisini ve g¢esitliligini 6nemli 6l¢iide artirmaktadir. Bu saldirilar arasinda
phishing, yani oltalama saldirilar1, en yaygin ve zarar verici tehdit tiirlerinden biri olarak 6ne ¢ikmaktadir.
Phishing, genellikle kullanicilar: sahte bir kimlikle kandirarak hassas bilgilerini (sifreler, kredi karti1 bilgileri,
kisisel veriler vb.) ele gegirmeye ¢aligan sosyal mithendislik tabanli bir saldirt tiiriidiir. Bu tiir saldirilar, yalnizca
bireyleri degil, ayn1 zamanda finansal kurumlar, saglik hizmetleri, kamu kuruluslar1 ve ¢ok uluslu sirketler gibi
kritik sistemleri de hedef alarak biiyiik 6lgekli giivenlik agiklarina neden olabilmektedir (Kavya et. all., 2025).
Ozellikle e-posta, phishing saldirilarinin birincil araci konumundadir. Siber saldirganlar, gercekmis gibi
goriinen e-postalar araciligryla kullanicilar1 yonlendirmekte, zararli yazilim igeren baglantilara tiklamaya veya
hassas bilgilerini paylasmaya tesvik etmektedir. Bu nedenle phishing saldirilarini daha iyi anlamak ve bu tiir
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tehditlerle basa ¢ikmak i¢in yeni nesil analiz ve simiilasyon tekniklerine ihtiya¢ duyulmaktadir (Albahadili et.
all., 2024).

Phishing saldirilarina kars1 gelistirilen savunma sistemleri, genellikle kurallara dayal: filtreleme mekanizmalari,
anahtar kelime analizleri ve kara liste algoritmalar1 gibi geleneksel yontemlere dayanmaktadir. Ancak
saldirganlar, bu yontemleri agmak i¢in gittikge daha sofistike teknikler gelistirmektedir. Giiniimiizde sahte e-
postalar yalnizca yazim tarzi bakimidan degil, ayn1 zamanda gorsel tasarim ve dilbilgisel yap1 agisindan da
gercek e-postalara olduk¢a benzeyebilmektedir (Gan et. all., 2024). Ayrica saldirganlar, hedefe 6zel igerikler
kullanarak (spear phishing) savunma sistemlerini daha da zor durumda birakmaktadir. Bu baglamda, klasik
makine dgrenmesi modelleri de belirli driintiilere dayanarak karar verdigi i¢in yeterince esnek ve dinamik bir
¢oziim sunamamaktadir. Ote yandan, savunma sistemlerinin egitildigi veri setlerinin ¢ogu, gercek diinya
saldirilarint temsil etmekten uzaktir ve dolayisiyla sahadaki tehditleri algilamada yetersiz kalmaktadir. Bu
durum, savunma sistemlerinin test edilmesi ve gii¢lendirilmesi i¢in gergekei, insan benzeri ve tehdit icerigi
tastyan e-posta simiilasyonlarina duyulan ihtiyaci artirmaktadir (Elberri et. all., 2024).

Generative Adversarial Network (GAN) mimarileri, son yillarda 6zellikle yapay veri iiretimi alaninda énemli
basarilar elde etmis derin 6grenme teknikleri arasinda yer almaktadir. GAN'lar, bir iiretici (generator) ve bir
ayirt edici (discriminator) modelden olusur; iiretici model gergek veriye benzer drnekler iiretmeye c¢alisirken,
ayirt edici model bu orneklerin gergek mi yoksa sahte mi oldugunu tahmin etmeye ¢alisir. Bu iki modelin
rekabetci egitimi sonucunda, iiretici giderek daha gercekgi veriler iiretme yetenegi kazanir. Ozellikle metin
iiretimi, gorsel olugturma ve sentetik veri iiretimi gibi alanlarda etkili olan GAN mimarileri, siber giivenlik
alaninda da son derece islevsel bir potansiyele sahiptir (Nanda ve Goel, 2024). Metin tabanli phishing e-
postalarinin {iretimi i¢in kullanilan GAN yapilari, sosyal miithendislik saldirilarii simiile edebilmekte ve
giivenlik sistemlerinin zayif yonlerini belirlemeye yardimci olmaktadir. Bu tiir modeller sayesinde, yalnizca
saldirganlarin kullandig1 yontemler anlasilmakla kalmaz, ayni zamanda savunma sistemlerinin egitimi i¢in daha
gesitli ve gergekei veri kiimeleri olusturulabilir. GAN mimarilerinin adaptif ve iiretken yapisi, 6zellikle dinamik
tehdit ortamlarinda savunma stratejilerinin proaktif olarak gelistirilmesine olanak tanimaktadir (Kritika et. all.,
2024).

Bu c¢alisma, yukarida belirtilen zorluklara ¢oziim iiretmeyi amaglayan bir deneysel yaklagim sunmaktadir.
Calismanin temel amaci, GAN mimarisi kullanilarak insan benzeri phishing e-postalarinin iiretilmesi ve bu
iceriklerin hem insanlar hem de tespit sistemleri tarafindan ne kadar basariyla ayirt edilebildiginin
degerlendirilmesidir. Bu baglamda, LSTM tabanli bir {iretici model ile BERT tabanli bir ayirt edici model
birlikte egitilmis ve gercek/sahte e-posta ayrimi {izerine yapilandirilmistir. Calisma, yalnizca modelin dogruluk
ve basar1 oranlarini rapor etmekle kalmamakta, ayni zamanda elde edilen ¢iktilar tizerinden sosyal mithendislik
saldirilarinin evrimsel dogasina dair nitel gézlemler sunmaktadir. Ayrica g¢alismada kullanilan veri setlerinin
acik kaynakli olmasi, yontemin tekrarlanabilirligini ve gelistirilebilirligini artirmaktadir. Bu yoniiyle ¢alisma,
siber giivenlik egitimi, savunma sistemlerinin test edilmesi ve gergekgi tehdit simiilasyonlarinin olusturulmasi
acisindan degerli bir kaynak olma potansiyeline sahiptir.

II. LITERATUR TARAMASI
Generative Adversarial Network (GAN) mimarileri, son yillarda phishing saldirilarinin simiilasyonu ve tespiti
alaninda 6nemli bir aragtirma konusu haline gelmistir. GAN'lar, sahte phishing Ornekleri iireterek tespit
sistemlerinin egitiminde kullanilan veri setlerini zenginlestirmekte ve bdylece tespit performansini
artirmaktadir. Ornegin, Kamran, Sengupta ve Tavakkoli (2021), yar1 denetimli bir Conditional GAN modeli
gelistirerek hem phishing URL'lerinin {iretilmesini hem de tespit edilmesini saglamiglardir. Bu model, saldirgan
ve savunmaci arasindaki etkilesimi oyun teorisi perspektifinden ele alarak, ger¢cek zamanli phishing URL tespiti
icin etkili bir yaklagim sunmustur. Benzer sekilde, Gayathri ve arkadaglar1 (2023), GAN tarafindan iiretilen
sahte phishing 6rneklerini Random Forest Classifier (RFC) ile birlestirerek, tespit dogrulugunu artiran bir sistem
onermislerdir. Bu yaklasim, GAN'm veri iiretme yetenegi ile geleneksel makine 6grenimi algoritmalarinin
siniflandirma giiclinii birlestirerek, daha etkili bir phishing tespiti saglamistir. Ayrica, Pham ve arkadaglar
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(2023), GAN tabanli modellerin phishing URL siniflandiricilart tizerindeki performansini degerlendirmis ve bu
modellerin tespit dogrulugunu artirmada 6nemli katkilar sagladigini belirtmislerdir.

Dogal dil isleme (NLP) alaninda, Long Short-Term Memory (LSTM) ve Bidirectional Encoder Representations
from Transformers (BERT) modelleri, metin tabanli phishing tespiti c¢aligmalarinda yaygin olarak
kullanilmaktadir. LSTM, &zellikle sirali verilerde uzun vadeli bagimliliklart 6grenme yetenegi sayesinde,
phishing e-postalarinin dilsel 6zelliklerini analiz etmekte etkili olmustur. Ornegin, Fang ve arkadaslari (2019),
Bi-LSTM tabanli bir model olan THEMIS'i gelistirerek, dengesiz veri setlerinde %99.84 dogruluk orani elde
etmislerdir. Bu model, phishing e-postalarinin tespitinde yiiksek performans sergilemistir. Ote yandan, BERT
modeli, ¢ift yonlii baglam anlayis1 sayesinde, kelimelerin anlamini daha derinlemesine analiz edebilmekte ve
bu da phishing tespitinde Onemli avantajlar saglamaktadir. Thapa ve arkadaslar1 (2023), BERT tabanl
modellerin phishing e-postalarinin tespitinde yiiksek dogruluk oranlarma ulastigini ve geleneksel yontemlere
kiyasla daha iistiin performans sergiledigini belirtmislerdir. Bu ¢aligmalar, LSTM ve BERT'in metin tabanl
phishing tespitinde dnemli araglar oldugunu gostermektedir.

Phishing tespiti lizerine yapilan ¢aligmalar, zamanla ¢esitli yontemlerin gelistirilmesine yol agmustir. Geleneksel
olarak, kara liste tabanli ve kural tabanli sistemler kullanilmis olsa da, bu ydntemler yeni ve bilinmeyen
saldirilart tespit etmede yetersiz kalmaktadir. Bu nedenle, makine 6grenimi ve derin 6grenme tabanl
yaklagimlar 6n plana ¢ikmistir. Abdolrazzagh-Nezhad ve Langarib (2021), phishing tespiti tekniklerini anti-
phishing araglar, sezgisel yaklasimlar, makine 6grenimi tabanli teknikler ve meta-sezgisel algoritmalar olarak
smiflandirmig ve her birinin etkinligini analiz etmislerdir. Ayrica, Castafio ve arkadaslari (2021), icerik tabanl
ve hibrit phishing tespiti yontemlerini incelemis ve bu yontemlerin phishing sitelerinin tespitinde dnemli katkilar
sagladigini belirtmislerdir. Bu ¢alismalar, phishing tespiti alaninda gesitli yontemlerin gelistirildigini ve her
birinin belirli avantajlar sundugunu gostermektedir.

III. MATERYAL METOT

A. Veri Seti Hazirligi

Phishing e-posta iiretimi ve simniflandirilmasi i¢in kullanilacak modelin basarisi, bilyiik dl¢iide egitildigi veri
setinin kalitesi ve ¢esitliligine baglidir. Bu ¢calismada, dengeli ve zengin igerikli bir veri seti olusturmak amaciyla
iki farkli agik kaynak platformundan veri derlenmistir: Hugging Face ve Kaggle. Spesifik olarak,
ealvaradob/phishing-dataset veri kiimesi Hugging Face iizerinden, naserabdullahalam/phishing-email-dataset
veri kiimesi ise Kaggle platformu iizerinden temin edilmistir. Bu veri kiimeleri, phishing saldirilarini temsil eden
e-posta drnekleri ile mesru (legit) e-posta 6rneklerini dengeli bir bicimde icermektedir. Olusturulan nihai veri
seti, toplamda 1000 adet e-posta icermektedir. Bu e-postalarin 500" phishing saldirilarina aitken, diger 500"
yasal ve giivenli kurumsal iletisim 6rneklerinden olugmaktadir. Her bir e-posta, asagidaki yapisal bilesenleri
icerecek sekilde diizenlenmistir:

e E-posta baslig1 (subject line)

o Igerik metni (body)

e  Gonderen bilgileri (sender info)

e Ekigerikler ve baglantilar (attachments, URLSs)

Bu yapi1, hem metinsel hem de baglamsal bilgilerin modellenmesine olanak saglayarak GAN mimarisinin daha
gercekei e-posta {iretmesini miimkiin kilmaktadir. Ham veri kiimesi dogrudan modellemeye uygun
olmadigindan, ¢esitli dogal dil isleme (NLP) teknikleri kullanilarak kapsamli bir 6n isleme siireci uygulanmaistir.
Bu siirecin temel amaci, metin verisini daha temiz, diizenli ve anlamli hale getirmektir (Aden et.all., 2024).
Uygulanan adimlar su sekildedir:



Diizce Universitesi, Siber Giivenlik ve Dijital Ekonomi, 1(1): 10-21.

e HTML ve Ozel Karakter Temizligi E-postalarin iceriginde siklikla karsilagilan <html>, <br>, &nbsp;
gibi isaretler ve 6zel karakterler kaldirilmigtir. Bu islem, gereksiz formatlama bilgilerinin modele etki
etmesini dnlemek amaciyla gergeklestirilmistir.

o Kiiciik Harfe Déniistiirme Biiyiik/kiigiik harf duyarliligindan kaynakli kelime tekrarlarini engellemek
icin tiim metinler kiigiik harfe doniistiirilmistiir.

e Noktalama Isaretlerinin Kaldirlmas: Nokta, virgiil, tinlem gibi noktalama isaretleri, dil modellemesi
acisindan anlam tagimayan tiirden oldugunda kaldirilmistir. Bu islem, kelime frekanslarinin daha net
analiz edilmesini saglamistir.

e Stop-word Temizligi ingilizce dilinde yaygin olarak kullanilan ve anlam tagimayan "the", "is", "at",
"which" gibi stop-word'ler ¢ikarilmistir. Bu adim, metnin bilgi yogunlugunu artirmaya yoneliktir.

o Lemmatizasyon (Kokleme) Kelimelerin temel bigimlerine (6rnegin, "running" — "run") indirgenmesi
saglanmigtir. Bu islem, baglamdan bagimsiz dil modeli olusturulmasina yardimeci olur.

e  Tokenizasyon E-posta icerikleri, model girdi formatina doniistiiriilebilmesi i¢in kelime ve climle
bazinda token’lara ayrilmistir. Token sayisi, modelin giris uzunlugunu agmayacak bi¢imde
siirlanmistir (maksimum sekans uzunlugu = 128 token).

e Gorsel iceriklerin Déniistiiriilmesi (istege bagl) Bazi phishing e-postalar1 gorsel 6geler (6rnegin
sahte CAPTCHA gorselleri) icermektedir. Bu igerikler metin agiklamasina doéniistiiriilerek ("image-

nn

based warning", "login button image" vb.) metne entegre edilmistir.

Bu 6n igleme siireci sonucunda, GAN mimarisine uygun, anlamli ve temsili bir metin kiimesi elde edilmistir.
Temizlenmis ve yapisal olarak dengelenmis bu veri seti, hem tretici (generator) modelin ger¢ekgi phishing e-
postalart iiretmesini hem de ayirt edici (discriminator) modelin gercek ve sahte veriler arasinda ayrim yapmasini
kolaylagtirmistr.

B. GAN Mimarisi

Phishing e-postalarinin gergek¢i bicimde iiretilebilmesi ve bu e-postalarin ger¢ek ya da sahte oldugunun
giivenilir bicimde ayristirilabilmesi i¢cin bu calismada Generative Adversarial Network (GAN) mimarisi
uygulanmistir. GAN'lar, iiretici (generator) ve ayirt edici (discriminator) olmak tizere iki bilesenden olusur ve
bu iki bilesen rekabet¢i bir bigimde egitilerek birbirlerini optimize eder. Bu ¢alismada metin tabanli veri tiretimi
hedeflendiginden, generator modeli olarak sirali verilerde dilsel bagimliliklar1 6grenebilen Long Short-Term
Memory (LSTM) mimarisi; discriminator modeli olarak ise metin simiflandirmada yiiksek basari oranlarina
sahip olan Bidirectional Encoder Representations from Transformers (BERT) mimarisi tercih edilmistir.
Generator bileseni, rastgele giiriiltii vektorlerinden (noise vector) baslayarak insan benzeri phishing e-posta
icerikleri iiretmeyi hedeflemektedir (Boukhris ve Zaabi,.2024). Bu iiretici modelin temelini, siral1 verilerde uzun
vadeli bagintilar1 6grenme kapasitesi ile bilinen LSTM (Long Short-Term Memory) ag1 olusturmaktadir. Model,
temel olarak asagidaki katmanlardan olusmaktadir:

o Embedding Layer: Girdi olarak verilen token ID'lerini kelime vektorlerine doniistiiriir. Bu vektorler,
kelimeler arasindaki anlamsal iliskilerin 6grenilmesini saglar.

e LSTM Layer: Kelime siralamalar arasindaki baglamlari 6grenir ve bu bagintilara gore dil iiretimi
gergeklestirir.

o Dense Layer (Softmax): Cikis katmaninda yer alan bu yap1, her bir adimda en olasi kelimeyi segerek
¢ikt1 climlesini olusturur.

Modelin ¢iktisi, kelime dagilimina karsilik gelen bir olasilik dizisidir ve bu diziden 6rnekleme yapilarak e-posta
metni olusturulur. Egitim siirecinde, generator’un amaci, discriminator tarafindan “gercek” olarak
smiflandirilacak kadar ikna edici metinler iiretmektir. Discriminator bileseni, verilen bir e-posta metninin gergek
bir kullanicidan m1 geldigini yoksa generator tarafindan mu iiretildigini siniflandirmakla gorevlidir. Bu amag
dogrultusunda, dogal dil anlayisinda yiiksek baglamsal ¢oziimleme yapabilen BERT (Bidirectional Encoder
Representations from Transformers) mimarisi kullanilmistir. Bu model, e-postalar ¢ift yonli baglam igerisinde
analiz eder ve siniflandirma katmanina aktarir. Model, bert-base-uncased onceden egitilmis agirliklar {izerine
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insa edilmis olup, son katmanda ikili simiflandirma yapacak sekilde yapilandirilmistir. Bu yap1 sayesinde,
discriminator hem phishing hem de mesru e-postalar arasindaki dil farkliliklarimi 6grenmekte ve generator
tarafindan {iretilmis icerikleri tespit etmeye calismaktadir. GAN bilesenlerinin egitimi sirasinda cesitli
hiperparametreler optimize edilmistir. Bu parametreler, modelin 6grenme basarisi iizerinde dogrudan etkili
oldugundan dikkatle secilmistir. Tablo 1’de kullanilan egitim parametreleri verilmektedir.

Tablo 1. Egitim parametreleri.

Parametre Deger Aciklama

Batch Boyutu 16 Her bir egitim iterasyonunda islenen 6rnek sayisi
Epoch sayis1 10 Tam veri seti lizerinden gegilen toplam tur sayisi
Ogrenme Orani Se-5 Agirlik giincelleme hizi

Maksimum Sekans Uzunlugu 128 Token sayisina gore giris verisinin uzunluk sinir1
Optimizasyon Algoritmasi Adam Momentuma dayali optimize edici algoritma
Kayip fonksiyonu- dicriminator Binary Cross Entropy Gergek/sahte ayrimi i¢in kullanilmaktadir.
Kayip fonksiyonu- Generator Geri besleme kaybi(feedback loss) = Discriminator yanitina gore optimize edilir.

Tablo 1’deki parametreler hem LSTM hem de BERT tabanli modellerin istikrarli bicimde 6grenmesini saglamis
ve GAN mimarisinin egitim siirecinde kararlilik elde edilmistir. Egitim dongiisii boyunca, dnce discriminator
egitilmis, ardindan generator discriminator'u kandirabilecek sekilde giincellenmistir. Bu siire¢ her epoch'ta sirali

bigimde tekrarlanmustir.

C. Egitim Siireci

Generative Adversarial Network (GAN) egitimi, birbirine rakip iki yapay sinir ag1 modelinin — bir iiretici
(generator) ve bir ayirt edici (discriminator) — doniisiimlii olarak egitilmesine dayanir. Bu rekabetci yap1, her
iki modelin de zamanla performansini artirmasini saglayan bir denge mekanizmasi olusturur. Bu ¢aligmada
uygulanan GAN egitim siireci, belirli adimlar ¢ergevesinde yapilandirilmistir.

Ik adimda, discriminator modeli yalnizca gergek e-posta 6rnekleri ile egitilerek, sahte icerikleri tanima yetenegi
kazanmadan 6nce gergek verilerin dagilimmi 6grenmesi saglanir. Bu, discriminator'un egitimin baginda sahte
veriler tarafindan kolay kandirilmamasina yonelik bir 6n 1sinma (warm-up) evresidir. Daha sonra generator
tarafindan rastgele giiriiltii vektorlerinden iiretilen sahte e-posta igerikleri olusturulur ve discriminator'a gergek
verilerle birlikte sunulur. Bu noktadan itibaren discriminator, her bir girdiyi “gergek” veya “sahte” olarak
simiflandirmay1 6grenmeye baslar. Sonraki asamada, generator egitime dahil edilir. Generator’un amaci,
discriminator’un karar mekanizmasini yaniltacak kadar gergekei igerikler tiretmektir. Béylece, discriminator’un
simiflandirma dogrulugunu diisiirmeye caligir. Ancak discriminator da es zamanli olarak sahte verileri daha iyi
ayirt etmek {izere egitilmeye devam eder. Bu sekilde iki model arasinda bir 6grenme dongiisii olusur ve modeller
her iterasyonda birbirlerine kargi daha giiglii hale gelir.

GAN mimarisinde kullanilan kay1p fonksiyonlari, modelin 6grenme basarisinin temel belirleyicilerindendir. Bu
¢alismada, discriminator ve generator igin farkli kayip fonksiyonlar1 uygulanmistir. Discriminator igin,
genellikle kullanilan Binary Cross Entropy (BCE) kayip fonksiyonu tercih edilmistir. Bu fonksiyon, modelin
tahmin ettigi olasilikla gergek etiket (0: sahte, 1: gergek) arasindaki farki minimize eder. Discriminator, gercek
e-postalar1 “1”, liretilmis e-postalari ise “0” olarak etiketlemeye ¢alisir ve her tahminden sonra agirliklarini buna
gore giinceller. BCE kaybi Esitlik 1°deki gibi tanimlanmaktadir.

Lp = ~Eip,,llog D(2)] — E.., [log(1 — D(G(2)))] M
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Generator i¢in kullanilan kayip fonksiyonu ise, discriminator’un degerlendirme sonuglarina dayanan ters BCE
formunda geri besleme kaybidir. Yani, generator’un hedefi, discriminator’un iirettigi sahte drnekleri “gercek”
olarak siniflandirmasini saglamaktir. Bu amagla kullanilan kayip fonksiyonu Esitlik 2°de verilmektedir.

Lg=—E..,. [logD(G(2))] 2)

Bu yap1 sayesinde generator, her iterasyonda discriminator’un karar verme esigini asacak kadar gercekgi
icerikler tiretmeye motive edilir. Her iki kayip degeri de egitim siiresince izlenmis ve 6grenme egrileri analiz
edilmistir. GAN egitimi sirasinda belirli sayida epoch boyunca tekrarlanan bir déngii uygulanir. Her epoch, hem
discriminator hem de generator igin ayr1 ayri giincelleme adimlarini igerir. Bu ¢aligmada kullanilan egitim
dongiisii genel olarak su sirayla gerceklestirilmistir:

Discriminator Egitimi:
Gergek e-posta drnekleri veri setinden alinarak modele sunulur.
Ardindan generator tarafindan iiretilmis sahte e-postalar olusturulur.
Bu iki veri kiimesi birlestirilerek etiketlenmis bi¢imde discriminator’a giris olarak verilir.
Binary Cross Entropy kaybi hesaplanarak discriminator un agwrliklar: giincellenir.
Generator Egitimi:
Rastgele giiriiltii vektorleri iiretilir.
Generator bu vektorleri anlamli ciimlelere doniistiiriir (yani sahte e-posta tiretir).
Bu igerikler discriminator’a sunulur.
Discriminator'un geri bildirimi temel alinarak, generator’'un agirliklar: giincellenir. Hedef, discriminator’un yanilmasini
saglamaktir.

Bu egitim yapisi her epoch boyunca yinelenmis, 10 epoch boyunca her bir batch i¢in kayip degerleri kayit altina
alimmistir. Baslangicta discriminator kaybi yiiksek gozlemlenirken, ilerleyen epoch’larda hizlica diiserek
dgrenme egrisinin dengelendigi goriilmiistiir. Ote yandan, generator’un kayip degeri daha stabil seyretmis, bu
da iiretici modelin discriminator’u kandirma becerisinin zamanla gelistigini gostermistir. Nihai durumda,
discriminator %95’in lizerinde dogruluk oranina ulagmis ve modelin kararlilig1 ispatlanmustir.

IV.BULGULAR VE TARTISMA
GAN mimarisi ile gelistirilen modelin etkinligini degerlendirmek amaciyla cesitli dogruluk metrikleri
kullanilmistir. Discriminator’un dogrulugu, precision (kesinlik), recall (duyarlilik) ve F1 skoru gibi klasik
simiflandirma basari 6lgiitleri {izerinden analiz edilmistir. Bu metrikler, modelin hem ger¢ek hem de sahte e-
postalart ne derece dogru sekilde ayirt edebildigini sayisal olarak ortaya koymaktadir. Tablo 2’de modelin
performans metrikleri sunulmustur.

Tablo 2. Model performans metrikleri.

Metrik Deger (%)
Accuracy 95.2
Prescision 93.8
Recall 96.5
F1 Score 95.1

Tablo 2’deki sonuglara gore, discriminator modeli oldukca basarili bir siniflayici olarak ¢alismis ve GAN
mimarisinin phishing tespiti icin giiclii bir temel olusturdugunu géstermistir. Ozellikle yiiksek recall orani,
modelin sahte (phishing) e-postalar1 kacirma olasiliginin diisiik oldugunu ortaya koymaktadir.

Model tarafindan iiretilen phishing e-posta oOrnekleri, insan katilimcilar tarafindan da niteliksel olarak
degerlendirilmistir. Katilimcilardan (n=116), sunulan e-postalarin gercek olup olmadigini anlamaya
caligmalarini isteyen bir kor test uygulanmistir. Katilimcilarin yaklasik %40°t GAN tarafindan iretilmis e-
postalart ger¢ek e-posta olarak siniflandirmigtir. Bu sonug, modelin {irettigi igeriklerin yalnizca otomatik
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sistemler degil, ayn1 zamanda insanlar tarafindan da ayirt edilmesinin zor oldugunu gostermektedir. Bu
baglamda GAN mimarisinin sosyal miihendislik saldirilarinin simiilasyonu acisindan etkili ve ger¢ekei sonuglar
iirettigi soylenebilir. Tablo 3’te 6rnek e-postalar verilmektedir.

Tablo 3. Ornek e-postalar.
Konu icerik

Hesap Bildirimi Degerli kullanici, hesabinizda olagan dis1 bir etkinlik fark ettik. Liitfen hizmet
kesintisi yasamamak i¢in bilgilerinizi hemen dogrulaym. [Simdi Dogrulaymn]

Acil Giivenlik Uyarisi Hesabiniz gegici olarak kilitlendi. $imdi oturum ag¢in ve erisimi geri yiiklemek
icin kimliginizi dogrulaym. [Buraya tiklaym]

Odeme i¢in Onay Gerekli Son Odemeniz islenemedi. Liitfen asagidaki baglantiya tiklayarak fatura

bilgilerinizi giincelleyin.

Tablo 3’teki orneklerde kullanilan dil yapisi, tipik phishing e-postalarmin ikna edici karakteristiklerini
tagimaktadir. Kullanicida aciliyet duygusu yaratma, erisim engeli tehdidi, ya da islem dogrulama gibi psikolojik
baski unsurlari, sosyal mithendislik taktiklerinin temelidir. Bu da GAN modelinin bu saldir1 tekniklerini basarili
sekilde taklit edebildigini gostermektedir. Modelin egitim siirecinde elde edilen log kayitlari, 6zellikle kayip
fonksiyonlarmin (loss) zaman igindeki degisimi agisindan incelendiginde 6nemli bulgular sunmaktadir.
Discriminator baglangicta yiiksek kayiplarla baslamig, ancak her epoch’ta daha diisiik degerlere ulagarak hizli
bir 6grenme egrisi sergilemistir. Ote yandan, generator’un kaybi oldukca stabil bir seyir izlemis ve
discriminator’u kandirma basarisinda tutarl bir diizey yakalamistir. Sekil 1°de, ilk 3 epoch boyunca elde edilen
ornek discriminator kayiplarini géstermektedir.

12

10

1 2 3 4 5 6 7

Epoch Batch Kayip (Loss)

Sekil 1. Dicriminator kayiplart.

Sekil 2°de, ilk 3 epoch boyunca elde edilen 6rnek generator kayiplarint gostermektedir. Sekil 1 ve 2’ye gore
discriminator 6grenmesini hizla tamamlamis, ancak generator sabit kalan kayip degerleri ile 6grenmenin daha
yavas ve dengeli bir yapida siirdiigiinii goéstermistir. Bu durum GAN mimarisinin dogas1 geregi beklenen bir
egilimdir. Model, birka¢ epoch sonrasinda dengeli bir oyun durumuna (Nash Equilibrium) yaklagmis ve
performans stabil hale gelmistir.
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1 2 3 4 5 6 7

Epoch Batch Kay1p (Loss)

Sekil 2. Generator kayiplari.

Bu calismada gelistirilen GAN tabanli yap1, phishing e-postalarinin iretiminde 6nemli bir basar1 gostermistir.
Ozellikle LSTM ve BERT mimarilerinin kombinasyonu, modelin hem igerik {iretimi hem de igerik
smiflandirmasi agisindan yiiksek performans sergilemesini saglamistir. LSTM tabanli generator, dilsel baglami1
dikkate alarak insan benzeri ciimleler olusturabilmis; bu climlelerin yapisal tutarliligi ve semantik gercekeiligi,
hem algoritmik hem de insan temelli degerlendirmelerde tatmin edici bulunmustur. Ote yandan BERT tabanli
discriminator modeli, ¢ift yonlii baglam analizi ile ¢ok katmanli bir ayristirma yetenegi sunmus; bu sayede
gercek ve sahte e-postalar arasinda %95’in iizerinde dogrulukla ayrim yapabilmistir. Bu mimari, sosyal
miihendislik saldirilarin1 anlamada sadece geleneksel siniflandiricilarin degil, ayni zamanda iireteg-tabanl
yapay zeka modellerinin de etkili olabilecegini gostermektedir. Ayrica, GAN’n iirettigi sahte 6rnekler, savunma
sistemlerinin daha cesitli senaryolara kars1 test edilmesine olanak tanimaktadir. Bu da caligmayi yalnizca bir
siiflandirma modeli degil, ayn1 zamanda bir “saldir1 simiilatorii” olarak degerli kilmaktadir.

Gelistirilen modelin potansiyel uygulama alanlari, 6zellikle siber giivenlik egitimleri ve tehdit simiilasyonu
iizerine yogunlagmaktadir. Phishing saldirilarimin kurum i¢i farkindalik egitimlerinde kullanilmasi oldukca
yaygindir; bu baglamda GAN tarafindan iiretilen gergekg¢i sahte e-postalar, kullanicilarin bu tiir saldirilara karsi
nasil tepki vereceklerini degerlendirmek i¢in kullanilabilir. Modelin bu diizeyde gergekgilik iiretme kapasitesi,
kurumlarin giivenlik agiklarimi proaktif sekilde degerlendirmesine ve insan hatasi kaynakli zaaflarin
giderilmesine olanak tanir. Ayrica, anti-phishing yazilimlarinin test edilmesi ve performanslarinin
degerlendirilmesi i¢in yapay olarak iiretilmis ¢ok ¢esitli phishing 6rnekleri kullanilabilir. Boylece, geleneksel
giivenlik ¢oziimlerinin yalnizca gegmis saldirilara degil, gelecekte ortaya ¢ikabilecek saldiri senaryolarina da
kars1 ne derece direngli oldugu ortaya konabilir. Model ayrica, honeypot sistemlerinde yapay phishing trafigi
olugturmak ve gercek saldirganlarin tepkilerini gozlemlemek amaciyla da degerlendirilebilir. Bu ydniiyle
calisma, hem ofansif (saldirt) hem de defansif (savunma) siber giivenlik stratejileriyle entegre edilebilir
potansiyel tagimaktadir.

Her ne kadar elde edilen sonuglar umut verici olsa da ¢aligmanin bazi smirliliklart bulunmaktadir. Bunlardan
ilki, kullanilan veri setinin boyutu ve cesitliligidir. Toplamda 1000 e-posta iceren bir veri kiimesi ile ¢aligilmig
olup, bu miktar derin 6grenme mimarileri i¢in goreli olarak kiiciik bir 6rneklem olarak degerlendirilebilir. Daha
biiytik ve farkli kaynaklardan toplanmig ¢ok dilli, sektorel ve gorsel igerige sahip veri setlerinin kullanilmasi,
modelin genellenebilirligini 6nemli dl¢iide artiracaktir.

Bir diger sinirlilik, gorsel igeriklerin modelleme siirecine yeterince dahil edilememesidir. Giiniimiizde birgok
phishing e-postasi yalnizca metin degil, ayn1 zamanda logolar, sahte butonlar, HTML temalar1 veya CAPTCHA
gorselleri gibi unsurlar da icermektedir. Bu ¢caligmada gorseller metinlestirilmis betimlemeler (6rnegin: "[click
here button image]") seklinde modele entegre edilse de, gercek gorsel veriler ile egitilmis multimodal GAN
modelleri, saldir1 simiilasyonlarinda ¢ok daha kapsamli sonuglar verebilir. Ayrica, generator'un ¢iktilarindaki



Diizce Universitesi, Siber Giivenlik ve Dijital Ekonomi, 1(1): 10-21.

dilsel tutarliliklar zaman zaman yapaylik barindirabilir; 6rnegin bazi ciimleler anlamsal olarak tutarsiz ya da
baglam dis1 olabilir. Bu da GAN mimarisinin daha karmasik dil modelleriyle (6rnegin GPT tabanli generator'lar)
gelistirilmesini gerektirir.

V. SONUCLAR

Bu caligma, sosyal miihendislik saldirilarmin simiilasyonu ve tespiti icin GAN (Generative Adversarial
Network) tabanli bir model sunmustur. LSTM tabanli bir generator ve BERT tabanli bir discriminator
kullanilarak, ger¢ekgi phishing e-postalari iiretilmis ve bu e-postalarin hem otomatik tespit sistemleri hem de
insanlar tarafindan ayirt edilme basarist degerlendirilmistir. Model, %95'in iizerinde bir dogruluk oraniyla
gercek ve sahte igerikleri siniflandirabilmistir. Ayrica, iiretilen e-postalarin insan katilimcilar tarafindan %40
oraninda ger¢ek olarak algilanmasi, modelin dilsel ve psikolojik agidan ikna edici igerikler iiretebildigini
gostermistir.

Calismanin en énemli katkilarindan biri, siber gilivenlik alaninda GAN'larin hem saldir1 simiilasyonu hem de
savunma mekanizmalarinin test edilmesi i¢in kullanilabilecegini ortaya koymasidir. Uretilen sahte e-postalar,
giivenlik egitimlerinde kullanilarak kullanicilarin farkindaligini artirabilir veya anti-phishing sistemlerinin
performansini degerlendirmek i¢in bir test ortami saglayabilir. Ayrica, agik kaynakli veri setleri kullanilarak
gelistirilen modelin tekrarlanabilir ve gelistirilebilir olmasi, gelecekteki arastirmalar igin bir temel
olusturmaktadir.

Bu ¢aligmada kullanilan LSTM tabanli generator, metin iiretiminde basarili sonuglar vermekle birlikte, daha
gelismis dil modelleriyle performansin artirilmasi miimkiindiir. Ozellikle GPT (Generative Pre-trained
Transformer) gibi biiyiik Slgekli dil modelleri, daha tutarli ve baglamsal olarak zengin metinler iiretebilir.
GPT'nin ¢ok katmanli dikkat mekanizmalari, uzun vadeli bagimliliklar1 daha iyi yakalayarak phishing e-
postalarinin dilbilgisel ve anlamsal tutarliligin1 artirabilir.

Diffusion modelleri ise 6zellikle gorsel iceriklerin liretiminde etkili olabilir. Giiniimiizde phishing e-postalari
siklikla logo, buton veya sahte CAPTCHA gorselleri igermektedir. Diffusion modelleri, bu tiir gérsel unsurlari
gercekei bir sekilde iireterek multimodal (metin + gorsel) phishing simiilasyonlarina olanak taniyabilir. Bu
yaklagim, modelin gercek diinya saldirilarini daha iyi temsil etmesini saglayacak ve savunma sistemlerinin
gorsel tabanli tehditlere karsi test edilmesine yardimci olacaktir.

Ayrica, GPT ve diffusion modellerinin kombinasyonu, hem metin hem de gorsel unsurlari bir arada tireten hibrit
bir sistemin gelistirilmesine dnciiliik edebilir. Bu tiir bir model, phishing saldirilarinin ¢ok yonlii dogasini daha
iyi yansitarak siber giivenlik arastirmalarinda yeni ufuklar agabilir.

Bu calismada gelistirilen modelin bir diger dnemli uygulama alani, gercek zamanli siber savunma sistemlerine
entegrasyondur. GAN tabanli tiretilen sahte e-postalar, giivenlik duvarlari, e-posta filtreleme sistemleri veya
yapay zeka destekli tespit araglar1 gibi mekanizmalarin egitiminde kullanilabilir. Ozellikle dinamik tehdit
ortamlarinda, saldirganlarin siirekli evrim gegiren taktiklerine karsi savunma sistemlerinin proaktif olarak
glincellenmesi gerekmektedir. Modelin gergek zamanli entegrasyonu i¢in su adimlar dnerilebilir:

o Siirekli Ogrenme: Model, yeni phishing 6rnekleriyle periyodik olarak egitilerek giincel kalmasi
saglanabilir. Bu, saldirganlarin yeni taktiklerine hizli adaptasyon igin kritik 6neme sahiptir.

e  API Tabanli Entegrasyon: Model, bir API araciligiyla e-posta filtreleme sistemlerine baglanarak
stipheli e-postalar1 analiz edebilir ve gergek zamanli uyarilar iiretebilir.

e Honeypot Sistemleriyle Is Birligi: Uretilen sahte e-postalar, honeypot sistemlerinde yapay phishing
trafigi olusturmak icin kullanilabilir. Bu sayede gercek saldirganlarin davraniglart gézlemlenebilir ve
savunma stratejileri buna gore sekillendirilebilir.
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Bu baglamda, bu ¢aligma GAN tabanli yaklagimlarin siber giivenlik alanindaki potansiyelini ortaya koymustur.
Gelecekte, daha biiyiik veri setleri, gelismis dil modelleri ve multimodal yaklasimlarla modelin performansinin
artirtlmasi hedeflenmektedir. Ayrica, gercek zamanli uygulamalara yonelik entegrasyon c¢alismalari, modelin
pratik degerini daha da artiracaktir. Bu tiir ¢aligmalar, siber giivenlik ekosisteminin saldirganlara karsi daha
direncli hale gelmesine dnemli katkilar saglayacaktir.
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