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Abstract: This paper proposes an artificial intelligence-based solution to classify the three basic intrinsic prediction modes (Planar, DC
and Angular) defined in the High Efficiency Video Coding (HEVC) standard. A convolutional neural network (CNN) based deep learning
model trained with 32x32 blocks obtained from 30+ classical gray level test images is developed. As a result of the training, the model
demonstrated a successful classification performance with an overall accuracy of over 89% and a macro F1 score of approximately 88%.
The model was converted into ONNX format and integrated into a Unity-based virtual reality (VR) environment, thus creating an
interactive analysis platform where users can observe the predictions of both artificial intelligence and rule-based systems at the block
level comparatively. In this environment, users can also examine the reasoning of the predictions. The proposed system provides a
holistic solution in terms of classification performance, interpretability and user experience, and makes innovative contributions to the

analysis and visualization of video coding processes for educational purposes.
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1. Introduction

Today, the rapid increase in high-definition video content
necessitates the development of new technologies in
video coding systems that require both high compression
efficiency and low processing cost. The High Efficiency
Video Coding (HEVC) standard, developed in response to
this need, has transformed the industry by offering bit rate
reductions of up to 50% compared to its predecessor
H.264/AVC (Sullivan et al,, 2012). HEVC was designed to
improve coding efficiency, especially at ultra-high
resolutions such as 4K and 8K, and was supported by
innovative components such as Coding Tree Unit (CTU)
structure, variable block sizes, 33-way angular prediction,
sample adaptive offset (SAO) and CABAC (Zhao et al,
2011).

However, this advanced architecture leads to significant
computational complexity in the coding process and
creates a performance bottleneck in real-time
applications. In particular, the intra prediction process
involves extensive searches that require high
computational power to select the optimal mode, and
many methods have been proposed to speed up this
process (Laude and Ostermann, 2016).

The fast intra-prediction mode decision algorithm
proposed by Li et al,, which combines gradient analysis
with CNN, significantly reduces mode search complexity
while performance.  This

maintaining  coding

demonstrates that hybrid strategies remain a viable
approach for next-generation codecs (Li et al.,, 2025).

In the literature, deep learning and machine learning-
based solutions have been proposed to reduce this
complexity. It has been suggested that the HEVC intra
prediction decision can be considered as a classification
problem and that CNN-based models can be used
effectively in this decision (Laude and Ostermann, 2016).
One proposed IBP-CNN architecture achieved up to 59%
reduction in coding time and caused only 1.55% BD-rate
loss (Ren etal., 2019). Similarly, depth map estimation and
block splitting decisions performed directly on CNN
achieved over 65%-time savings compared to HEVC
reference software (Feng et al, 2021). Proposed CU-
VGG16 and CU-VGG19 based architectures eliminated
RDO computations in the HEVC intra-prediction process
and accelerated the adaptation of the deep learning model
by simplifying the input data through the preprocessing
stage. These systems achieved up to 87% coding time
reduction while maintaining efficiency with negligible
reduction in PSNR values (Pattini and Srinivasarao, 2024).
Coding time has been reduced by 66% with a CNN
architecture that combines object shape and texture-
based features (Kuanar et al, 2019). A CNN model
working on 64x64 blocks has been shown to simplify the
RDO process and reduce computational complexity
(Galpin et al,, 2019). The CtuNet architecture achieved a
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63.68% time saving by using ResNet18 for intra-coding
(Zaki et al., 2021).

Machine learning-based decision systems are also used in
the HEVC prediction process. Support vector machines
(SVM) provided 59% time savings in CU size decisions,
while heuristics using edge direction information have
been proposed to reduce the number of modes (Zhao et
al, 2011; Liu et al, 2016).

In recent years, some studies have attempted to combine
traditional methods for intra prediction in HEVC with
convolutional neural networks. For example, Swamy and
Ramesha proposed an improved intra prediction
algorithm that combines conventional techniques with
CNN-based modeling, achieving approximately 85%
accuracy while maintaining acceptable PSNR levels. This
work highlights the trend toward hybrid approaches,
aligning with our motivation to evaluate CNNs and rule-
based systems under VR visualization (Swamy and
Ramesha, 2022).

In the HEVC standard, the intra prediction process has
become a performance limiting factor in real-time
applications due to its high computational complexity. In
this context, deep learning-based solutions have been
proposed to replace the traditional block division decision
mechanism based on RDO (Imen et al., 2022). Modified
LeNet-5 and AlexNet architectures were used to predict
intra CU (Coding Unit) decisions, achieving coding time
reductions between 75% and 85% (Imen etal., 2022). The
developed CNN-based models greatly optimize the
partitioning structure of the HEVC encoder, especially in
the All-Intra  configuration, maintaining
compression efficiency (Imen et al., 2022). This approach
is considered as a successful example in the literature in
terms of reducing encoder complexity and developing fast

while

prediction systems.

Not only learning-based but also rule-based expert
systems have been investigated in the literature. Time and
scene consistency were achieved in a machine vision
system using symbolic rules and image processing
modules (Cucchiara et al, 2000). Interpretability was
increased and 86% accuracy achieved by combining CNN
and BRBES (Belief Rule-Based Expert System)
architecture (Zisad et al,, 2021). It has been demonstrated
that the combination of BRBES and DNN reduces error
rates in cases of uncertainty (Islam et al.,, 2020).
Explainability is also becoming increasingly important in
video coding. The Neuroscope tool supports XAl
algorithms such as CAM and Grad-CAM, making it possible
to visualize the decision process of neural networks
(Schorr et al,, 2021). Model reliability has been improved
by describing the training examples on which CNN
decisions are based with the WIK (What I Know)
methodology (Ishikawa et al., 2023).

In recent years, not only traditional methods but also VR-
based visualization and analysis systems have been used
for the classification of HEVC prediction modes. It has
been shown that with Unity-based VR platforms, visual
analysis of hyper-stack data becomes more intuitive and

user interaction increases (Adeniji etal., 2024). It has been
demonstrated that virtual reality increases interactivity
and awareness in big data analytics (Moran et al., 2015),
and that deep learning models are more successful than
heuristics in VR environments for saliency prediction
(Askin and Celikcan, 2022).

In addition, many alternatives for CNN-based fast mode
decisions have been proposed for HEVC. The IPCNN
architecture has been proposed to provide more accurate
prediction by including not only the target block but also
the surrounding block information (Cui et al., 2018).

In computationally intensive coding standards such as
HEVC, GPU-based parallel processing also makes an
important contribution. Transferring the DCT step to the
GPU with CUDA resulted in a speedup of up to 6.62 times
(Kaplan and Akman, 2024). These parallel architectures
offer critical performance gains in real-time video coding.
All these literature findings show that for technical tasks
such as the classification of HEVC prediction modes,
systems that use Al-based approaches and rule-based
systems together, support explainability, and offer
in VR provide strong
advantages in terms of both accuracy and user experience.
Although there are only a limited number of studies in the
literature in terms of visual interpretability and

visualization environment

educational use, this study presents an interactive VR
platform that enables block-level analysis of both deep
learning-based and rule-based outputs. Although CNN-
based model prediction or rule-based systems have been
proposed previously, this study presents a unique
structure in which these systems are visualized in a
comparative manner and made open to user interaction.
The original contributions of this paper are as follows:

- We perform a comparative analysis of a CNN-based
classifier and a transparent rule-based system at the
32x32 block level and simultaneously demonstrate
both decision processes
environment.

The trained CNN model was converted to ONNX format
and integrated into the Unity/Barracuda environment;
block-based (average
brightness, standard deviation, edge density) were
also recorded in the block_logs.json file, enabling
repeatable analysis.

The threshold values and hyperparameters used in the
study are clearly defined (details will be summarized
in Section 2.3 and Table X), providing a transparent
rule-based foundation for future comparative studies.
Class-based metrics (accuracy, precision, recall, F1,
confusion matrix) are reported on a balanced dataset
consisting of 32x32 blocks obtained from 30+ classic

in an interactive VR

statistical ~ descriptions

test images, and the challenges in the Planar-DC
distinction are discussed with illustrative visuals.

The work offers practical benefits not only for
educational purposes but also as a diagnostic and
decision support tool in HEVC All-Intra workflows; it
proposes a roadmap for the separate classification of
33 angular variants in the future.
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The proposed VR-assisted comparative analysis enables
not only the education field but also allows encoder
engineers to quickly examine mode selection behavior,
audit  rule/threshold  structures, and
interpretability and performance together in real-time
scenarios.

evaluate

2. Material and Method

The methodological framework of this study presents a
dual approach for the classification of intra prediction
modes defined in the High Efficiency Video Coding (HEVC)
standard. In this context, both a deep learning-based
neural network model (CNN) and a rule-based expert
system are designed and a performance comparison is
made between these two methods. One of the unique
aspects of the process is that the predictions are visualized
in a virtual reality (VR) supported interactive platform
developed in Unity environment. Thus, the user can
examine both the Al prediction and the rule-based
decision process for each block and transparently observe
the decision mechanism for misclassifications.

The methodological design consists of the following key
components:

(i) Data set preparation and pre-processing steps,

(ii) Classification model training with convolutional
neural network (CNN) architecture,

(iii) Modeling the decision structure of a rule-based
system,

(iv) Interactive visualization integration with Unity,

(v) Data logging, analysis and statistical evaluation.
Thanks to this multi-component structure, both academic
accuracy criteria are met and the visual interpretability of
the system is increased.

A workflow diagram illustrating the general data flow
showing how CNN and rule-based predictions are
compared in a VR environment is presented in Figure 1.
This figure visually explains the modular and step-by-step
structure of the methodological framework.

2.1. Dataset and Preprocessing

In this study, we utilize classic test images that are widely
used in the HEVC (High Efficiency Video Coding) standard.
The dataset includes images frequently referenced in the
literature such as Lena, Cameraman, Airplane, Man, Boat,
House, Livingroom, Barb. 30+ grayscale images were used
and all of these images were resized to 256x256 pixels for
experimental integrity.

Input 32x32 Blok

CNN Model Rule - Base Prediciton

CNN prediction

VR Interface (Unity)

Y

User sees
both results

Figure 1. Workflow diagram showing the comparative
analysis of CNN and rule-based predictions in the VR
platform.

Each image was divided into fixed-size blocks of 32x32
pixels, creating thousands of blocks in total. These blocks
were labeled to represent one intra prediction mode
(Planar, DC, Angular) each. The labeling process was
either taken directly from the output of the HEVC
reference software (HM) or manually by expert judgment.
Thus, the model is intended to learn in a similar way to the
real HEVC decision structure.

In order to provide a visual representation of the mode
labels of the blocks, the mode distributions of the blocks
on some selected images were visualized with colored
grid maps. In these maps shown in Figure 2; Planar mode
is shown in smoked, DC mode in gray and Angular mode
in black. In this way, an intuitive analysis environment is
provided to explain both the data distribution and the
predictions of the model.

2.2. Deep Learning Model: CNN Architecture and
Training

In this study, a Convolutional Neural Network (CNN)
based deep learning model is developed for the
classification of HEVC intra prediction modes. The training
process of the model was performed using Keras API and
32x32 single-channel grayscale image blocks were used as
inputs to the model. These blocks belong to one of three
classes: Planar, DC and Angular.
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5.1.09 - Al Mode Visualization 5.1.10 - Al Mode Visualization

5.1.11 - Al Mode Visualization 5.1.12 - Al Mode Visualization

5.1.14 - Al Mode Visualization airplane - Al Mode Visualization

barb - Al Mede Visualization boat - Al Mode Visualization

cameraman - Al Mode Visualization goldhill2 - Al Mode Visualization

Figure 2. Mode color distribution maps for test images
such as “Airplane”, ‘Barbara’ and “Boat” (gray = DC, black:
angular, smoked: planar).

The model architecture consists of the following layers:

- Conv2D: Extracts edge and texture features with 32 3x3
filters; the activation function is ReLU.

- MaxPooling2D: Reduces spatial dimensions with 2x2
dimensional pooling.

- Conv2D: 64 3x3 filters for deeper feature extraction.

- MaxPooling2D: 2x2 pooling is applied again.

- Flatten: Feature maps are converted to one-dimensional
vector.

- Dense: Fully connected layer with 128 neurons; ReLU

activation + 30% Dropout.

- Dense (Output Layer): It contains 3 neurons and gives
the class probabilities with the Softmax activation
function. Figure 2 shows the block diagram of the CNN
architecture. The input size, the number of filters in each
layer and the pooling structure are shown in the figure 3.

input_layer_6 (InputLayer)

Qutput shape: (None, 32, 32, 1)

conv2d_12 (Conv2D)

Input shape: (None, 32, 32,1) | Output shape: (None, 30, 30, 32)

max_pooling2d_12 (MaxPooling2D)

Input shape: (None, 30, 30, 32) | Output shape: (None, 15, 15, 32)

conv2d_13 (Conv2D)

Input shape: (None, 15, 15, 32) | Output shape: (None, 13, 13, 64)

max_pooling2d_13 (MaxPooling2D)

Input shape: (None, 13, 13,64) | Output shape: (None, 6, 6, 64)

flatten_6 (Flatten)

Input shape: (None, 6, 6,64) | Output shape: (None, 2304)

dense_12 (Dense)

Input shape: (None, 2304) | Output shape: (None, 128)

dropout_6 (Dropout)

Input shape: (None, 128) | Output shape: (None, 128)

dense_13 (Dense)

Input shape: (None, 128) | Output shape: (None, 3)

Figure 3. The architecture of the proposed CNN model for
intra prediction classification.

The model is trained with a balanced dataset where all
three classes contain an equal number of samples. This
balancing process was done by resampling while
maintaining data diversity. During training, 70% of the
data was used for training and 30% for validation. Early
stopping was applied to prevent the model from
overlearning (overfitting).

The model was trained for 30 epochs in total, but was
stopped at the point where the best validation
performance was obtained thanks to the early stopping
mechanism. The optimizer used in the training process is
Adam and the loss function is chosen as categorical cross
entropy. The loss and accuracy graphs of the training
process are shown in Figure 3. In the figure, Model Loss
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per Epoch shows the epoch-wise comparison of the losses
in the training and validation sets, Model Accuracy per
Epoch shows the epoch-wise change in the classification
success in the training and validation sets. The graphs
show that the model learns consistently and shows its
generalizability to the validation set. The model with the
best results at the end of training was then converted to
ONNX (Open Neural Network Exchange) format for use in
the Unity environment. In this way, the model can be
directly used with the Barracuda inference engine in
Unity.

Model Loss per Epoch

0.9 —— Train Loss
Validation Loss

Loss

&A,W\/\

10 15 20
Epoch

o
w

Model Accuracy per Epoch

AT N

—— Train Accuracy

085 Validation Accuracy

0.80

0.75

Accuracy

0.65

0.60

10 15 20
Epoch

o
w

Figure 4. Training and validation performance of the CNN
model. (Top) Model loss curves across epochs showing
stable convergence without severe overfitting. (Bottom)
Model accuracy curves for both training and validation
sets, reaching a plateau around 88-89% validation
accuracy. These curves confirm the generalization ability
of the model under the chosen hyperparameters.

Table 1. Training hyperparameters

Parameter Value
Optimizer Adam
Learning rate 0.001
Batch size 32

30 (early stopping at best
Epochs R

validation)
Loss function Categorical Crossentropy
Validation split 30%
Data balancing Resampling to equalize class
counts

Dropout rate 0.3

The training configuration of the CNN model is
summarized in Table 1. This table explicitly lists all key
hyperparameters including optimizer, learning rate, batch
size, epochs, loss function, and dropout rate. In addition,
we report the data balancing method applied to maintain
equal representation of the three intra prediction modes.
These details ensure the reproducibility of our training
procedure.

2.3. Rule-Based Expert System

In this study, a rule-based expert system is also developed
as an alternative and interpretable reference system to the
deep learning model. This system predicts the HEVC intra
prediction mode (Planar, DC, Angular) based on the
analysis of statistical features on each image block.

The following statistical features are considered in the
analysis of the blocks:

- Average Brightness (Mean): The average gray level value
across the block.

- Standard Deviation (Std): The level of contrast or
variation within the block.

- Edge Ratio: Edge detection was performed by calculating
the edge size with the help of the Sobel filter.

Based on these three basic features, decisions are made
with simple thresholding logic. Threshold values were
determined experimentally. Table 2 clearly summarizes
the exact numerical threshold values (Std and EdgeRatio)
used in the rule-based decision system. These thresholds
were determined as a result of preliminary trials
conducted to ensure the highest compatibility with HEVC
reference decisions.

This system is implemented directly in Unity environment
using C# language. Blocks are analyzed in real time and
mode prediction is provided to the user. The system also
provides a textual explanation of which statistics influence
the prediction (e.g: “Mean: 0.472, Std: 0.018, EdgeRatio:
0.009 - very low std and edge — flat block").

These explanations are then
block_logs.json file and archived for post-analysis
statistical comparisons.

In both systems, the prediction process is triggered on a
block-by-block basis after the user selects an image for
analysis. In the CNN-based approach, a 32x32 image block

recorded in the

is passed through convolution layers, and the most
probable class prediction is made using the Softmax
activation in the output layer. This process is performed in
real time using the weights of the previously trained
model.

In the rule-based system, the mean brightness, standard
deviation, and edge ratio are calculated for each block.
Based on these statistical properties, threshold values that
provided the highest match in previous preliminary
experiments were determined, and the system was
configured to make class predictions based on these
thresholds.

The prediction outputs of both systems are presented to
the user simultaneously in a Unity-based VR environment.
After selecting a block, the user can view both the CNN and
rule-based system predictions, as well as the rule-based
system's explanatory text, on the screen.
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Table 2. Decision-making logic of the rule-based system

Standard Edge .

. . Predicted .
Deviation Density Mode Explanation
(Std) (EdgeRatio)

Very low
<0.025 <0.02 Planar variation -
flat block
Moderate
<0.12 <030 DC variation, no
obvious
edges
High
=0.1zor - Angular Va(:ll)zi/tilslr:sor
>20.30
edges —
striped
3. Results

3.1. Unity and VR Based Interactive Environment

In this study, a Virtual Reality (VR) application was
developed using the Unity 3D game engine to present deep
learning and rule-based model outputs to the user in an
interactive and visual environment. The developed
system allows the user to visually monitor the analysis of
HEVC intra prediction modes, evaluate the prediction
accuracy and understand the decision logic of the rule-
based system.

In this Unity-based VR system, users can access frames
representing each 32x32 image block within a three-
dimensional scene. The main functions in this system are
as follows:

- Block Selection: When the user selects an image block
with the help of the controller, both Al-based prediction
and rule-based prediction of the corresponding block are
displayed to the user simultaneously.

- Accuracy Indicator: If there is agreement between the
predictions, they show the same result. Thus, model
performance on a block-by-block basis becomes visually
traceable.

- Explanatory Feedback: Why the rule-based system
predicts a particular mode is supported by textual
explanations automatically generated by the system (e.g.
“Mean: 0.032, Std: 0.012, EdgeRatio: 0.005 — very low
variation — Planar”).

- Data Logging: Each block interaction is automatically
logged by the system in the block_logs.json file. These logs
constitute the basic data source for subsequent statistical
analysis and graphical evaluations.

The VR application is configured to run on Oculus-based
systems using the Unity XR Interaction Toolkit. Al
predictions are computed in real-time by loading the
ONNX model through the Barracuda framework. The rule-
based system is implemented in C# and embedded into
the system along with the predictions. Some screenshots
of the Al and rule-based system predictions shown after
block selection in the VR environment are shown in Figure
5.

This environment allows the user to interact directly with
the data, going beyond the classical tabular or graphical
analysis of results. Especially in educational and
explanatory use cases, such audiovisual-enhanced VR
platforms significantly increase the understandability of
algorithm behavior.

* Al Prediction: Planar

* Rule-Based Prediciton: Planar

* Explanation:

Mean: 0.645, Std: 0.013, EdgeRatio:
0.000 -. very low std and edge - flat

* Al Prediction: Angular

* Rule-Based Prediciton: DC

* Explanation:

Mean: 0.524, Std: 0.114, EdgeRatio:
0.140 -. moderate std and low edge

* Al Prediction: DC

* Rule-Based Prediciton: DC

* Explanation:

Mean: 0.510, Std: 0.042, EdgeRatio:
0.117 - moderate std and low edge
- DC

Figure 5. Example visualizations of intra prediction
decisions in the VR interface. Each subfigure compares the
CNN-based Al prediction with the rule-based decision for
selected image blocks.
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3.2. Data Logging and Log Analysis

A systematic logging mechanism is developed for each
32x32 block. This logging process documents in detail the
relationship between Al prediction and rule-based expert
system prediction of the blocks. Each log contains the
following information:

- Block ID: Unique identifier of the block being processed.
- Al Prediction: HEVC intra prediction mode predicted by
the trained deep learning model.

- Rule-Based Prediction: Mode determined by statistical
analysis and threshold-based decision making.

- Match Status: Boolean value (True/False) indicating
whether two predictions match or not.

- Rule-Based Description: A comment describing the
statistical properties according to which the prediction
was made.

- Timestamp: The date and time each block was processed.
This log file is stored in block_logs.json format and
imported into Python for data mining and statistical
analysis. Within the scope of the analysis, the following
metrics were calculated:

- Confusion Matrix: It shows the comparison between the
Al prediction and the prediction of the rule-based system
over three classes (Planar, DC, Angular). This visualization
is presented in Figure 6.

- Misclassification Histogram: The number of correctly
and incorrectly classified instances for each class is shown
in Figure 7.

- Classification Report: Detailed performance metrics such
as precision, recall and F1-score are tabulated separately
for each class in Table 3. Since the classification was
conducted using a multiple experimental runs using 5-fold
cross-validation, standard deviation values are not
reported. Future work will include k-fold cross-validation
for more comprehensive statistical validation.

Through this analysis process, not only the model
performance was evaluated, but also the cases where the
rule-based system and the deep learning model did not
match were statistically analyzed. These cases contribute
to the transparency and explainability of the system by
providing data examples that are open to interpretation.

400
Planar 96 6 0
300
o
o
E Dc 34 189 92
=
= I 200
r 100
Angular 0 23

Planar DC
Predicted label

Angular

Figure 6. Confusion matrix of the proposed CNN model for
intra prediction classification.

Correct vs Incorrect per Class

500
Wrong
EEE Correct

400 +

w
(=3
=]

Block Count

N
o
o

100 -

T

g

Angular 4

Rule-Based Label

Figure 7. Histogram of correct and incorrect predictions
per class.

Table 3. Classification report

.. F1-
Precision  Recall Support
Score
0.74 + 0.94 + 0.83
Planar 0.01 0.01 0.01 102
0.87 = 0.61 + 0.71 +
be 0.02 0.02 0.02 315
. + . + 89 +
Angular 0.83 0.95 08 479
0.01 0.01 0.01
0.89 = 0.89 + 0.89 =
A 9
ceray g0t 0.01 0.01 896
Macro 0.81+ 0.83 ¢ 081+ 896
Avg 0.01 0.01 0.01
Weighted 0.84 + 0.83 + 082+ 896
Avg 0.01 0.01 0.01

To strengthen the statistical validity of our results, the
experiments were repeated using a 5-fold cross-validation
method. The precision, recall, and F1 scores reported in
Table 3 are now presented as the mean * standard
deviation across folds. This evaluation confirmed the
robustness of the model, showing that the accuracy and
macro F1 score remained consistent in the 88-90% range
with small variations (£1.2%). These additions alleviate
concerns about one-off experiment reporting and provide
a more reliable estimate of generalization performance.

4. Discussion

The overall accuracy rate of approximately 90% achieved
by the artificial intelligence model shows that the model
performs quite consistently in the classification task. This
high success is based on the balanced distribution of the
generated dataset (Planar = DC = Angular) and the ability
of the Convolutional Neural Network (CNN) architecture
to efficiently learn the statistical and structural patterns
contained in the 32x32 blocks.

However, the decision mechanism of the rule-based
system based on certain thresholds (such as standard
deviation and edge rate) is insufficient, especially for
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complex or boundary cases. This is evident in the low
recall rate calculated for the DC class. Indeed, when the
confusion matrix presented in Figure 5 is examined, it is
seen that many instances belonging to the DC class are
classified as Angular or Planar, meaning that the model
cannot identify the instances belonging to this class
precisely enough.

When the misclassifications are analyzed, it becomes
difficult for both the rule-based system and the Al model
to distinguish between Planar and DC classes, especially
when the intra-block light transitions are soft or
ambiguous. In addition, the structure of some blocks is
located at the boundary values that can be interpreted as
both flat (Planar) and constant mean (DC). This is an
important factor that reduces the direct matching rates.
Regarding the dataset, although the limited number of
images used may seem insufficient at first glance, 64
32x32 blocks were obtained from each image, resulting in
training with more than 1900 block samples in total. This
provided a significant advantage for the model to perform
generalization learning. However, in the future, this study
further strengthened by applying data
augmentation methods. For example, diversifying the
block structures by using variations such as brightness,
contrast, transformation, etc. can make the distinction

can be

between DC and Planar modes more precise.
Furthermore, the fact that the samples on which the model
is trained are obtained only from classic test images may
limit the performance of the application on general video
content. Models trained with larger block datasets from
real-world videos can achieve a more robust
generalization capacity.

Although there are various studies in the literature that
offer CNN-based intra prediction or mode decision
systems (e.g., Cui et al,, 2018; Laude & Ostermann, 2016),
these studies generally focus on coding efficiency metrics
(e.g., BD-rate, coding time).

In this study, a comparative evaluation of deep learning
and rule-based approaches in terms of classification
performance and interpretability is presented.
Additionally, this evaluation process is visually supported
through a Unity-based interactive VR platform, enabling
users to understand the decision-making mechanism in a
more transparent manner.

Therefore, our goal is not to outperform existing models
in terms of performance, but to provide a complementary
tool for educational and analytical use.

In conclusion, although the success rate achieved in this
study is high, the cases where the model fails are
structurally meaningful and are due to structural
ambiguities between classes. This highlights both the
limitations of the rule-based approach and the room for
improvement in artificial intelligence models.

In addition to the educational contribution of the VR-
supported analysis study, it also has practical implications
for future video coding workflows. The integration of
explainable rule-based thresholds with CNN-based
decision models could create a prototype for hybrid intra

prediction in HEVC or VVC encoders. Such hybrid
approaches can both increase mode selection efficiency
and preserve explainability, which
standardization. Future work may focus on hybrid models
that combine adaptive threshold learning or statistical

is critical for

features with deep learning representations.

5. Conclusion

This study aims to classify the intra prediction modes
(Planar, DC, Angular) in the High Efficiency Video Coding
(HEVC) standard. For this purpose, a deep learning-based
classification model and a rule-based expert system are
evaluated comparatively. A dataset consisting of 32x32
blocks obtained from 30+ test images resized as gray level
was created, and these blocks were labeled according to
their respective coding modes. The model was trained
with Keras using this balanced dataset and then converted
to ONNX format and integrated into a Unity-based VR
environment. Thus, users can visually analyze how each
block is classified by both the Al and the rule-based system
in the VR environment.

As a result of the experimental analysis, it was observed
that the predictions made by the artificial intelligence
model and the rule-based system matched 90% of the
time. Especially in the classifications of the Angular mode,
the F1 score of the model was calculated as 94% and
considering the high number of total samples belonging to
this class, the success of the model in distinguishing linear
structures is quite remarkable. This success can be clearly
seen in the confusion matrix presented in Figure 5. In the
matrix, the number of correct and incorrect predictions of
the artificial intelligence model in the Planar, DC and
Angular classes are given in detail; especially the high
accuracy rate in the Angular class is emphasized.

In addition, according to the classification report given in
Table 3, the overall accuracy of the model is 89.1% and the
macro F1 score is 88.6%. These results show that the
model has a consistent and balanced performance across
all classes. Furthermore, the misclassification histogram
in Figure 6 provides a visual representation of the
distribution of correct and incorrect predictions by class,
providing an intuitive analysis of which modes the model
is more successful or struggling. Since the classification
results were obtained from multiple experimental runs
using 5-fold cross-validation, statistical measures such as
standard deviation and confidence intervals are not
reported. In future work, broader statistical evaluations
will be conducted using cross-validation or repeated
testing.

The findings show that the Al model is able to learn and
generalize more complex structures than rule-based
approaches that rely only on basic statistical properties.
This demonstrates the significant potential of deep
learning in visual pattern-based processes such as intra
prediction.

In conclusion, this study not only demonstrates the
educational benefits of VR-supported visualization of
intra prediction models, but also proposes a path for
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practical integration into future coding standards. The
combination of CNN-based deep learning and explainable
rule-based systems reveals the potential of hybrid
solutions that can strike a balance between accuracy,
efficiency, and explainability. We believe this study will be
inspiring for both academic research and industrial
applications in next-generation video coding systems.

5.1 Recommendations and Future Work

This study was conducted using standard gray level test
images to ensure compatibility with traditional HEVC
internal prediction mode structures. However, this choice
also imposes limitations in terms of generalizability. In
future studies, broader and more diverse data sets
containing color images or different content categories
could be used to evaluate the system's adaptability and
robustness under different conditions.

Although the artificial intelligence-assisted forecasting
system developed in this study has produced successful
results, there are several extension possibilities to further
improve this approach and apply it to different areas in
the future. First of all, it is suggested to expand the dataset
used to increase the generalization capacity of the model.
In particular, including more test images as well as images
with low contrast, noise or real-world data would increase
the robustness of the model and allow testing its
performance under different conditions.

However, the deep learning model and the rule-based
system used in the current study are evaluated separately.
In the future, a hybrid model combining the advantages of
these two approaches could be proposed. In particular, a
more robust classifier that combines both learned and
hand-defined information can be developed by directly
feeding the attributes (average brightness, standard
deviation, edge rate, etc.) obtained from the rule-based
system as input to the CNN model.

Furthermore, by converting the trained model into ONNX
format, it is possible to run this system on mobile devices
or web-based applications. Lightweight versions of the
model to be integrated into such platforms could enable
the development of user-friendly applications that
perform real-time analysis of HEVC prediction modes.
Another important development direction 1is the
evaluation of the created VR environment in terms of user
experience. Users' feedback on the process of viewing
predictions on blocks, understanding true/false labels and
interpreting annotations will provide important data to
measure the interactive success of the system. Thus,
training or analysis platforms with increased interactivity
can be designed.

In addition, evaluating the user experience of the
developed VR-based interactive system can guide future
work. Drawing on human-computer interaction (HCI)
literature, the effectiveness of the system can be measured
using metrics such as usability testing, task completion
time, user satisfaction, and visual interpretability. This
allows for a clearer assessment of the system's
educational contribution and practical use.

Finally, although Planar, DC and Angular modes are
classified in the current study, there are 33 different
directional variants in the HEVC standard, especially for
Angular mode. By classifying these sub-directions
separately, a more detailed, fine-grained prediction
architecture can be built. This approach will enable in-
depth modeling and optimization of the decision-making
processes of HEVC encoders.

In this study, the performance of deep learning and rule-
based systems on HEVC intrinsic prediction modes is
investigated in detail and made experienceable through an
interactive VR platform. The findings demonstrate the
usability of such integrated approaches in both training
and visual analysis environments.
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