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Giines enerjisi sistemlerinin tasariminda giines isiminunin dogru tahmini onemlidir. Bu ¢alismada,
Afyonkarahisar ve Elazig illerine ait 2000-2024 arasi 18.264 giinliik veriyle giines 1sinimi tahmini
yapilmis, MLR, SVR, XGB ve RF algoritmalar karsilagtirilmistir.] Accurate prediction of solar
radiation is crucial for designing solar energy systems. In this study, 18,264 daily meteorological
records (2000-2024) from Afyonkarahisar and Elazig were used to estimate solar radiation. MLR,
SVR, XGB, and RF algorithms were applied and compared for prediction performance.
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resy SVR). XGBoost (XGB) v S .
regresyonu ) ?DS ( N ) ve modellerin farkh iklim kogullarmda
rastgele orman (RF) olmak iizere dért makine tahminleri sunulmustur
dgrenmesi modeli kullanilmigtir. S
Afyonkarahisar ve Elaz illerine Modellerin performans1 R?2, RMSE, MSE,
ait 18.264 giinliik sicakhk, nem, MAE ve MAPE hata metrikleriyle 5lgiiliip

riizgar iz ve basing verileri 10 kath gapraz dogrulama uygulanarak
almp hazirlanmstir. modellerin genellenebilirlisi artirlmistir.

Sekil A: Giines Istmmi Tahmin Siireci [Figure A: Solar Radiation Prediction Process

Onemli noktalar (Highlights)

» 18.264 gozlem iceren Afyonkarahisar ve Elazig’a ait giinliik meteorolojik verilerle
modelleme yapilmistir./Modeling was conducted using 18,264 daily meteorological
observations from Afyonkarahisar and Elazig.

»  Giines isinum tahmini i¢cin MLR, SVR, XGBoost ve RF algoritmalari kullanilmistir./ MLR,
SVR, XGBoost, and RF algorithms were used for solar radiation prediction.

»  R? RMSE, MSE, MAE ve MAPE metrikleri ile model karsilastirmas yapilmigtir.| Model
performance was evaluated using R>, RMSE, MSE, MAE, and MAPE metrics.

» 10 katl ¢apraz dogrulama ile modellerin genellenebilirligi artirilmistir.] 10-fold cross-
validation was applied to improve model generalizability.

Amag(Aim): 2000-2024 yillar: arasinda Afyonkarahisar ve Elazig’a ait giinliik meteorolojik
verilerle (sicaklik, nem, riizgar hizi, basing) giines iginimini dort makine 6grenmesi modeli (MLR,
SVR, XGB, RF) ile tahmin etmektir. Modeller, R?> RMSE, MSE, MAE ve MAPE ile
degerlendirilmistir.| To predict solar radiation using daily meteorological data (temperature,
humidity, wind speed, pressure) from Afyonkarahisar and Elazig between 2000 and 2024 with four
machine learning models (MLR, SVR, XGB, RF). The models were evaluated using R> RMSE, MSE,
MAE, and MAPE metrics.

Ozgiinliik (Originality): Tiirkiye'nin farkly iklim bélgelerine ait uzun dénemli verilerle yapilan bu
analiz, giines 1simim tahmininde makine Ogrenmesi yontemlerinin giivenilirligini ortaya
koymaktadwr. Literatiirde bu élgekte az sayida ¢alisma bulunmast, arastirmayr 6zgiin kilmaktadur./
This analysis, conducted using long-term data from different climatic regions of Turkey,
demonstrates the reliability of machine learning methods in solar radiation prediction. The limited
number of studies at this scale in the literature highlights the originality of this research.

Bulgular (Results): Afyonkarahisar i¢cin R*=0.9866, MAE=0.19, MAPE=2%6.12, RMSE=0.27
olarak Elazig i¢in R?=0.9887, MAE=0.19, MAPE=%6.51, RMSE=0.26 hesaplanmistir. RF modeli
Sarkly iklim kosullarinda dahi tutarl ve yiiksek dogrulukia tahmin edilmigtir.l For Afyonkarahisar,
R?was calculated as 0.9866, MAE as 0.19, MAPE as 6.12%, and RMSE as 0.27; for Elazig, R*> was
0.9887, MAE 0.19, MAPE 6.51%, and RMSE 0.26. The RF model provided consistent and highly
accurate predictions even under different climatic conditions.

Sonu¢ (Conclusion): RF ve XGB modelleri giines ismmimi tahmininde yiiksek dogruluk ve
genellenebilirlik saglamig, enerji planlamast ve siirdiiriilebilirlige katlkida bulunmustur.! RF and
XGB models achieved high accuracy and generalizability in solar radiation prediction,
contributing to energy planning and sustainability
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Gilines enerjisi ile yapilacak yatirnmlarda en Onemli parametrelerden birisi glines 1§inim
miktaridir. Glines 1s1n1min1 etkileyen bir¢ok parametre vardir. Hava sicaklig, riizgar hizi, bagil
nem ve basing bu parametrelerin basinda gelmektedir. Bu calismada, 2000-2024 yillarini
kapsayan Afyonkarahisar ve Elazig illerine ait toplam 18 264 gézlemden olusan bir veri seti
kullanilarak farkli makine 6grenmesi algoritmalari ile giines 1sinimi tahmini yapilmistir. Caligma
kapsaminda ¢oklu dogrusal regresyon ve Destek Vektor Regresyonu (SVR), XGBoost (XGB) ve
Rastgele Orman (RF) gibi dogrusal olmayan makine 6grenmesi algoritmalart kullanilmugtir.
Gelistirilen modellerin kalite performanslari; belirleme katsayisi (R?) ve RMSE, MSE, MAE ve
MAPE gibi hata metrikleri aracilifiyla belirlenmistir. Calisma sonucunda RF ve XGB
modellerinin basarili bir sekilde yiiksek tahmin performansin sergiledikleri ortaya konulmustur.
Afyonkarahisar ve Elazig illeri i¢in en yiiksek R? degeri sirasiyla 0.9866 ve 0.9887 ile RF
algoritmasinda elde edilmistir.

The use of different machine learning methods in solar radiation
estimation with satellite data
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One of the most important parameters when investing in solar energy is the amount of solar
radiation. There are many parameters that influence solar radiation. Air temperature, wind speed,
relative humidity and pressure are the first of these parameters. In this study, sun radiation was
estimated with different machine learning algorithms using a total dataset consisting of 18,264
observations of Afyonkarahisar and Elazig provinces for the years 2000-2024. Non-linear
regression and support vector regression (SVR), XGBoost (XGB) and random forest (RF) were
used in the study. The quality performance of the developed models; the coefficient of
determination (R?) and RMSE, MSE, MAE and MAPE are determined by error metrics. As a
result of the study, RF and XGB models have successfully achieved high estimation performance.
The highest R? value for Afyonkarahisar and Elaz1§ provinces was obtained in the RF algorithm
with 0.9866 and 0.9887 respectively.

1. GIRIS (INTRODUCTION)

Kiiresel enerji talebinin hizla artmasiyla, enerji
kaynaklarina olan ihtiya¢ biiylimektedir. Enerjiye
olan ihtiyag elektrik talebi, sanayilesme, ulasimda
elektrik kullanimi ve yapay zeka gibi teknolojilerin
etkisiyle artmistir. Bu enerji talebi yenilenebilir
enerji kaynaklarinin stratejik Onemini ortaya
koymus olup; fosil yakitlara olan bagimlilig
azaltmanin, iklim krizine kars1 miicadelede ne kadar
kritik oldugunu gostermektedir. Talebin biiyilik

boliimii giines enerjisi basta olmak tizere diisiik
emisyonlu kaynaklardan karsilanmaktadir [1].

Glines enerjisinin verimliligi, hava kosullarina bagh
olarak degismektedir. Glines 1s1n1mu; sicaklik, bagil
nem, riizgar hizi ve bulutluluk gibi meteorolojik
faktorlere baglidir. Bu faktorler giines enerjisinden
enerji lretimini dogrudan ya da dolayli yoldan
etkilemektedir. Bu meteorolojik degisiklikler,
giines enerjisinin liretiminde ani dalgalanmalara yol
acmakta ve bu nedenle siirekli bir enerji iiretimi
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saglanamamaktadir. Ayrica, giines enerjisinin
belirsiz yapist ve giin i¢indeki hava kosullarina
bagl dalgalanmalardan dolayi, enerji sebekesinde
ani gerilim diislislerine neden olabilmektedir. Kisa
vadeli enerji tahminleri, enerji sistemlerinin istikrar1
icin 6nemli bir konu haline gelmistir [2]. Son
yillarda, giines enerjisi iiretiminin  tahmini
konusunda pek c¢ok arastirma ve ¢alisma
gerceklestirilmistir. Bu alandaki literatiir, 6zellikle
gilines enerjisinin zaman igindeki degiskenligini
dogru bir sekilde Ongorebilmek igin ¢esitli
yontemlerin  ve  modellerin  gelistirilmesine
odaklanmaktadir [3]. Ampirik modellere alternatif
olarak makine 6grenimi modelleri, isabetli sonuglar
vermeleri nedeniyle giines 1sinimi1 tahminleri i¢in
etkili bir yontem olarak goriilmektedir. Yaygin
olarak tercih edilen yontemler arasinda yapay zeka
ve makine d6grenmesi uygulamalar1 yer almaktadir

[4].

Makine Ogrenmesi modelleri veri analizi ve
tahminleme siireclerinde genis bir yelpazede
kullanilmaktadir. Denetimli 6grenme, etiketli
verilerle c¢alisarak siniflandirma ve regresyon
problemlerini ¢6zmek i¢in dogrusal regresyon,
lojistik regresyon, karar agaclari, destek vektor
makineleri ve yapay sinir aglart gibi yontemler
kullanmaktadir [5].

Yine diger yoOntemlerden biri olan Ansambl
o6grenme (Ensemble Learning), birden fazla zayif
modeli bir araya getirerek daha gii¢lii ve dogru bir
model elde etme yoOntemidir. Bu yaklasim,
genellikle daha yiiksek dogruluk ve genelleme
yetenegi saglamak amaciyla kullanilmaktadir.
Ansambl 6grenme yontemleri XGBoost (XGB),
Random Forest (RF), LightGBM ve CatBoost
modelleridir [6].

Villegas-Mier ve arkadaslar1 yaptigi bir ¢alismada
Juriquilla boélgesinde 2020 ve 2021 yillarina ait
verilerle giines radyasyonunu tahmin etmek i¢in RF,
Adaboost, Basit Dogrusal Regresyon (SLR) ve
Yapay Sinir Aglart (ANN, MLP) modellerini
kullanarak farkli algoritmalarin dogruluk oranlarini
karsilastirmis ve hiperparametre optimizasyonuyla
ozellikle RF ve Adaboost modellerinin %95.98’¢
varan yiksek dogrulukla en iyi performansi
gosterdigini ortaya koymuslardir [7].

Ercan ve Koger yaptiklar1 c¢aligmada, Akdeniz
Bolgesi'ndeki 8 sehir igin gilines 1smimin1 tahmin
etmek i¢in Gradient Boosting (GB) , XGB ve Yapay
Sinir Aglar1 modellerini kullanarak en iyi sonucu
XGB yontemiyle elde etmislerdir. Bu yontemle en
yiiksek dogruluk oran1 R? = 0.9993 ve diisiik hata

degeri MAPE = 0.0119 olan sonuglar1 elde

etmislerdir[8].

Sezikli ve digerleri; RF, Karar Agaclari, K-En
Yakin Komsu (KNN) , Lasso Regresyonu, Ridge
Regresyonu, Polinomial Regresyon ve Dogrusal
Regresyon (LR) modellerini kullanarak giines
enerjisi  panellerinden elde edilen verilerle
modellerin  performansint  degerlendirmislerdir.
Random Forest algoritmasi ile en yiiksek R?=
0.9778 skoru ile en bagarili sonuglari elde
etmistir[9].

Bamisile ve digerleri, Afrikadaki bir lokasyonda
2016-2017 yillarinda Rotating Shadowband
Istnimolger (RSI) cihazi ve Silikon piranometreyle,
1 dakikalik araliklarla olgiilen gilines 1s1nIM1
verilerini kullanarak giines radyasyonu tahmini
yapmiglardir. 566 251 veriden olusan Global Yatay
Istnim (GHI) ve Dagilmis Isinim (DHI) degerlerini
kullanmiglardir. Yapilan calismada Long Short-
Term Memory (LSTM), XGB, Coklu Dogrusal
Regresyon (MLR) ve Karar Agaci Regresyonu
(DTR) modellerinden XGB modeli, diger modellere
kiyasla daha iyi ve tutarli sonuglar vermistir. GHI
tahminlerinde ~ R?=0.846  araliginda, = DHI
tahminlerinde R? = 0.779 bulunmustur [10].

Sagar ve digerleri, gilines enerjisi sistemlerini
optimize etmek i¢in giines radyasyonunu tahmin
etmek amaciyla RF, XGB ve Cok Katmanh
Algilayict  (MLP)  modelinin  dogrulugunu
karsilagtirmiglardir. Calismada kullanilan veri seti,
sicaklik, nem, riizgar hiz1 ve giin dogumu/batimi
saatleri gibi meteorolojik ve zamanla ilgili
ozellikleri icermektedir. XGB modeli istiin bir
performans sergileyerek 0.93 R? ve 81.87 RMSE
degerlerine ulasmis, verilerdeki karmasik dogrusal
olmayan iliskileri etkili bir sekilde yakalamistir.
MLP modelinin, R?> degeri biraz daha diisiik
olmasina ragmen, en diisiik ortalama mutlak hata
MAE = 41.74 degerini gostermistir [11].

Azam ve digerleri, Agustos 2020 - Temmuz 2023
tarihleri arasindaki 3 yillik bir 6l¢iim siiresi olan veri
setini kullanarak Aylik ortalama daginik giines
radyasyonunu tahmin etmek i¢in makine 6grenmesi
modelleri gelistirmisler ve bu modellerin basarilar
bolgeye oOzgli en iyi dort deneysel modelle
karsilastirmislardir. Destek  Vektor Makineleri
(SVM), Gauss Siiregleri Regresyonu (GPR), RF,
KNN, MLP ve XGB modellerini kullanmislardir.
Her model R? MAE, RMSE, MAPE gibi
istatistiksel kriterlere gore degerlendirilmis ve
kriterler oOlgeklendirilerek her modele Global
Performans Indeksi (GPI) atanmustir. Sonug olarak
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XGB modeli, en yiiksek GPI skoru olan 6.073 ile en
iyi performansi gostermistir [12].

Wan ve digerleri, yaptiklar1 ¢alismada Chongqing
bolgesinde giines difliz radyasyonu tahmin etmek
icin yiiksek hassasiyetli bir model gelistirmistir.
8179 o6lgiim verisi kullanilarak RF modeli ile modeli
ile tahminler yapilmis ve modelin dogrulugu, R? =
0.72, MAE = 35.99 ve RMSE = 50.46 gibi
istatistiksel sonuglarla degerlendirilmistir [13].

Kiiciiktopcu ve digerleri, Kiitahya iline ait 1981-
2010 willar1 arasindaki meteorolojik  veriler
kullanarak giinliik giines radyasyonu tahmini igin
KNN, destek vektor regresyonu (SVR) ve RF
modellerini degerlendirmis ve bu modellerin
dalgacik doniisiimii (WT) ile kombinasyonlar1 da
degerlendirilmistir. Sonuglar, SVR ve KNN
modellerinin hem dogruluk hem de belirsizlik
acisindan benzer performanslar sergiledigini
gostermektedir. Ancak, KNN-WT, RF-WT ve

SVR-WT gibi hibrit modeller, bireysel ML
modellerine  goére daha yiiksek  dogruluk
saglamaktadir.  Ozellikle, SVR-WT  modeli,

giineslenme siiresi, hava sicakligi, riizgar hiz1 ve
bagil nem gibi girdilerle en iyi performansi
sergileyerek test verisi igin R>= 0.923, RMSE: 2.174
MJ/m? degerlerini elde etmislerdir[14].

Yuzer ve Bozkurt yaptiklar1 ¢alismada Hakkari
ilinde 2019-2021 wyillar1 arasinda 5 saniyelik
araliklarla toplanan yaklasik bir milyon veri
noktasini kullanarak, yapay sinir agi (ANN)
modelleriyle glines 1$In1mi1 tahmini
gergeklestirmistir. Calismada bes farkli egitim
algoritmasi ve iki farkli ANN mimarisi denenmis;
gizli katmandaki noron sayisinin ve kullanilan
transfer  fonksiyonlarinin  tahmin  dogrulugu
tizerindeki etkileri analiz edilmigtir. En basarili
sonug, Levenberg—Marquardt algoritmast ve
“tansig” transfer fonksiyonuna sahip, 100 néronlu
ag yapisiyla elde edilmis olup, modelin korelasyon
katsayis1t R = 0.9783 ve ortalama mutlak yiizde
hatas1 (MAPE) %6.79 olarak elde etmislerdir [15].

Bu calismanin amaci, Ocak 2000- Aralik 2024
yillar1 arasindaki Afyonkarahisar ve Elazig
sehirlerine ait glinlik meteorolojik  veriler
kullanilarak, gilines radyasyonunun tahmininde 4
farkli makine 6grenmesi modelinin (RF, XGB,
SVR, MLR) performanslarin1 degerlendirmektir.
Calismada, her bir modelin dogrulugu, hata
metrikleri olan R2, RMSE, MSE, MAE ve MAPE
ile degerlendirilmis ve hangi modelin en iyi tahmin
dogrulugunu sagladigi belirlenmistir. Tiirkiye
baglaminda NASA  verisinin farkli  iklim
bolgelerinde modellenmesine yonelik ¢aligsmalarin

sinirli olmasi, bu aragtirmanin 6zgiin yonlerinden
biri olarak One ¢ikmaktadir. Bu calisma, gilines
radyasyonunun dogru tahmin edilmesinin, giines
enerjisi sistemlerinin verimliligi ve optimizasyonu
acisindan 6nemli oldugunu vurgulamaktadir.

2. MATERYAL VE METOD(MATERIALS AND
METHODS)

Bu ¢alismada, giines radyasyonu tahmini amaciyla
cesitli makine 6grenimi modelleri kullanilmistir. i1k
olarak, veriler toplanmis ve eksik ya da aykir
gozlemler veri Onisleme adiminda diizeltilmistir.
Veriler normalize edilerek modellemeye hazir hale
getirilmistir. Modelleme asamasinda SVR, REF,
XGB, MLR algoritmalar1 uygulanmistir. Bazi
modellerde hiperparametre optimizasyonu
yapilmistir. Caligmanin genel akisini ve izlenen
yontem adimlarini 6zetleyen sematik gosterim Sekil
1'de sunulmustur.

Makine
. Veri Ogrenimi Deserlendi
Onisleme Modelleme egeriendirme
f f 1
01 - 02. - 03. — 04, — 05 —- 06
l ! l
Veri Metod Capraz
Toplama Secimi Dogrulama

Sekil 1. Calismanin Akis Semasi (Flow Chart of the
Study)

2.1. Veri Toplama (Data Collection)

Glines Enerjisi Potansiyel Atlas1 (GEPA) verilerine
gore, Tirkiye'deki yillik ortalama giineslenme
stiresi 2.741 saat olarak belirlenmistir; bu da giinliik
yaklagik 7.5 saatlik bir siireye denk gelmektedir.
Ayrica, iilkedeki toplam giines enerjisi 1§1mm
miktart yillik 1.527 kWh/m? olarak hesaplanirken,
giinliik ortalama degeri ise 4.18 kWh/m? “dir [16].

Bu ¢alisma Afyonkarahisar ve Elazig illerinin giines
enerjisi potansiyelini degerlendirmek amaciyla,
giines 1smim1 ve ilgili iklimsel faktorlerin analizi
lizerine yapilmistir. Tirkiye, 6zellikle glines 1s1nimi1
bakimindan zengin bir iilke olup, bu ¢alisma iki
farkli sehirde, Afyonkarahisar ve Elazig sehirlerine
ait verilerle yapilan analizleri icermektedir. Giines
isinimint - etkileyen ¢esitli ¢evresel faktorler, bu
sehirlerin yerel iklim kosullarin1 yansitacak sekilde
degerlendirilmistir. Afyonkarahisar ve Elazig illeri,
sahip olduklar1 farkli iklimsel 6zellikler goz oniinde
bulundurularak secilmistir. Afyonkarahisar, tipik
karasal iklim kosullarma sahip olup kislar1 soguk ve
karli, yazlari ise sicak ve kurak gecmektedir. Buna
karsilik Elaz1g, yar kurak/karasal iklim ozellikleri
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gostermekte ve daha az yagish, sicak ve kurak
yazlara sahiptir. Bu iklimsel farkliliklar, makine
O0grenmesi modellerinin performanslarimin ¢esitli
cografi ve iklimsel kosullar altinda karsilagtirmali
olarak degerlendirilmesine olanak tanimaktadir.

Veri seti, NASA tarafindan saglanan acik erisimli
veriler kullanilarak olusturulmustur. Bu veriler,
sicaklik, riizgar hizi, bagil nem, basing, giin, ay ve
giines 1s1n1m1 verilerini icermektedir. Bu faktorler,
gilines 1smimi lizerindeki etkileri belirlemek igin
modelleme siirecinde 6nemli degiskenler olarak
secilmistir. Veriler, Ocak 2000- Aralik 2024
tarihleri arasindaki donemi kapsayan zaman

diliminde, her iki sehir igin toplanmis ve her bir
sehir icin 9 132 satirdan olusan veri setleri
olusturulmustur [17]. Veri setine deklinasyon agisi
Diinya'nin

hesaplanarak  eklenmistir. giines

etrafindaki hareketi sirasinda gezegenin ekseni
yaklagik 23.45 derece egik bir pozisyondadir.
Uzaydan bakildiginda, Diinya'nin ekseni sabit kalir
ve gezegen, gines etrafinda doner. Giinesin
deklinasyonu, Diinya'nin ekseninin, giines ile
Diinya arasindaki ¢izgiye dik olan bir diizlemle
yaptig1 a¢1 olarak tanmimlanir [18]. Deklinasyon
acis1, hesaplamanin yapildigi ay1 temsil eden giiniin
yil i¢indeki giin numarasina (n) bagli olarak degisen
bir parametre olup, Esitlik 1 ile hesaplanir [19].
Sekil 2°de, Tiirkiye’nin sehir diizeyinde ayrintili bir
giines enerjisi potansiyeli verilmistir [16].

(284 + n)>

6 = 23.45sin (360. 365 (D)

Sekil 2. Giines Enerjisi Potansiyel Haritas1 Afyonkarahisar ve Elazig (Solar Energy Potential Map Afyonkarahisar

Modellemede kullanilan veri setindeki
degiskenlerin betimsel istatistiksel 6zellikleri Tablo
1’de verilmistir. Tabloda, her bir degisken i¢in
ortalama, medyan, minimum, maksimum ve
standart sapma gibi temel istatistiksel Olgiitler yer
almaktadir. Bu bilgiler, veri setinin genel dagilimi
hakkinda fikir vermekte ve modelleme siirecinde
kullanilacak verilerin analizine 1s1k tutmaktadir.

and Elaz1g)

2.2.Makine Ogrenmesi Yontemleri

Learning Methods)

(Machine

Calismada, giines 1s1n1mi1 tahmini i¢in farkli makine
O0grenimi  modelleri kullanilmistir. Modellerin
dogrulugunu artirmak ve sonuglarin giivenilirligini
saglamak amaciyla cesitli yontemler uygulanmustir.
Veri seti, eksik veriler ve aykir1 degerler agisindan
kontrol edilmis, ardindan normalizasyon isglemleri
yapilmustir. Literatiir taramas1 sonucunda belirlenen
bagimsiz degiskenler kullanilarak modelleme siireci
gergeklestirilmigtir.

Tablo 1. Veri setinin betimsel istatistikleri (Descriptive statistics of the dataset)

Elang Afyonkarahisar
min ort maks  Std min ort maks Std
sap sap
Girdi Sicaklik - -
degiskenleri 18.34 13.16 33.87 10.67 16.27 10.33 29.51 8.66
Riizgarhizz 042 190 9.03 084 054 256 1131 1.20
Bagil nem 10.76 56.50 9951 2158 21.35 66.35 99.80 16.59
Basing 86.60 88.39 89.87 046 84.72 8752 88.94 0.44
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Deklinasyon -

23.45 0.00 2345 16.59 23.45 0.00 2345 16.59
Hedef Tstnim 021 48 925 249 017 473 915 230
degisken
Calismada, RF, XGB, SVR, MLR gibi farkli performanslart acisindan Kkarsilagtirilmigtir. Bu

modeller kullanilmistir. Bu yontemlerin her biri,
giines 151n1m1 tahmini yapmak i¢in farkl 6zelliklere
ve avantajlara sahiptir. Ozellikle XGB gibi
algoritmalar, giiclii 6grenme kapasitesine sahiptir.
MLR gibi klasik regresyon modelleri ise daha basit
ve hizli ¢oziimler sunmaktadir. Egitim ve test veri
setlerinin orani sirasiyla %80 ve %20 olarak
belirlenmistir. Sekil 3’de ¢alismada kullanilan
makine Ogrenimi siirecine ait genel yap1
sunulmustur. Bu yapida; girdi olarak kullanilan veri
ozellikleri, uygulanan modelleme yontemleri ve
elde edilen cikti degerleri arasindaki iligki gorsel
olarak gosterilmektedir. Modelleme siireci Python
programlama dili kullanilarak Jupyter Notebook
ortaminda gergeklestirilmistir.

MAKINE
OGRENMES]
SICAKLIK ~~ —m
RUZGARHIZI — >  RF
_ * XGB GUNES ISINIMI
BAGILNEM ——— , MLR Aot
BASINC _ S
DEKLINASYON
ACISI

Sekil 3. Girdi-Model-Cikt1 Akis Diyagrami (Input-
Model-Output Flow Diagram)

Calismada modellerin dogrulugunu artirmak ve
asir1 uyum (overfitting) problemini Onlemek
amaciyla k-kath ¢apraz dogrulama (k-Fold Cross
Validation) yontemi kullanilmigtir. Bu yontem
algoritmalarin performansim1 degerlendirmek ve
genelleme kabiliyetini objektif bir sekilde dlgmek
amaciyla siklikla kullanilan yontemlerden biridir.
Bu yontemde, veri kiimesini k esit parcaya boler;
her bir iterasyonda bir fold test verisi olarak
ayrilirken, kalan k—1 fold egitim i¢in kullanilir. Bu
islem k kez tekrarlanir ve her defasinda model,
farkli bir egitim/test bolmesi {iizerinde yeniden
egitilir. Sekil 4 ‘de k-katli ¢apraz dogrulama semasi
verilmistir.

Bu ¢alismada, k degeri 10 olarak se¢ilmis ve egitim
veri seti 10 alt kiimeye boliinerek her alt kiime
sirayla test seti olarak kullanilmistir. Bu islem,
modelin genel performansimi daha giivenilir bir
sekilde 6lgmek amaciyla tekrarlanmig ve sonuglarin
ortalamast alinmustir. Sonuglar, kullanilan farkli
modellerin ~ dogruluk  oranlart  ve  genel

sayede, solar radyasyon tahmini i¢in ¢ etkili olan
model belirlenmistir.

( Veri Seti )

Test Verileri

Egitim Verileri

s,

erasyon k=]
fterasyon k=2
erasyon k=

Sekil 4. k-katli gapraz dogrulama (k-fold cross-
validation)

2.2.1. Rastgele Orman ( Random Forest)

RF, smiflandirma ve tahminleme islemlerinde
kullanilan bir makine 6grenmesi modelidir. Makine
ogrenmesi algoritmalar1 ve yapay zeka modellerinin
egitimi i¢in yiiksek kaliteli ve yeterli miktarda
veriye ihtiya¢ vardir. Sistem performans verileri,
algoritmalarin iyilestirilmesi, yazilim ve donanim
verimliliginin artirilmasi, kullanic1 davranislarinin
analizi, desen tanima, karar verme, tahmine dayali
modelleme ve problem ¢6zme agisindan biiylik
onem tasir. Cesitli veri toplama ve isleme
yontemlerinin  entegrasyonu, bu  siireglerde
hassasiyet ve yenilik saglar. Bu teknik, karar
agaclar1 konseptine dayanir. RF, bir¢ok karar agaci
olusturur ve bunlarin g¢iktilarinin birlesimiyle nihai
tahmini iiretir. Her bir agag, verinin rastgele bir alt
kiimesi ile egitilir. Bu yapi, modelin genelleme
yetenegini artirir ve agirt 0grenme (overfitting)
problemini azaltir. Ayrica, eksik verilerle ve
dengesiz veri kiimeleriyle basa ¢ikma konusunda
etkilidir. Rastgele degisken se¢iminin yol agtigi
sorunlar1 da azaltir. Bu yonleriyle RF, makine
Ogrenmesi alaninda en etkili ve giiglii yontemlerden
biri olarak kabul edilir ve otomatik siniflandirma,
veri tahmini ve denetimli 6grenme gibi bir¢ok
alanda yaygin olarak kullanilir[20] .

2.2.3. XGBoost (Extreme Gradient Boosting)

XGB, makine grenmesinde yaygin olarak tercih
edilen ve karar agaclar1 temelli bir topluluk
algoritmasidir. Bu yoOntem, gradyan artirma
algoritmasinin gelistirilmis bir versiyonu olarak
tasarlanmis olup, 6zellikle biiyiik ve karmasik veri
kiimeleri iizerinde yiiksek dogrulukla tahminler
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yapabilme kabiliyetiyle 6ne ¢ikar[21]. Algoritma,
ardisik olarak insa edilen zayif tahminleyicilerin
(genellikle karar agaclarimin) birlesiminden giiclii
bir model olusturarak Ogrenme siirecini
gerceklestirir. Bu siirecte, her yeni model, bir 6nceki
modellerin yaptig1 hatalar1 azaltmay1 hedefler.
XGB’un temel farki, bu siireci daha verimli hale
getirmek i¢in gesitli miihendislik ve matematiksel
optimizasyonlar kullanmasidir. XGB’un klasik
gradyan artirma algoritmalarina gore en biiyiik
avantajlar1 arasinda paralel islemeye uygunlugu,
eksik verilerle basa ¢ikma yetenegi, overfitting’i
azaltmak i¢in diizenlilestirme igermesi ve Ozel
olarak gelistirilmis optimizasyon teknikleri yer alir
[22].

XGB algoritmasinin matematiksel temeli, modelin
tahminleme siirecini, optimizasyon yaklagimini ve
diizenlilestirme mekanizmasinm1 igeren belirli
denklemlerle ifade edilmektedir. Bu kapsamda,
XGB’un temel denklemleri esitlik 2,3, ve 4’te
verilmistir [10].

obj(0) = L(O) + 2(6) (D
-Q(f) — ]/T + (%)/1 Zj=1T wjz (2)
Obj = 3" [G,-w,- + (%) (H; + l)wiz] +T 3)

2.2.3. Coklu Lineer Regresyon (Multiple Linear
Regression)

MLR bir bagimli degiskenin (hedef degiskenin)
birden fazla bagimsiz degiskene (girdi degisken)
dayali olarak tahmin edilmesini saglayan
istatistiksel bir modeldir. LR’ nin bir uzantisidir ve
birden fazla girdi degiskeni kullanilmaktadir [23].
Esitlik 5°te verilen MLR nin temel formiiliinde; Y
degeri bagimli degisken, X degerleri bagimsiz
degiskenleri, f, degeri Y degerini kesen noktayzi,
B1, B2, B degerleri  bagimsiz  degiskenlerin
katsayilarin1 ve € degeri hata terimini temsil
etmektedir.

Y=o+ BiXs + BoXy + 4 BuXy + € 4)

2.2.4. Destek Vektor Regresyonu (Support Vector
Regression)

SVR, destek vektor makineleri (Support Vector
Machines-SVM) algoritmasinin regresyon
problemlerine uyarlanmig bir tiirevidir ve 6zellikle
dogrusal olmayan iliskilerin s6z konusu oldugu
karmagik veri yapilarinda etkili bir regresyon
yontemidir[24]. SVR'nin temel amaci, tahmin
edilen degerler ile gercek degerler arasindaki farkin
belirli bir tolerans degeri (¢) i¢inde kalmasim
saglarken, aym1 zamanda modelin  genel
karmagikligin1  kontrol altinda tutmaktir. Bu

dogrultuda SVR, hata marjin1 asan ornekler igin
ceza terimleri tanimlayarak hem esneklik hem de
genelleme kapasitesi yliksek bir model elde etmeye
calisir. SVR, bu hedefe ulagmak i¢in asagidaki
bicimde tanimlanan bir kuadratik optimizasyon
problemi ¢cozmektedir: SVR’nin temel
optimizasyon fonksiyonu, agirlik vektoriinin

.. 1 .
normunun karesinin yarist E”W”Z ile hata

terimlerinin mutlak degerlerinin ceza katsayis1 C ile
carpiminin toplamindan olusur. Bu ifade, hem
modelin genel karmasikligini  kontrol altinda
tutmay1r hem de tolerans sinirini asan Orneklerin
toplam hatasin1 minimize etmeyi hedefler. Modelin
tahmin ettigi deger ile ger¢ek deger arasindaki fark,
belirli bir tolerans degeri olan € i¢inde kalmali;
ancak bu sinir1 agsan sapmalar, |€;| hata terimleri ile
telafi edilir. Her bir gozlem igin |y; — w;x;| < € +
|¢;] kosulu saglanmalidir. Boylece SVR, kiigiik
hatalar1 gérmezden gelirken, tolerans sinirinin
Otesine gecen sapmalari denetleyerek esnek ancak
genelleyici bir regresyon modeli olusturur [25].
Esitlik 6 ve 7°de SVR modeline ait denklem
verilmistir.

T (5)
min Sl +¢ ) 16|
i=1

ly; — wix;| < e+ [&] i=12,..,n (6)

2.2.5. Modelleri Degerlendirme (Model Evaluation)

Bu calismada gelistirilen makine Ogrenimi
modellerinin  performansini degerlendirmek
amaciyla gesitli istatistiksel performans metrikleri
kullanilmistir. Kullanmilan degerlendirme kriterleri;
belirleme katsayisi (R?), Ortalama Mutlak Hata
(MAE), Hata Kareleri Ortalamasi (MSE), Kok
Ortalama Kare Hata (RMSE) ve Ortalama Mutlak
Yiizde Hata (MAPE) seklindedir. Bu kriterlere ait
denklemler 8,9,10,11 ve 12’de verilmistir.

R? modelin bagimli degiskendeki toplam varyansin
ne kadarmi agikladigimi gosteren bir uygunluk
Olciisiidiir. 1’e yakin R? degerleri, modelin tahmin
giicliniin yliksek oldugunu; 0’a yakin degerler ise
aciklayiciliginin zayif oldugunu ifade eder.

09’
Z(yi - yOTt)Z

R? =1 2

MSE hata degerlerinin karelerinin ortalamasi
almarak hesaplanir ve bilylik hatalara daha fazla
agirlik vererek modelin dogrulugunu degerlendirir.
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1% ., (8)
MSE == (= 9)
i=1

RMSE ise MSE’nin karekokii alinarak elde edilir ve
tahmin hatalarinin standart sapmasini ifade eder.
RMSE (Root Mean Square Error), tahmin edilen
degerlerle gergek degerler arasindaki farklar 6lgen
ve hata biyiikligiinii gosteren bir istatistiksel
Olclidiir. Baska bir deyisle, RMSE tahmin
hatalarimin  standart sapmasin1 temsil eder. Bu
deger, regresyon modelinin veriye ne kadar yakin
tahminlerde bulundugunu gdsterir; yani kalintilarin
ne kadar yayildigini ifade eder. RMSE, 0 ile sonsuz
arasinda bir deger alabilir. RMSE’nin sifira yakin
olmasi, modelin tahminlerinde yiiksek dogruluk
sagladigint ve hata oraninin diisiik oldugunu
gosterir. Bu nedenle ideal olan, RMSE degerinin
miimkiin oldugunca diisikk olmasidir. RMSE’nin
diisik olmasi, modelin gercek degerlere yakin
tahminler yaptigim gosterir [26].

n
1 ( o
;Zyi—yl)
i=1

9
RMSE =

MAE tahmin edilen ve gercek degerler arasindaki
farklarin mutlak degerlerinin ortalamasini alarak
modelin genel hata biiylkligini ifade eder.
MAE'nin diisiik olmasi, modelin genellikle dogru
tahminlerde bulundugunu gosterir.

A 12”:| N (10)
_n.lyi 4

1=
MAPE tahmin hatalarinin yiizdesel olarak ne kadar
sapma gosterdigini 6l¢en bir metriktir. Goreceli hata
oranin1 verdigi i¢in, Ozellikle farkli dlgeklerdeki
verilerin karsilastirilmasinda sik¢a tercih edilir.
MAPE degeri %10’un altinda olan modeller “cok

iyi”, %10 ile %20 arasinda olanlar “iyi”, %20 ile
%50 arasindakiler “kabul edilebilir” ve %50’nin
uzerindekiler ise “hatal1” olarak siniflandirilir.

n
1 - (11)
MAPE = —Zu 100
n i |yl

3.BULGULAR VE TARTISMA (RESULTS AND
DISCUSSION)

Bu caligsmada, Afyonkarahisar ve Elazig illerine ait
veri setleri kullanmilarak MLR, SVR, XGB ve RF
modelleri ile tahmin yapilmistir. Veri seti analiz

oncesinde betimleyici istatistikler araciligiyla
incelenmis veri on isleme adimlar1
gergeklestirilmigtir. Veri seti 10 kath c¢apraz

dogrulama yontemiyle egitilip test edilmis ve model
performanslart ¢esitli hata metrikleri iizerinden
degerlendirilmistir. Modellere ait R?, RMSE, MSE,
MAE ve MAPE performans metrikleri Tablo 2’de
sunulmustur. Afyonkarahisar ve Elazig illerinde
uygulanan MLR, SVR, XGB ve RF modelleri,
genel olarak birbirine yakin dogruluk degerleri
iiretmistir. RF modeli, her iki sehirde de yiiksek R?
ve diisik RMSE, MAE degerleriyle giiglii tahmin
giicii sergilemistir. XGB ve SVR modelleri de
basarili sonuglar iiretmis olmakla birlikte, RF
modelinin istikrar1 ve genel hata metriklerinde
basarilidir.

Tablo 3’te Afyonkarahisar ve Elazig illerine ait
korelasyonlar MLR kullanarak gelistirilmistir. Bu
korelasyonlar, her iki sehirde giines 1smimini
etkileyen faktorler arasindaki iliskilerin daha iyi
anlagilmasini saglamaktadir. Elde edilen sonuglar,
gilines 1smim1 ile zaman, hava sicakligl ve giines
acist gibi bagimsiz degiskenler arasinda giiclii
pozitif iliskiler oldugunu gostermektedir. Bu
bulgular, her iki sehirde de giines 1s1nimin1 tahmin
etmek i¢in kullanilan MLR modelinin etkinligini
desteklemektedir.

Tablo 2. Elaz1g ve Afyonkarahisar illeri i¢in farkli modellerin belirleme katsayisi ve hata metrikleri

(Coefficient of determination and error metrics of different models for Elazig and Afyonkarahisar provinces)

Elang Afyonkarahisar
MLR  SVR XGB RF MLR SVR XGB RF
R? 0.8961 0.9243 09740 0.9887 0.8645 0.9121 0.9702 0.9866
RMSE  0.80 0.69 0.40 0.26 0.85 0.68 0.40 0.27
MSE 0.65 0.47 0.16 0.07 0.72 0.47 0.16 0.07
MAE 0.61 0.46 0.29 0.19 0.65 0.48 0.29 0.19
MAPE  %20.8 %16.3 %9.85 %6.51 %19.91 %15.14 %8.97 %06.12
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Tablo 1. MLR ile Gelistirilen Giines Isinimi Korelasyonlar1 (Solar Irradiance Correlations Improved with MLR)

Korelasyon

RZ

Afyonkarahisar 4.7382—0.0417.T—0.0692.W—0.7731.R+0.3037.P+1.6964.D 0.8638

Elazig

4.8705—-0.5043.7+0.0004.W—1.2177.R+0.2414.P+2.1805.D  0.8955

Sekil 5 ve 6’te RF modelinin Afyonkarahisar ve
Elaz1g i¢in tahmin performanst verilmistir.
Grafiklerde tahmin degerlerinin gercek degerlere
olduk¢a yakin oldugu goriilmektedir. Noktalarin
referans ¢izgisine yakin konumlanmasi, RF
modelinin glines 1gmmim1 degerlerini dogru bigimde
Ongorebildigini ve bolgesel degiskenligi basariyla
yakaladigimi gostermektedir. RF algoritmasinin
hem Afyonkarahisar hem de Elazig gibi farkli iklim
kosullarina sahip bolgelerde tutarli ve giicli bir
tahmin  performansi sergiledigini ortaya
koymaktadir.

RF Tahminleri Afyon

Tahmin Edilen Degerler

Gergek Degerler

Sekil 5. Afyonkarahisar-RF Modeli Tahmin

Performansi (Afyonkarahisar-RF Model Prediction
Performance)

RF Tahminleri Elazig

Tahmin Edilen Degerler

Gergek Degerler

Sekil 6. Elazig-RF Modeli Tahmin Performansi
(Elaz1ig-RF Model Prediction Performance)

Sekil 7 ve 8’de XB modelinin Afyonkarahisar ve
Elazig i¢in tahmin performansi verilmistir. Her iki
sehirde de tahmin edilen ve gézlemlenen degerler

arasinda bir uyum gozlemlenmis, veri noktalarinin
referans ¢izgisine yakinligi modelin dogruluk
diizeyini ortaya koymustur. Bu bulgular, XGB
modelinin farkli iklim kosullarina sahip bdlgelerde
dahi giiclii bir tahmin kabiliyeti sergiledigini ve
giines 1s1n1m1 tahmini igin etkili bir yontem
oldugunu goéstermektedir.

XGB Tahminleri Elazig

Tahmin Edilen Degerler

Gergek Degerler

Sekil 7. Afyonkarahisar-XGB Modeli Tahmin

Performansi (Afyonkarahisar-XGB Model Prediction
Performance)

XGB Tahminleri Afyon

Tahmin Edilen Degerler

0 2 6 8

4
Gergek Degerler

Sekil 8. Elaz1g-XGB Modeli Tahmin Performansi
(Elaz13-XGB Model Prediction Performance)

Sekil 9 ve 10°da, sirasiyla Afyonkarahisar ve Elazig
illeri icin MLR modelinin tahmin performansi
verilmistir. Gergek ve tahmin edilen degerlerin
karsilagtirilmas1 ve modelin performansini ortaya
koymaktadir. Ancak grafikler incelendiginde, MLR
modelinin  tahminlerinin referans ¢izgisinden
belirgin sapmalar gosterdigi ve veri noktalarinin
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daha dagmik bir sekilde yer aldigi goriilmektedir.
RF ve XGB modellerine kiyasla daha diisiik bir
genel dogruluk ve sinirh 6ngdrii giicii sergilemistir.

MLR Tahminleri Afyon

Tahmin Edilen Degerler

4 6 8
Gergek Degerler

Sekil 9. Afyonkarahisar MLR Modeli Tahmin

Performansi (Afyonkarahisar MLR Model Prediction
Performance)

MLR Tahminleri Elazi§

Tahmin Edilen Degerler

4 6 8
Gergek Degerler

Sekil 10. Elazig-MLR Modeli Tahmin Performansi
(Elaz1g-MLR Model Prediction Performance)

Sekil 11 ve 12’de sirasiyla Afyonkarahisar ve
Elaz1g illeri i¢cin SVR modelinin tahmin
performansini gostermektedir. Her iki sekil de x
ekseninde tahmin edilen degerler ve y ekseninde
gercek degerler yer almaktadir. Grafiklerdeki
dogrusal uyum ¢izgisi (y = x), modelin
tahminlerinin ne kadar dogru oldugunu gosteren bir
referans ¢izgisidir. Gergek degerler ile tahmin
edilen degerler arasindaki yakinlik arttik¢a, modelin
basarisi da artmaktadir.

SVR Tahminleri Afyon

8

Tahmin Edilen Degerler

Gergek Degerler

Sekil 1. Afyonkarahisar SVR Modeli Tahmin

Performansi (Afyonkarahisar SVR Model Prediction
Performance)

SVR Tahminleri Elazig

Tahmin Edilen Degerler

Gergek Degerler

Sekil 2. Elaz1g-SVR Modeli Tahmin Performansi
(Elaz1g-SVR Model Prediction Performance)

Modelleme sonuglarina gore, en yiiksek R? degerine
ulasan model RF olmustur. Bu, modelin bagimh
degiskeni agiklama giiciiniin diger modellere gore
daha yiiksek oldugunu gdstermektedir. Ozellikle RF
ve XGB modelleri, dogrusal olmayan yapilari
basartyla  modelleyebildikleri i¢cin  dogrusal
modeller olan MLR ve SVR'ye kiyasla daha basaril
sonuglar vermistir. RMSE ve MAPE degerlerinin
diisiik olmasi, modelin tahmin hatalarmin nispeten
disiik oldugunu ortaya koymustur. Sekil 13’ de
modellere gére R? degerleri verilmistir. Sonug
olarak, kullanilan farkli modelleme tekniklerinin
veri seti lizerindeki performanslar1 degerlendirilmis
ve en uygun modelin se¢imi objektif hata
metriklerine dayandirilmstir.
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Elazig

Afyon

10 0.9740 0.9887

0.9243 I

SVR XGB
Algoritmalar

0.8961

08
06
04
02
0.0
MLR

R? Degerleri

0.8702 0.9866

0s121 I

SVR
Alguntma\ar

0.8645

o8
06
04
02
00

Sekil 13. R? Degerleri ile Model Performansinin Karsilastirilmasi- Elazig ve Afyonkarahisar (Comparison

of Model Performance with R? Values - Elazig and Afyonkarahisar)

4.SONUCLAR (CONCLUSIONS)

Bu caligsmada, Afyonkarahisar ve Elazig illerine ait
veri setleri kullanilarak dort farkli makine
ogrenmesi modeli (MLR, SVR, XGBoost, RF) ile
glines 1smimm1  tahmini  gergeklestirilmistir.
Modelleme siireci sonucunda, 6zellikle RF ve XGB
algoritmalarinin yiiksek dogruluk oranlar1 ve diisiik
hata metrikleri ile diger modellere kiyasla daha
basarili performans sergiledigi belirlenmistir.

Model  performanslarmin  karsilastirilmasinda
kullanilan R?, RMSE, MSE, MAE ve MAPE gibi
metrikler, verinin dogrusal ve dogrusal olmayan
yapilar barindirdigini, bu nedenle dogrusal
modellere kiyasla ensemble yoOntemlerinin daha
etkili sonuglar verdigini gostermektedir. Elazig ili
icin gelistirilen RF modeli en basarili sonuglari
iiretmis ve bu modelle elde edilen performans
metrikleri  sirasiyla; R>=0.9887, MAE=0.19,
MAPE=%6.51, MSE=0.07 ve RMSE=0.26 olarak
hesaplanmigtir. Benzer sekilde, Afyonkarahisar ili
icin de RF modeliyle olduk¢a yakin sonuglar elde
edilmis olup, R?=0.9866, MAE=0.19,
MAPE=%6.12, MSE=0.07 ve RMSE=0.27 olarak
hesaplanmistir. Bu durum modellerin farkli cografi
bolgelerde tutarli ve giivenilir tahminler
yapabildigini gostermektedir. Her iki ilde de R?
degerinin  0.98’in  lizerinde olmasi, kurulan
modellerin  veriyle yiliksek diizeyde uyum
sagladigin1 ortaya koymaktadir.10 kath capraz
dogrulama uygulanmasi ise modellerin
genellenebilirligini  artirmis  ve elde edilen
sonuglarin giivenilirligini saglamistir.

Calisma, farkli cografi bolgelerden elde edilen
verilerin makine 6grenmesi yontemleriyle basarili
sekilde analiz edilebilecegini ortaya koymakta, ayni
zamanda bu tiir modellerin ileride farkli alanlarda
(6rnegin tarim, meteoroloji, ekonomi)

uygulanabilirligine de 151k tutmaktadir. Gelecekte,
daha biiyiik ve cesitli veri setlerinin kullanilmasi,
hiperparametre optimizasyonunun yapilmasit ve
farkli algoritmalarin denenmesi ile model basarilar
daha da artirilabilir; boylece giines 1s1n1mi1 tahmini
alanindaki bilgi birikimine 6nemli katkilar
saglanacaktir. Ayrica, mevcut bulgularin enerji
planlamasi ve siirdiiriilebilir enerji politikalarinin
gelistirilmesinde yol gosterici olmasi
beklenmektedir.

ETiK STANDARTLARIN BEYANI
(DECLARATION OF ETHICAL STANDARDS)

Bu makalenin yazari ¢aligmalarinda kullandiklar
materyal ve yontemlerin etik kurul izni ve/veya
yasal-6zel bir izin gerektirmedigini beyan ederler.

The author of this article declares that the materials and
methods they use in their work do not require ethical committee
approval and/or legal-specific permission.

YAZARLARIN
CONTRIBUTIONS)

KATKILARI (AUTHORS’

Abdiilkadir KOCER: Veri analizi yapma, sonuglari
degerlendirme, yorumlama, makale diizenleme.

Data analysis, evaluation,
manuscript editing.

interpretation of results and

Ilayda PALA: Veri analizi yapma, sonuglar
degerlendirme, yorumlama ve makalenin yazima.

Data analysis, evaluation and interpretation of results, and
manuscript writing.

CIKAR CATISMASI (CONFLICT OF INTEREST)

Bu ¢alismada herhangi bir ¢ikar ¢atismasi yoktur.

There is no conflict of interest in this study.

1737



Pala, Koger | GU J Sci, Part C, 13(4): 1728-1739 (2025)

KAYNAKLAR (REFERENCES)

[1] Global Energy Review 2025.
Available: www.iea.org

[2] Bekgiogullart MF, et al. Giines enerjisinin kisa-
donem tahmininde farkli makine Ogrenme
yontemlerinin kargilastirilmasi. EMO Bilimsel
Dergi. 2021; 11(22): 37-45.

[3] Demolli H, Dokuz A, Gokcek M, Ecemis A.
Makine Ogrenmesi algoritmalariyla giines
enerjisi tahmini: Nigde ili 6rnegi. International
Turkic World Congress on Science and
Engineering. 2019; 783.

[4] Demirgiil T, Demir V, Sevimli MF. Farkh
makine 6grenmesi yaklasimlari ile Tiirkiye nin
solar radyasyon  tahmini. Geomatik.
doi:10.29128/geomatik.1374383.

[5] Kanksha H, Singh H, Laxmi V. Supervised
learning algorithm: A survey. Communications
in Computer and Information Science. 2021;
1393: 71-78. doi:10.1007/978-981-16-3660-
8 7.

[6] Mienye ID, Sun Y. A survey of ensemble
learning: Concepts, algorithms, applications,
and prospects. Institute of Electrical and
Electronics Engineers Inc. 2022.
d0i:10.1109/ACCESS.2022.3207287.

[7] Villegas-Mier CG, Rodriguez-Resendiz J,
Alvarez-Alvarado JM, Jiménez-Hernandez H,
Odry A. Optimized random forest for solar
radiation prediction using sunshine hours.
Micromachines  (Basel). 2022;  13(9).
doi:10.3390/mi13091406.

[8] Ercan U, Kocer A. Prediction of solar irradiance
with machine learning methods using satellite
data. Int J Green Energy. 2024; 21(5): 1174—
1183. doi:10.1080/15435075.2024.2305857.

[9] Sezikli NM, Alkan U, Zontul M, Elabiad Z.

Forecast analysis of renewable solar energy

production using meteorological data with

machine learning methods. JAST. 2024; 17(2):

180-202.

Bamisile O, Ejiyi CJ, Osei-Mensah E,
Chikwendu IA, Li J, Huang Q. Long-term
prediction of solar radiation using XGBoost,
LSTM, and machine learning algorithms. 2022
4th Asia Energy and Electrical Engineering
Symposium (AEEES). Institute of Electrical
and Electronics Engineers Inc.; 2022. p. 214—
218. d0i:10.1109/AEEES54426.2022.97597109.

Sagar A, Hole S, Kolluru V. Optimizing
solar radiation forecasting for renewable energy
systems. Solar Energy and Sustainable
Development Journal. 2025; 14(1): 395-315.
doi:10.51646/jsesd.v14i1.386.

Azam F, Akhtar N, Husain S. Development
of machine learning models for the estimation

[Online].

[10]

[11]

[12]

of diffuse solar radiation in the humid-
subtropical climatic region of India. Discover
Atmosphere. 2025; 3(1): 7.
d0i:10.1007/s44292-025-00030-0.

Wan P, He Y, Zheng C, Wen J, Gu Z.
Estimation of solar diffuse radiation in
Chongging based on random forest. Energies
(Basel). 2025; 18(4). doi:10.3390/en18040836.

Kiciiktopcu E, Cemek B, Simsek H.
Comparative analysis of single and hybrid
machine learning models for daily solar
radiation. Energy Reports. 2024; 11: 3256-—
3266. doi:10.1016/j.egyr.2024.03.012.

Yuzer EO, Bozkurt A. Instant solar
irradiation forecasting for solar power plants
using different ANN algorithms and network
models. Electrical Engineering. 2024; 106(4):
3671-3689. doi:10.1007/s00202-023-02067-z.
[16] GEPA.[Online].Available:https://gepa.ener
ji.gov.tr/MyCalculator/.Accessed:Apr.28,2025.
https://gepa.enerji.gov.tr/MyCalculator/

POWER | DAV. [Online]. Available:
https://power.larc.nasa.gov/data-access-
viewer/. Accessed: Apr. 28, 2025.

Senpmar A. Gilines agilarina baglh olarak
optimum  sabit glines paneli acisinin
hesaplanmasi.  Firat  Universitesi  Dogu
Arastirmalar1 Dergisi. 2006; 4(2): 36-41.

Caglar A. Farkli derece-giin bolgelerindeki
sehirler i¢in  optimum egim  agisinin
belirlenmesi. Siileyman Demirel Universitesi
Fen Bilimleri Enstitiisii Dergisi. 2017; 22(2):
849. doi:10.19113/sdufbed.94899.

Salman HA, Kalakech A, Steiti A. Random
forest algorithm overview. Babylonian Journal
of Machine Learning. 2024; 2024: 69-79.
d0i:10.58496/bjml/2024/007.

Zhang W, Wu C, Zhong H, Li Y, Wang L.
Prediction of undrained shear strength using
extreme gradient boosting and random forest
based on Bayesian optimization. Geoscience
Frontiers. 2021; 12(1): 469-477.
doi:10.1016/j.gsf.2020.03.007.

Chen T, Guestrin C. XGBoost: A scalable
tree boosting system. In: Proceedings of the
ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining.
Association for  Computing  Machinery;
2016.p.785-794.
doi:10.1145/2939672.2939785.

Yousuf MU, Ali A, Umair M. Assessing
the impact of air pollution on global and diffuse
solar radiation in Karachi, Pakistan: A
comparative analysis of multiple linear
regression and artificial neural network models.

[13]

[14]

[15]

[17]

[18]

[19]

[20]

[21]

[22]

[23]

1738


https://power.larc.nasa.gov/data-access-viewer/
https://power.larc.nasa.gov/data-access-viewer/

Pala, Koger | GU J Sci, Part C, 13(4): 1728-1739 (2025)

Theor Appl Climatol. 2025; 156(5): 261.
doi:10.1007/s00704-025-05499-8.

[24]  Alkesaiberi A, Harrou F, Sun Y. Efficient
wind power prediction using machine learning
methods: A comparative study. Energies
(Basel). 2022; 15(7). doi:10.3390/en15072327.

[25]  YuPS, Chen ST, Chang IF. Support vector
regression for real-time flood stage forecasting.
J Hydrol (Amst). 2006; 328(3-4):704-716.
d0i:10.1016/j.jhydrol.2006.01.021.

[26] Yetiz F, Terzioglu M, Kayakus M. An
analysis of Turkish deposit banks’ customer
forecasting with machine learning methods.
Sosyoekonomi.  2021; 29(50): 413-432.
doi:10.17233/sosyoekonomi.2021.04.19.

1739



