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Noroplastisite, insan beyninin degisken kosullara adapte olmasi ve uyum saglamasi konusundaki esnekligi ifade
eden bir kavramdir. Yapay zeka sistemlerinde ve noral makine cevirisinde ise plastisite, ceviri ¢iktilarinin dogrulugu
ve baglama duyarliligi ile ilgili bir konudur. Bu ¢alisma, noral makine gevirisinde plastisitenin nasil saglandigini ve
bunu saglayan mekanizmalarin ceviri stirecindeki etkisini incelemeyi amaclamaktadir. Plastisite olgusu, calismada
veri temelli kavramsal analiz yaklagimiyla ele alinmis, teknik boyutunun yani sira erek dilde anlamin yeniden
yapilandirilmasi ve baglamsal esnekligin islevselligi bakimindan incelenmistir. Bu dogrultuda dil modellerinde
plastisiteyi saglayan iki temel mekanizma ele alinmistir: Birincisi hataya dayali 6grenme siireci olan ve geri yayilim
anlamina gelen backpropagation, ikincisi ise bir dil modelinin kullanici tarafindan yeni girdilere uyumlanmasini
iceren fine-tuning islemi. Bu isleyisin arkasindaki mekanizma ise attention terimiyle ifade edilmektedir. Bu mekaniz-
malar dncelikle teknik ozellikleriyle alanyazinda arastirilmis, makine 6grenmesindeki plastisitenin insan beynindeki
plastisite kavramindan farki ifade edilmistir. Ardindan bu mekanizmalarin islevselligi, drnek metinler, dikkat hari-
talari ve egitilen bir dil modeli Uzerinden yiritilen dokiiman analizi kapsaminda betimleyici bir bicimde analiz
edilmistir. Elde edilen bulgular geviribilimsel bakis agisindan biligsel stireglerle iliskilendirilmis, model ¢iktilarinin
baglamsal esneklik kapasitesi incelenmistir. Bulgular, yapay 0grenme sistemlerinin noral makine cevirisi yaparken
ylzeysel anlam eslestirmede basarili oldugunu, bununla birlikte modelin isleyisinde istenmeyen yan etkilere de
yol acabilecegini gostermistir.

Neuroplasticity refers to the flexibility of the human brain in adapting to changing conditions. In artificial
intelligence systems and neural machine translation (NMT), plasticity is related to the accuracy and contextual
sensitivity of the translation outputs. This study aims to explore how plasticity is achieved in NMT and how
its underlying mechanisms affect the translation process. The phenomenon is addressed through a data-driven
conceptual analysis, focusing not only on its technical dimension but also on meaning reconstruction in the target
language and the functional role of contextual flexibility. In this regard, two core mechanisms enabling plasticity are
examined: backpropagation, an error-based learning process, and fine-tuning, which involves adapting a language
model to new input by users. The underlying operation is driven by attention mechanisms. These processes are
first investigated through the technical literature, highlighting how machine learning plasticity differs from human
neuroplasticity. Then, their functionality is analyzed descriptively through a document analysis involving sample
texts, attention maps, and an adapted language model. The findings are associated with cognitive processes from
a translation studies perspective, showing that while NMT performs well in surface-level meaning matching, it may
also produce unintended side effects within its operational logic.

dikkat - ince ayar - geri yayilim - noral makine gevirisi - plastisite

attention - backpropagation - fine-tuning - neural machine translation - plasticity

Atif | Citation: Oguz, D. (2025). Néral makine cevirisinde plastisite: Bilissel ve teknik bir perspektif. istanbul Universitesi
Geviribilim Dergisi-Istanbul University Journal of Translation Studies, (23), 73-93.

This work is licensed under Creative Commons Attribution-NonCommercial 4.0 International License. ® ®
2025. Oguz, D.
Sorumlu Yazar | Corresponding author: Derya Oguz

istanbul Universitesi Ceviribilim Dergisi-Istanbul University Journal of Translation Studies

73

e-ISSN: 2717-6959



https://iupress.istanbul.edu.tr/
https://doi.org/10.26650/iujts.2025.1711530
https://crossmark.crossref.org/dialog?doi=10.26650/iujts.2025.1711530&domain=pdf&date_stamp=2025-10-11
https://orcid.org/0000-0001-5228-076X
mailto:derya.oguz@marmara.edu.tr
https://doi.org/10.26650/iujts.2025.1711530
mailto:derya.oguz@marmara.edu.tr
https://jts.istanbul.edu.tr/

Noral Makine Cevirisinde Plastisite: Bilissel ve Teknik bir Perspektif ﬁ 0guz, 2025

Neuroplasticity, originally used in neuroscience to describe the brain’s ability to adapt and reorganize in response to
changing circumstances, has gained increasing significance in the field of artificial intelligence (Al), particularly with
the development of neural network architectures inspired by the human brain. In the biological context, plasticity
refers to the brain’s capacity to restructure itself, allowing healthy neurons to take over the functions of damaged
ones. In Al, this adaptability is achieved through computational learning mechanisms and does not reflect structural
reorganization in the biological sense. However, certain algorithmic processes in Al exhibit plastic-like behaviors,
especially in natural language processing (NLP) and neural machine translation (NMT).

Recent advances in deep learning have enabled NLP models to adjust dynamically to varying inputs and linguistic
contexts. In NMT, plasticity denotes the system's ability to detect and manage the structural and functional relation-
ships between the source and target languages, influencing the contextual relevance and accuracy of the translations.
This study aims to examine how plasticity is operationalized in NMT and how different computational mechanisms
contribute to the adaptability and flexibility of translation outputs. It addresses the question of whether and how
Al systems can simulate the flexible meaning-making processes of human translators. The research adopts a data-
driven conceptual analysis method and uses descriptive document analysis across multiple levels of the translation
process.

Two core mechanisms believed to enable plasticity in NMT are backpropagation and fine-tuning. Alongside these
mechanisms, attention functions as an underlying system component, guiding the model’s focus and contributing
to contextual relevance. Each mechanism plays a distinct role in supporting the model's ability to adapt, learn, and
restructure meaning representations. Backpropagation, or error-driven learning, is used to update a model’s internal
parameters by calculating and propagating the difference between the predicted output and the actual result. This
mechanism is fundamental in training neural networks and is responsible for minimizing translation errors over time
(Rumelhart et al., 1986).

In this study, the backpropagation mechanism was contextualized using linguistic data and real-word usage patterns
from the DWDS corpus. Additionally, comparisons were made with the human brain's functioning based on Geoffrey
Hinton's well-known argument that, while artificial neurons use symmetric weight updates, the human brain lacks
this structure and operates non-hierarchically. This comparative lens sheds light on the fundamental differences in
how biological and computational systems achieve adaptability.

Attention mechanisms guide the model to focus on the relevant parts of the input when generating translations. The
self-attention mechanism, as proposed by Bahdanau et al. (2014) and further developed in transformer models by
Vaswani et al. (2017), allows the system to assess the relative importance of every token in a sentence. This dynamic
processing capacity plays a central role in enabling plastic responses to varying sentence structures and meanings.
In the study, attention maps were used to visualize the alignment between the source and target language segments.
A culturally and ideologically charged example, the German term “Gutmensch”, was analyzed in German-English and
German-Turkish translations. While the English output managed to convey a functional equivalence using the term
“do-gooder” the Turkish output relied on a literal rendering (iyiliksever), which lacked socio-pragmatic adequacy.
The attention maps showed that while the model allocated appropriate weights for English alignment, its sensitivity
to contextual tone and connotation in Turkish was significantly weaker.

Fine-tuning involves adapting a pre-trained language model to a specific domain using task-relevant corpora. In this
study, a bilingual Turkish-English model was fine-tuned using medical texts. The training corpus was adjusted by
weighing medical texts ten times more than general texts to emphasize domain specificity. Attention weights and
output quality were evaluated after every 1,000 steps, revealing that after 3,000 steps the model began to overfit,
which reduced its contextual sensitivity. These findings highlight both the potential and limitations of domain-
specific fine-tuning as a strategy for enhancing computational plasticity.

The study further integrates cognitive and translational theory by comparing machine outputs with expectations
from translation studies. In particular, it draws on Baker's (1992) emphasis on the importance of context in meaning
construction and Hatim & Mason'’s (2005) assertion that translation is not only a static transfer process but also a
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dynamic activity shaped by contextual shifts. It also highlights the translator’s interpretive flexibility, which involves
cultural competence, pragmatic reasoning, and intuitive judgment — all of which contribute to human plasticity but
are largely absent in current Al models.

In conclusion, this research shows that neural machine translation exhibits signs of adaptive plasticity through
computational mechanisms, but still falls short of the human translator's contextual and interpretive abilities.
While mechanisms such as backpropagation, attention, and fine-tuning enable Al models to simulate learning and
alignment, true plasticity involves more than statistical patterning; it requires interpretive judgment rooted in a
cognitive and cultural context. Therefore, future research and development efforts should prioritize hybrid systems
that integrate human expertise and machine learning to achieve more accurate and context-sensitive translation
outcomes.

Plastisite sozcligl, esasinda beynin yeni durumlara adapte olmasi ve kendini gelistirmesi anlaminda
beynin esnekligini ifade eden bir terim olarak sinirbilim/noérobilimde kullanilirken, yapay zekanin giinliik
hayatimizda daha ¢ok yer almasiyla birlikte yapay zeka alaninda da onem kazanmaya baslamistir. Yapay
zeka, bilindigi lizere yapay sinir aglariyla beyinden esinlenerek tasarlanmistir ve bu nedenle beyin ile yapay
zeka surekli karsilastirilmaktadir. S6z konusu esinlenme, beynin isleyisi ile yapay sinir aglarinin isleyisi
arasinda birebir bir benzerlik oldugu anlamina gelmemekle birlikte, beynin plastisite 6zelliginin yapay zeka
sistemlerinde ne dlgiide karsilik bulabilecegi tartismaya agiktir.

Beyinde plastisite, beyin dokusunun bazi etkenler sebebiyle yapisal ya da islevsel bir degisiklige ugra-
masi durumunda (Anlar, 2013, s. 129) ya da genel anlamda herhangi bir sorun ortaya ¢iktiginda saglikli olan
noronlarin diger noronlarin islevini Ustlenmesi ise karakterizedir. Beynin biyolojik plastisitesinden yalnizca
bir sorun oldugunda soz edemeyiz. Beynin ayni zamanda cesitli durumlara ve cevresel faktorlere bagli yeni
uyaranlara uyum gostermesi, beynin esnekligiyle ilgili biyolojik bir niteliktir, diger bir deyisle bir uyum gos-
terme yetisidir. Sozgelimi 6grenme eylemi beyinde cesitli degisikliklere sebep olmaktadir (A¢ikgoz ve Madi,
2013, s. 29). Ogrenme sirasinda noronlar arasindaki etkilesim ve elektrokimyasal isleyis (Kilic, 2024, s. 97)
beyin dokusunu etkilemekte ve yeni bir yapilanma olusturmaktadir. Bu yoniyle beyin, kendisini olusturan
dokunun baglantisalligi ile dikkat cekmektedir. Baglantisallik, beyin cerrahi Tiirker Kili¢'in ifadesiyle beynin
onemli bir ozelligidir. Beyin baglantisallik temelinde calisir (a.g.e., s. 80). Bu sekildeki isleyisin arkasinda
yatan mekanizma, baglantisallik biitiinsellik perspektifinden parca biitiin iliskisi icinde parcanin biitiini
temsil edebilme yetisine dayanmaktadir. Bir biitiinii olusturan parcalarin her biri biitiine ait ozellikler tasir.
Dolayisiyla beyinde herhangi bir boliimde temsil noktasinda bir kisitlilik ya da yoksunluk oldugunda diger
parcalar, eger biitiinii temsil etme bakimindan giiclii ise s6z konusu islevi listlenerek plastisiteyi saglarlar.
Bilgisayar sistemlerine ve yapay zekaya gelirsek, Kilig'a gore eger biitiine ait bir par¢a biitlinii temsil
etme noktasinda yeterince giiclii ise bu mekanizma yapay zekanin plastisitesini saglayabilir.' Bu baglamda
hatirlatmak gerekir ki beyin ve yapay zeka sistemlerinde plastisite karsilastirmasi, norobilimsel bir iddia
olmaktan ziyade kavramsal bir benzetme niteligi tasimaktadir ve elbette farkli bakis agilariyla tartisilabilir.
Kilig'in bakis agisiyla degerlendirildiginde plastisite, yalnizca yapay zekay olusturan teknik bilesenlerle
degil; parcalarin, sistemin biitiinciil anlamda isleyisini yansitabilecek olclide temsil islevi gormesiyle ilgilidir.
Diger bir deyisle, yapay zekanin degisken kosullara uyum saglayabilmesi, dnceki deneyimlerinden elde
edilen ciktilarin ne dlglide genellenebilir, esnetilebilir ve yeni bir baglamda kullanilabilir olduguna baglidir.

Dogal dil islemede derin 6grenme algoritmalariyla calisan Transformer gibi giincel yapay zeka mimarileri
ile her giinyenilenen diger yapay zeka uygulamalari (Gemini, BERT vs.) bazi 6zellikleriyle belli 6l¢lide esneklik
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icermekte; 6grenme kapasiteleri, veri isleme bigcimleri ve uyum gosterme davranislariyla insan beyni benzeri
plastisite davranislari gostermektedir. Ne var ki heniiz insan diizeyinde bir plastisite s6z konusu degildir
(en azindan simdilik). Yapay zekanin plastisitesi, halihazirda modelin 6grenmesi ve kendini giincellemesi ile
sinirlidir. Noral makine cevirisinde ise plastisite, bir dil modelinin dil ciftleri arasindaki yapiyi ve iliskiselligi
anlamasi ve elbette bu dogrultuda daha dogru ceviri ¢iktilari olusmasi bakimindan onemlidir.

Bu calisma, noral makine cevirisinde plastisitenin hangi mekanizmalarla saglandigl ve bunun ceviri
ciktilarinda baglamsal esneklik bakimindan nasil bir etki olusturacagi temel sorusundan hareket etmektedir.
Yapay zekanin plastisitesi, diger bir deyisle esnekligi, ozellikle noral makine cevirisinde sistemin daha
iyi 0grenmesi, dolayisiyla daha dogru sonuclar verebilmesi demektir. Plastisite kavrami, calismada teknik
boyutunun yani sira noral makine gevirisinde erek dilde anlamin yeniden yapilandirilmasi ve baglamsal
esnekligin islevselligi bakimindan ele alinmistir. Bu dogrultuda noral makine cevirisinde plastisiteyi sagla-
yan temel ve yardimci mekanizmalar tespit edilmis ve incelenmistir.

Calisma, plastisite olgusunu veri temelli kavramsal analiz yontemiyle ele almis, ornek metin ve ceviri
ciktilar tizerinden betimleyici ve yorumlayici bir yaklasimla dokiiman analizi gerceklestirilmistir. Calismada
yer verilen ornekler, noral makine gevirisinde plastisiteyi saglayan mekanizmalara karsilik gelecek bicimde
ve bu mekanizmalarin ceviri siirecindeki etkilerini gozlemlemeye mumkiin kilabilecek bicimde amacli
ornekleme teknigi ile secilmistir. Calismada oncelikle yapay zeka sistemlerinde 6grenmeyi ve baglamsal
esnekligi saglayan mekanizmalar alanyazin dogrultusunda acgiklanmis; ardindan bu mekanizmalarin islev-
selligi, metinler, dikkat haritalar ve tasarlanan dil modeli (MultiMaCoCu) ceviri ¢iktilari izerinden analiz
edilmistir. Elde edilen bulgular, ceviribilimsel bakis agisindan bilissel kuramlarla iligskilendirilmis, modelin
ciktilarinin baglamsal esneklik kapasitesi incelenmistir.

Yapay zekada plastisite saglamayi hedefleyen cesitli mekanizmalar kullanilmaktadir. Bunlardan biri dil
modelinin, hatalari en aza indirmek ve daha dogru tahmin yaparak 6grenmek icin kullandigi backpropa-
gation algoritmasidir. Bu algoritmayi, 1986 yilinda arkadaslariyla yaptigi calismayla (Rumelhart ve ark.,
1986) yapay zekanin gelismesine sagladig katki nedeniyle bu yil fizik alaninda Nobel Odiilii alan Geoffrey
Hinton gelistirmistir. “Geri yayilim” anlamina gelen backpropagation mekanizmasi, noral bir ag sisteminde
veriyi isledikten sonra katmanlar arasinda geriye dogru yayilarak model egitimi siirecinde tespit edilen
hatalari giinceller. Ayni zamanda gradyan azalmasi (gradyan descent) yontemi ile (Snelleman, 2016, s. 6)
modelin dogrulugu artirilmaya calisilir. Gradyan azalmasi yontemi, modelin egitiminde modelin 6grenmesini
saglayan ve geri yayilim sirasinda agirliklari giincelleyerek backpropagation ile birlikte calisan onemli bir
mekanizmadir. Yapay sinir aglarinda katmanlar arasinda siirekli matematiksel islemler gerceklesir ve buna
gore her isleme/tahmine bir agirlik degeri atanir. Noral makine cevirisinde bir agin egitilmesi siirecinde
bunun amaci kodlama ve kod ¢6zme arasinda (decoding-encoding) dogrulugun artirilmasidir.

Her ne kadar yapay zekanin, insan beyninin ¢alisma bigimini referans aldigi soylense de mekanizmanin
isleyisinde noronal aglarin yapisi disinda ¢ok fazla benzerlik yoktur. Backpropagation mekanizmasini insan
beyni ile karsilastirmak icin Hinton’'un? “Can the brain do backpropagation?” (insan beyni geri yayilim
yapabilir mi?) baslikli seminerden faydalanabiliriz. Hinton, bu seminerde insan beyninin backpropagation
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mekanizmasini tam olarak uygulamadigini belirterek cesitli gerekceler sunar. Bunlardan ilki, insan beyninin
dogrudan hata sinyali isleyen, hesaplayan ve geriye dogru yayarak diizenleme yapan mekanik bir ag yapisina
sahip olmamasidir. insan beyni bu mekanizmadan farkli hiyerarsik olmayan bir isleyisle calisir. Yapay
noronlar ise, tahmini ¢ikti ile olmasi gereken ¢ikti arasindaki farki matematiksel olarak hesaplayarak agin
agirliklarini giinceller. Hesaplama, gradyan azalmasi yontemine dayanir ve mekanik bir islemdir. Oysa insan
beyninde olmasi gereken ile tahmin arasinda siirekli bir hesaplama s6z konusu degildir. Biyolojik/kortikal
noronlar paralel islem yapabilen bir nitelige haiz iken yapay ndronlar hiyerarsik ve mekanik calisirlar.

Hinton, insan beyni ile yapay noronlari karsilastirdigi seminerde beynin mekanik bir bigcimde geriye yayi-
lim yapmamasini birkag farkli gerekceyle detaylandirir. Yapay noronlar bir veriyi islerken katmanlar arasinda
ilerlerken (feed forward) matematiksel degerler ile hesaplamalar yaparak siirekli nitelikte aktivasyon deger-
leri olusturur. Olusturulan degerler, farkli degerlerdedir, suireklilik arz eder ve bir sonraki katmana iletilir.
Kortikal noronlarda ise noronlar arasinda bu sekilde bir aktivasyon degeri hesaplanmaz. Noronlar arasinda
bir aktivasyona/ateslemeye 1degeri verirsek ateslememe olmamasina 0 diyebiliriz. insan beyninde néronlar
aras| atesleme (spike) belli bir dereceye kadar uyarilmis olmak sartiyla ya gerceklesir ya gerceklesmez (ya
hep ya hig ilkesi, Cliceloglu, 2015, s. 60); bu yoniiyle kortikal néronlar yapay néronlardan farklidir. Yapay
noronlarda siirekli nitelikte bir sinyal/degisken (real valued) s6z konusuyken, insan beyni boyle calismaz.

Hinton’un one siirdiigli diger bir gerekce, yapay noronlarin katmanlar arasinda hem ileri yayilarak iler-
lerken bir ¢ikti olusturmasi hem de geriye yayilarak bir hata tespiti sonucunda ¢ikti olusturmasi karsisinda
insan beyninin ¢ift yonlii sinyal islememesidir. Sonuncusu ise yapay noronlarin aksine insan beyninde kor-
tikal noronlarin simetrik bir geribildirim isleyisinin olmamasidir. Bu dogrultuda diyebiliriz ki insan beyninin
esnekligi ve plastisitesi yapay zekadan oldukga farklidir. Temelde beynin islevi taklit edilmeye calisilsa da
mekanizmalarin farkliligi insan beyni diizeyinde bir plastisiteye erisimin heniiz miimkiin olmadigini goster-
mektedir. Eksponansiyel (listel) bir hizla ilerleyen teknoloji sayesinde yapay zekada hedeflenen 6lgiide
plastisite, 6niimiizdeki giinlerde miimkiin olabilecek olsa da mevcut durum boyle betimlenebilir. insan beyni
sinaptik baglantilarini, etrafinda cereyan eden olumlu ya da olumsuz sonuglara gore bigcimlendirerek isler.
Buna gore geribildirimler yoluyla sinaptik baglantilar giiclenebilir ya da zayiflayabilir. Geri bildirimi, kabaca
backpropagation mekanizmasina benzetebiliriz ancak yukarida sayilan farkliliklardan dolayi beyindeki ve
yapay zekadaki isleyis tam olarak bagdastirilamaz. insan beyni kendi karmasikligi icerisinde siiphesiz plas-
tisite bakimindan farklidir. Beyinle ilgili yapilan calismalar? incelendiginde anlasilan o ki beyin, heniiz isleyis
bakimindan gizemini korumaktadir. Bilgisayar teknolojilerinin mevcut kapasitesi insan beyninin tam olarak
simiile edilmesi icin hala yeterli degildir.

Dikkat cekici olan, yapay zekanin backpropagation gibi bir mekanizmanin yardimiyla insan benzeri
ciktilar Uretebilmesine karsin insan beyninin tiim karmasikligiyla daha esnek ve sezgisel sonuglara ulasa-
bilmesidir. insan dogasi geregi bunu zaten yapar ve bu, cok da sasirilacak bir sey degildir. Her giin otomatik
olarak yaptigimiz ve siradan gordiigiimiiz bu siireglerin arkasinda yatan mekanizmayi farkinda olmadan
isletiriz. Beynin nasil calistigini anlamak, sliphesiz yapay zekanin isleyisine ve gelisimine dair bilgi verebilir.
Bu baglamda konuyla ilgili calismalan takip etmek, anlam iretimiyle dogrudan iliskili ceviri ediminde
gerceklesen bilissel siireglerin anlasilmasina ve insan benzeri esneklik ve yaraticilig taklit eden sistemlerin
gelistirilmesine hizmet edebilir.

3Avrupa’da gerceklestirilen “insan ve beyin projesi” (bkz. ) ve Amerika'da gerceklesen “insan konnektom”
projesi (bkz. ) bize bununla ilgili bilgi verir. Yaklasik 100 milyar ndrona sahip beynin sirlari beyin tam olarak
bitlniyle simile edilemedigi icin henliz ¢oziilememistir ancak bu projelerle 6zellikle teknolojik gelismelere ve yapay zekaya zemin hazirlaya-
bilecek oldukga 6nemli veri saglanmistir. Beyin alaninda yapilan en glincel galisma (Schlegel ve ark, 2024) bir meyve sinegine ait beynin
haritalamasidir. Bu calismaya gore yaklasik 140 bin ndrona ve 50 milyona yakin sinaptik baglanitisina sahip sinegin beyni, elektron mikroskobu
ve yapay zeka yardimiyla ti¢ boyutlu olarak modellenmistir.
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Backpropagation mekanizmasi da esnekligi sozii edilen sistemlerden biridir ve heniiz gelismektedir. Zira
glincel bir calisma (Dohare ve ark., 2024), derin 6grenme ve geri yayilim algoritmalarinin yapay zekanin
temelini olusturdugunu belirterek, bu algoritmalarin siirekli 6grenme ve esneklik bakimindan heniiz teknik
olarak yeterli olmadigini ileri siirmistiir. Arastirma ekibi, cesitli veri setleri lizerinde calisarak yapay
zekanin plastisite kaybini (loss of plasticity) gostermeye calismislardir. Calismada plasitisite kaybiyla ilgili
sozii edilen diger bir kavram backpropagation mekanizmasiyla birlikte calisan “gradyan inisi” dir (gradient
descent). Gradyan inisi, sistemin ne kadar esnek olabilecegini belirleyen bir bilesendir. Gergeklesen geriye
yayilim, hatalarin yapay sinir agl katmanlarinda nasil yayilacagini hesaplarken, gradyan inisi bu agirliklari
temel alarak agirliklari giinceller. Calismada ortaya konan onemli bir nokta, esnekligin artmasi i¢in gradyan
inisine bagli olmayan rastgele, diizenli ve ongoriilebilir olmayan bir mekanizmanin gerekliligidir.

Noral makine cevirisinde genel anlamda bakildiginda kullanilan mimarilerin ¢cogu gradyan inisi temellidir
(Transformer; LSTM- Long Short Term Memory).* Gradyan inisine alternatif olarak arastirilan ve kullanilan
farkli yontemler de mevcuttur. Sozgelimi gradyan disi ve deneme-yanilma yoluyla geri bildirim veren bir
mekanizmaya sahip, pekistirme yoluyla 6grenme anlamina gelen RL-Reinforcement Learning (Alleman, Atrio
ve Popescu-Belis, 2024) mekanizmasi, plastisite bakimindan sorgulanan bir konudur.® Arastirmaya gore,
uzun donemde siirekli 6grenmeye maruz kalan mekanizmanin esnekligini kaybettigi goriilmektedir. Bir siire
sonra mekanizma, yeni bilgilerle karsilastiginda yenilere uyum saglamaya calisirken onceki bilgileri birden
silebilmekte, boylelikle sistemde yikici bir etkilesim gerceklesmektedir (catastrophic-interference).

Makine cevirisinde plastisitenin siirdiirilmesi konusunda yapilan calismalar her ge¢en giin ivme kazan-
maktadir. Her yeni calisma, onceki calismalari ve yapay zeka sistemlerini anlamak bakimindan birbirini
tamamlayici niteliktedir. Cesitli mimarilerin bir metni nasil isledigi ve plastisiteyi nasil saglamaya calistig
tizerine bulgular, bu sistemlerin ceviri siireclerinde nasil isledigine ve nasil birbirinden farklilik gosterdigine
dair bilgi vermektedir. Noral makine cevirisi baglaminda plastisite, ceviri ¢iktilari tizerinden gozlemlenebilir
bicimde karsimiza ¢ikmaktadir. Bu ¢ercevede noral makine cevirisinde plastisitenin nasil tezahiir ettigini
somut ornekler iizerinden gormek yerinde olacaktir.

Backpropagation mekanizmasi, yukarida soz ettigimiz iizere yapay sinir aglarinda 6grenme siirecini
yoneten bir algoritma olarak noral makine cevirisinde karsimiza ¢citkmaktadir. Bir ceviri orneginde makinenin
yaptigi cevirinin hatali olmasi neticesinde, hata biitiin katmanlar arasinda geriye dogru yayilarak agirliklar
giinceller. Agirlik glincellemesi sozciikler arasindaki baglantilarin/baglantisalligin giincellenmesini saglar ve
model buna gore ogrenerek bir sonraki ceviride daha dogru karar verir. Sozgelimi Almancada giinliik dilde
“Naber?” anlaminda kullanilan “Was geht?” ifadesi ceviride “Ne oluyor/ Ne gitti/Ne gidiyor?” gibi sozciik
diizeyinde karsiliklar bulabilir. Ceviri modeli, baglami taniyip dilin kiiltiirel oriintiilerini 6grendiginde elbette
sonug farkli olur ve uygun karsiliklar iretilebilir. Noral makine cevirisinde bu ifade icin baglama uygun
karsiliklarr alabilmek, sistemin dilsel veriyi islemesinin yani sira baglami taniyan bir plastisite kapasitesine
sahip olmasina baglidir. Ne zaman ki modele bu ifadeyle ilgili dogru karsilik verilir ve bu bircok kez
tekrarlanirsa, sistem yaptigi ceviriyi bir hata (loss) olarak kabul edip dogru ceviriyi esas alir. Hata, modelin
her bir katmanina yayilarak sozciikler arasi iliskilerde agirliklarini giincelleyerek daha dogru ceviri yapmayi
ogrenir. Bu siireg, modelin farkli baglamlarda zamanla nasil tepki verecegini 6§renmesini saglar. Boylece
sistem kati bir ezber iizerinden degil, esnek bir 6grenme yapisi iizerinden islemeye devam edebilir. Plastisite

“Ayrintili bilgi icin bkz. Zhao, Y, Zhang, J., ve Zong, C. (2023); Chen, N. (2024).
5ilgili calisma icin bkz. Abbas, Z,, Zhao, R, Modayil, J., White, A. & Machado, M. C. (2023, November).
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burada sistemin her yeni veriyle birlikte kendini glincelleyebilmesi ve yeni durumlara daha dogru ve uygun
karsiliklar tretebilme becerisini ifade eder.

Peki insan beyninde plastisite nasil saglanir? Normalde Almanca giinliik dile ¢cok hakim olmayan biri
benzer bir ceviri hatasina diisse insan beyni bu hatadan nasil 6grenir? insan beyninde daha dnce de soz
ettigimiz Uzere backpropagation gibi bir mekanizmanin tam olarak karsilig yoktur. Yapilan ¢alismalar insan
beyninin yeni sinaptik baglantilarla beyin bilgilerini glincelledigini gostermektedir. Bu noktada denilebilir ki
insan beyni bir hatay fark ettiginde ve dogrusunu 6grendiginde sinaptik baglantilarla beyin baglantisalligi
diger bir deyisle konnektomu® (Kilig, 2024, s. 55) glincellenmis olur. N6robilim arastirmacilarinin agikladigi
deneyime bagli 6grenme (experienced-dependent learning) yaklagimina gére yasanan deneyimin tiirii, beyni
etkilemektedir ve beynin plastisitesi buna gore degismektedir (Wenger ve Lowdén, 2016, s. 171).

Beynin nasil ogrendigi ve hatayi nasil isledigi bir tarafa, bu noktada yorum yapabilmek i¢in dilin nasil
islendigini bilmek gerekir. Dilin beyinde nasil islendigine dair daha onceki bilgimiz, beyinde konusma ve
anlamaya iliskin belli merkezlerin (Broca Alani ve Wernicke Alani) oldugu yoniinde idi (Kerimoglu, 2022, s. 34).
Ancak giincel calismalar bildiklerimizin sinirli oldugunu gostermekte, beyinde dil ile ilgili aktif alanlarin yani
sira farkli bir isleyisin olabilecegine isaret etmektedir. Zira Minnesota Universitesi'nde aralarinda goriintii-
leme alaninda diinyanin en saygin bilim insanlarindan biri olan Prof. Dr. Kamil Ugurbil'in bulundugu beyin
fMRI gerceklestiren arastirmacilar (Hinke ve ark., 1993), sozciiklerin beyinde baglantisalliklari ile birlikte
farkli yerlerde konumlandigini gostermektedir.

Bu dogrultuda tekrar yukarida verdigimiz “was geht?” ceviri 6rnegine donersek, beyinde “was” sozciigii
ile “gehen” sozcligli ayr1, bunun yani sira “Was geht” kalibi yeni bir sinaptik baglanti ile farkli bir renkle ifade
edilebilir. “Was geht?” ornegi lizerinden diyebiliriz ki; noral makine ¢evirisinde baglama dayali yorumlama
yetisi, dilsel ¢oziimlemenin yani sira sistemin 6grenme mimarisi ve plastisitesi ile ilgilidir. Bu tur kiiltiire
ozgu ifadelerin noral makine cevirisi ile insan beyni tarafindan islenisi arasinda farkliliklar s6z konusudur.
Beyin deneyime dayali ve sezgisel bir bicimde hareket ederken, yapay zekanin oriintii lizerinden istatistiksel
bir tercih yaptigi goriilmektedir. iki diizenek arasinda bir benzerlik kuracak olursak yapay zeka ile beynin
isleyisinde benzer noktanin, kabaca iki diizenegin hatalardan ogrenmesi oldugunu soyleyebiliriz.

Plastisiteyi yine ceviriye dair somut bir ornek lizerinden agimlayalim. Almancada polisemik bir yapisi olan
ve anlam ayristirma bakimindan plastisiteyi 6lgmeye zemin hazirlama niteliginde temel anlami “yontem”
olan “Verfahren” s6zciigii bu baglamda uygun bir secimdir. S6zciigiin Almanca dijital s6zliikteki (DWDS- Digi-
tales Worterbuch der deutschen Sprache)’ kullanimlari ve cevirileri baglamsal esneklik bakimindan 6rnek
teskil edebilecek niteliktedir. DWDS plaftormunda sozciigiin kullanim bigimlerine dair dizi ya da filmlerden
altyazi ornekleri verilmistir. Bunlardan birisi “Wollt ihr mir jetzt dabei helfen, herauszufinden, warum dieses
Verfahren nicht funktioniert?” ciimlesidir. Bu ciimlede sozciigiin anlami agiktir ve “Bu yontemin/siirecin
neden ise yaramadigini bulmama yardim etmek ister misin?” bigciminde cevrilebilir. Ancak bu sozcliglin
hukuki baglaminda kullanimiyla ilgili “Das Verfahren wurde eingestellt.” gibi bir ornekte “bir davanin diisu-
rillmesi, yargilama siirecinin sona ermesi” gibi bir anlamdan soz edilmektedir. Noral makine cevirisinde
sistem, daha once islenmis verilerden ogrenerek cok katmanli anlam yapilarini ayirt etmeyi 6grenmektedir.
Dil modelinin plastisite kapasitesi yeterli ise ceviri ¢iktisi da bu dogrultuda olacaktir.

Sozgelimi "The Following" dizisinin 2014 yilinda yayinlanan "Sacrifice" (Sezon 2, B6liim 12) béliimiinde
gecen “Alle Mitglieder der Gemeinschaft haben mehrfach dieses Verfahren durchlaufen” (undergo a
procedure) altyazisi, dizinin ana karakterlerinden Joe Carroll ve takipgilerinin organize bir tarikata katilma

60grenme, beyinde noronlar arasinda yeni baglantisalliklar kurma strecidir. Ogrenme sirasinda beynin hangi alani daha cok kullaniliyorsa o
bélgedeki enformasyon yollarinda (norozihin=konnektom) bir nicelik ve karmasiklasma saptanmaktadir.
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slirecini anlatan bir sahnede yer alir. Burada “Verfahren” sozciigii “bir tiir sinav ya da ritiiel, prosediir,
slireg, uygulama” anlaminda kullanilmistir ve soyle cevrilebilir: “Toplulugun tiim iyeleri bu prosediirden
birkag¢ kez gecmistir.” Makine cevirisinde dogru baglamda ceviri ciktisi elde edebilmek icin dil modelinin bu
baglami 6grenmis olmasi gerekir. Dil modeli yeterince 6§renmemis ve plastisitesi yeterli degilse bu ciimlede
“Verfahren” sozcugii “yontem” olarak gevrilebilir.

Yukarida sozii edilen baglamsal farkliliklarin noral makine cevirisinde dogru bicimde yonetilebilmesi
ve sistemin istenen Olciide bir plastisiteye sahip olmasi, kullanilan mimaride sistemin 6grenmesiyle ve
bellegiyle iliskilendirilebilir. Dil modelinin dogru anlami yakalayabilmesi, saglanan geri bildirimler yoluyla
sistemin agirliklarinin giincellenmesine baglidir. Noral aglarda katmanlar arasinda isleyerek geri bildirim
saglayan backpropagation mekanizmasl, yukarida soz ettigimiz lizere hata giincellemeyi ve 6grenmeyi
miimkiin kilar. Ogrenmenin verimliligi ise plastisiteyi olumlu anlamda etkiler. Bu siirecte néral aglarin genel
isleyisinin temel bilesenlerinden biri olan ve sistemin hangi girdiye ne diizeyde odaklanacagina karar veren
“attention” adinda baska bir mekanizma daha girer devreye. Dikkat anlamindaki mekanizma, yapisal olarak
tlim sistemin calismasina entegre bir unsur olsa da karmasik yapilarda sistemin dogru c¢ikti icin neye
odaklanmasi gerektigine karar vererek dolayli anlamda plastisiteye katkida bulunur.

Yapay zekanin plastisitesiyle iliskilendirebilecegimiz diger bir nitelik noral ag sistemine entegre olarak
calisan attention (dikkat) mekanizmasidir ve bu mekanizma gelistirilerek self-attention olarak adlandiril-
mistir. Bliyiik dil modellerinde en giincel mimarilerin kullandigi self-attention (Bahdanau ve ark., 2015, s.
4; Vaswani ve ark., 2017, s. 2-10), her bir girdi metninde tiim sozciiklerin/Ggelerin birbiriyle iliskisini inceler,
temel ogeleri belirler ve baglami degerlendirir. Bunu yaparken bilgiyi dinamik olarak isler, her yeni girdide
baglantisalliklari goz 6niinde bulundurur; birbirine uzak sozciikler arasindaki iliskiyi degerlendirir ve uzun
vadede daha dogru ceviriler yapmayi amaclar. Ayni zamanda sozciikler arasinda onemli olan sozciikleri
baglama gore belirler ve bu bilgileri siirekli giincelleyerek adapte olur ve 6grenmeye devam eder.

Dil modelleri bir ¢ceviride modelin baglamda neye gore karar verdigini ve en ¢ok neye dikkat gosterdigini
agiklanabilir yapay zeka kapsaminda “attention map” adi verilen dikkat haritalari ile goriintiileyebilir (Vig,
2019). Dikkat haritalari ile yapilan galismalar néral makine gevirisinde dil modelinin davranisini analiz etmek
icin onemli araclardir. Dikkat haritalari, teknik bir ¢ikti olmanin yani sira ayni zamanda dil modelinin baglami
ne oOlclide i¢sellestirdigini gosteren bir gosterge olarak degerlendirilebilir. Dikkat haritalari ayni zamanda
agiklanabilir yapay zeka (XAl-explainable artificial intelligence) alani icin de 6nemli veriler sunar. Asagida
kaynak metin ingilizceden erek dil Almancaya noral makine cevirisi ile gerceklestirilmis bir ciktiya iliskin
dikkat haritasi ornegi goriilmektedir ( ). Dikkat haritasi, kaynak ve erek metin arasinda baglant
kurarak metinler arasi sozciik, sozdizimi ve anlam iliskilerini inceleyerek bir tiir eslestirme gerceklestirir.
Gerceklestirilen eslesmede sozclikler arasindaki iligskinin niteligine gore sayisal bir deger atayarak agirliklar
olusturur. Agirliklar, bunlari gosteren renklere gore agiktan koyu renge bir skala olusturdugu igin 1s1 haritasi
olarak da anilabilir.
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Gorsel 1
Dikkat Haritasi

Simulated Attention Heatmap
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insan beyninde genel anlamda dikkat mekanizmasi, basta alin kisminda yer alan beynin prefrontal
korteks bolgesi, parietal alan ve bazi diger bolgelerin etkilesimi ile isleyen karmasik bir siirectir (Corbetta
ve Shulman, 2002; Posner ve Petersen, 1990, s. 25/34). Beyin bu sistem sayesinde neye odaklanacagina karar
verebilir. insanda dikkat mekanizmasi ceviri siirecinde de devreye girer. Yapilan bir calismada (Price ve ark.,
1999, s. 2221) geviri sirasinda beynin aktive olan bolgeleri goriintiilenmis, dilin islenisi sirasindaki dikkat ve
karar verme ile ilgili 6n bolgede (anterior singulat korteks), duygu ve otomatik tepkileri yoneten subkortikal
yapilarda (serebral korteksin altindaki bdlgeler) ve Broca alaninda aktivasyon gozlemlenmistir. Bulgular,
ceviri siirecinde bilissel diizeyde yogun bir dikkat ve segme islemi gerceklestigini gostermektedir. Bu yoniiyle
insan beyni ile yapay zeka sistemlerindeki dikkat mekanizmasinda islevsel bir benzerlik kurabiliriz. Beyin-
deki mekanizmanin isleyisine dair ¢alismalar devam etmektedir ancak mekanizmanin daha karmasik bir
yapida isledigi ve dogal bir plastisite sergiledigi soylenebilir.

Norobilim calismalariyla paralellik gosterecek bicimde ceviribilim alaninda ceviri sirasinda dikkat,
bellek ve karar verme gibi bilissel siireclerin incelendigi calismalar mevcuttur. Finlandiyali ceviribilimci
Riitta Jaaskeldinen (2011), cevirmenin geviri sirasindaki bilissel akisini “sesli diisinme protokolleri” (TAPs)
uygulamasiyla gozlemlemeyi onermistir. Sesli diisiinme sirasinda ¢evirmenin distincelerini iceren sozli
ifadeleri kaydedilmekte ve boylelikle ceviri edimine yonelik ampirik veri toplanmaktadir. Her ne kadar
kaydedilen veriler, beynin ic isleyisine yonelik bilgi vermese de bilissel psikolojiden esinlenerek yiiriitiilen
uygulamalarda cevirmenin zihinsel eforuna, dikkat ve karar verme siireclerine dair inceleme ve gozlemler
gerceklestirilmistir. Barselona Universitesi blinyesinde kurulan ceviri edincine yonelik calismalariyla bilinen
PACTE arastirma grubu (Process of Acquisition of Translation Competence and Evaluation), yaptigi bir aras-
tirmada gevirmenin karar verme siirecini incelemis, cevirinin bilissel bilesenlerini aragtirmistir (bkz. PACTE,
2017). Sozii edilen arastirmalar insan gevirmenin bilissel kapasitesi ve ceviri siirecinde beynin plastisitesine
yonelik arastirmalar kapsaminda degerlendirilebilir.

Attention agirliklariyla “Gutmensch” analizi

Almancada 2015 yilinda bir jiiri tarafindan yilin en uygunsuz sozcligi segilen “Gutmensch” ifadesinin
gectigi birka¢ baglami inceleyelim. Metnin secilmesinin sebebi, metinlerde gecen Gutmensch sozciigiinde
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anlamin, sozciik diizeyinde degil, sozciiglin 6tesinde aranmasi gerektigi; bunun yani sira metnin soylemsel
bir nitelik barindirmasi, metinlerarasi gondermeler, imalar icermesi ve ceviride pragmatik diizeyde yeniden
insa edilme zorunlulugudur. Hatim ve Mason (2005, s. 5) ceviriyi, metin ireticilerinin diinyaya dair bakis
acilarint alimlayicilara ileten soylemsel gostergelerin aktarimi olarak goriir ve anlamin sozciiklerin otesinde
kuruldugunu vurgularlar. Secilen metin, bu dogrultuda anlamin pragmatik diizeyde kuruldugu bir yapiya
sahiptir ve ceviri siireci de yorumlayici bir esneklik gerektirir. Baker'in (1992, s. 217-219) belirttigi iizere cevi-
ride pragmatik diizeyde bir esdegerlik yakalanmasi 6nemlidir. Bir metnin anlam biitiinliigl, ancak metinde
sunulan bilgi ile okuyucunun kendi bilgisi ve diinya deneyimi arasindaki etkilesimin sonucunda saglanabilir
ve bu etkilesim yas, cinsiyet, irk, milliyet, egitim, meslek, siyasi ve dini egilimler gibi cesitli faktorlerden
etkilenir. Baker (1992, s. 238), anlamin belirlenmesinde ayrica baglamin 6nemini vurgulayarak baglamin,
ondan makul bir bicimde ¢ikarilacak bircok ima icerebilecegi olasiligina dikkat ¢eker. Bu noktada insan
cevirmenin metne yaklasimi ve anlami teshis etmeye calismasi ile noral makine cevirisinin metni ¢oziim-
lemesi arasindaki olasi fark devreye girer. insan ¢evirmen boyle bir ceviri gorevinde edinglerini kullanarak
baglamsal, kiiltiirel ve sezgisel yoruma dayali bir siireg isletirken, noral makine cevirisinde biiyiik olciide
veriye ve Oriintiiye dayali bir dizi islem ve eslestirme gerceklesir. Asagida “Gutmensch” metni tizerinden yer
alan analiz, bir taraftan iki yaklasim arasindaki farki goriintr kilmayr amaclarken diger taraftan sistemin
plastisitesini saglayan mekanizmalarin baglami nasil isledigini ortaya koymayi amaclamaktadir.

“Gutmensch” metni ideolojik referanslari nedeniyle belirtildigi lizere 6zellikle segilmistir. Metinde gegen
“Gutmensch” sozcligiiniin ilging olan tarafi, yardimseverligin, sosyal adaletin karalanmasina, siyasette
nefret soyleminin ve kutuplasmanin artirilmasina, siyasi tartismalarin rasyonellikten uzaklasarak kisisel
bir saldiri haline gelmesine zemin hazirlamasidir. “Gutmensch” sozciigii Almancada siyasi baglamlarda ve
popiilist sdylemlerde siyasilerin rakiplerine karsi kullandiklari bir ifadedir. ironik, suclayici, asagilayici ve
elestirel bir baglamda negatif anlamda kullanildigi goze ¢arpar. Bunun icin konuda biraz daha derinlesip
cesitli makaleleri taradigimizda ve sosyal medya analizi yaptigimizda konunun ayirdina variriz.® Genellikle
samimiyetsiz, ¢ikarci davranislari olan, kendi goriisii disindakilere hosgoriisiiz, belli bir ideolojiye kori
koriine bagli kisileri tanimlamak igin kullanildigi goriliir. Sozgelimi baglam vermedigimiz “Gutmenschen
sind keine guten Menschen.” ciimlesi GPT-4 modeli tarafindan Tiirkceye “lyiliksever insanlar iyi insanlar
degildir” biciminde cevrilmistir. Model, ciimleyi ingilizceye ise “Do-gooders are not good people.” olarak
cevirmistir. ingilizce ceviride dikkati ceken, “Gutmenschen” sézciigiiniin, gorece Almancadaki anlamsal ve
islevsel karsiligina uygun bicimde verilmesidir. Tlirkce ceviride “iyiliksever” sozciigli, Almancadaki islevine
oranla sozclik diizeyinde bir ceviri olarak kabul edilebilir ancak islevsel degildir. Zira “Gutmensch” so6zciigii
Almancada ozellikle siyasi baglamlarda rakibini kiigimsemek ve itibarsizlastirmak i¢in kullanilan kavramsal
bir silah islevi gormektedir. Bu baglami prompt olarak sundugumuzda, model yaptigi ceviriden bagimsiz
olarak anlama iliskin su agiklamayi vermistir:

Bu baglamda Gutmenschen ifadesi, ironik ya da asagilayici bir anlamda kullanilarak, "iyi goriinmeye
calisan" kisileri ifade eder. Ciimlede, bu kisilerin aslinda "iyi insanlar" olmadigi belirtiliyor.

Aciklamanin ardindan yapilan ceviri ile ilgili bir attention map olusturmasi istenmis (bkz. ), metni
bu yontemle nasil ¢oziimledigi sorulmustur.
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Gorsel 2
ingilizce ceviri icin dikkat haritasi

Attention Map: 'Gutmmenschen sind keine guten Menschen.' - 'Do-gooders are ncl)togood people.’
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Source (German)

Self-attention mekanizmasinin nasil isledigini sordugumuzda ise GPT-4 modelinin ChatGPT arayiizii
izerinden verdigi cevaplar ilgingtir. “Gutmenschen sind keine guten Menschen.” ciimlesinde “Gutmenschen”
sozcligliniin 6zne oldugunu, “sein/sind” fiilinin ise yiiklem oldugunu 6ncelikle belirlemistir. “Gutmenschen”
ile “guten Menschen” arasindaki iliskiyi “sein” fiili kurmaktadir. Self-attention mekanizmasi ile “Gutmensc-
hen” 6znesinin “guten menschen” ifadesi ile karsilastirildigini ve niteliksel bir karsilastirma yapildigini fark
etmistir. “Sein” fiili her iki sozclige attention mekanizmasi ile, diger bir deyisle dikkatle baglanir. “Keine”
sozclgl, “Gutmenschen” ile “guten Menschen” arasindaki olumsuzluk bagini kurmustur. Self-attention
mekanizmasi, “keine” sozciigliniin ¢ekimli fiil olan “sind” ve nesne olan “guten Menschen” ile nasil iligkili
oldugunu ogrenir. Buraya kadarki agiklamada son ciimlede nesne olarak belirtilen “guten Menschen” ifadesi
ile ilgili bilgi, dil bilgisel yapilarin aciklanmasi ve ciimle bilgisi agisindan tam olarak dogru degildir. Bu ifade,
aslinda “sein” fiili ile birlikte eyleme dahil edilebilecek “Pradikativ” (ek eylem) yapisidir.

Bu noktada dikkati ¢eken, “Pradikativ” cevabinin ancak ikinci kez soruldugunda verilmis olmasidir; zira
“guten Menschen” ifadesinin ilk soruldugunda nesne olarak degerlendirilmesi ve sonrasinda cliimlede ek
eylem yapisi olusturup olusturmadigi sorgulandiginda dogru cevabin verilmesi, modelin ilk soruya lrettigi
yanitl yeniden gozden gegirme ve baglamsal unsurlari iliskilendirme kapasitesini gostermesi agisindan
onemlidir. Dil modeline sorulan ikinci sorunun yonlendirici nitelikte bir etki yapmis olabilecegi goz oniinde
bulundurulmakla birlikte bu durum, sistemin plastisite islevinin kuciik olcekte gozlenebildigi bir ornek
olarak degerlendirilebilir. S0zl edilen 6rnek, ayni zamanda kullanici etkilesiminin model ¢iktilari tzerindeki
etkisi baglaminda da tartisilabilir.

Ornek metin lizerinden devam edecek olursak self-attention mekanizmasi bu climlede “Gutmenschen” ile
“guten Menschen” ifadesi arasinda olumsuzluk bildiren “keine” sozcligi sayesinde gliclii bir karsitlik iligkisi
kurmustur ve “iyi gorinmek” ve gercekten “iyi olmak” arasindaki celiskiyi tahmin etmistir. “Gutmenschen
sind keine guten Menschen” climlesi, 6zellikle “Gutmenschen” sozciigiine yapilan ironik veya elestirel bir
gondermedir. Burada "iyi goriinme" ¢abasi gercek bir iyilikten ziyade dissal bir gosteris olarak ele alinir.

Yukaridaki ornekler néral makine cevirisinde sistemin ozellikle ingilizce cevirisinde yalnizca sozciik
diizeyinde bir esleme yapmadigini; bu eslemeyi, attention mekanizmasi araciligiyla baglami taniyarak ve
anlami yeniden kurarak gerceklestirdigini gostermektedir. Self attention mekanizmasi, modelin climle icinde
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ozne-yiiklem-karsitlik iliskisini fark etmesini saglayarak baglama duyarli ve esnek bir bicimde ceviri ¢iktis
olusturmasini saglamistir. Sistemin hangi sozciiklere ne diizeyde odaklanarak 6grendigi backpropagation
ve attention mekanizmalari sayesinde anlasilabilmektedir. Ogrenme siireci, sistemin daha dnce karsilastig
orneklerden edindigi esnek bilgiye dayanmakta; modelin sozciik diizeyinde karsiliktan ziyade bir metnin
ironi, elestiri tonu gibi farkli anlam katmanlarina hassas oldugunu ve sistemin plastisite kapasitesini devreye
soktugunu gostermektedir.

Gorsel 3

Tiirkge ceviri icin dikkat haritasi

Simulated Attention Map - Turkce Ceviri
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Tiirkce ceviriye gelecek olursak (bkz. ) Tiirkce ceviriye dair bir attention map olusturulmustur.
ChatGPT arayiizu uzerinden gerceklestirilen ceviri ve aciklamalar dikkate alinarak GPT-4 modeli tarafindan
simiile edilen dikkat haritasi®, sistemin hangi sozclikler arasinda anlam kurdugunu ve hangi baglamsal
bilesenlere ne diizeyde dikkat verdigini gostermektedir. Gorsel, “Gutmenschen” sézciigiiniin “iyiliksever”
sozciigii ile eslestirildigini, “sind” ve “keine” sozciiklerinin ciimledeki olumsuz yargiyl vurguladigini ve bu
dogrultuda “degildir” sozciigiine yiiksek agirlik verdigini gostermektedir. Kaynak metinde “Gutmenschen”
sozclgiline yapilan ironik veya elestirel bir gonderme Tiirkge ceviride ¢ok fazla hissedilmemektedir. Modelin
ingilizce ceviriye kiyasla baglamsal tonlamayi aktarmadaki zayiflig, dikkati ceken diger bir noktadir. Bu
durum, sistemin plastisite kapasitesinin zorlandigini ve yalnizca sozciik diizeyinde bir eslestirme yaptigini
gostermektedir. Bunun sebeplerine gelecek olursak, Tiirk¢e-Almanca dil cifti arasindaki veri dengesizligi
ve Tirkcede tarz olarak bu tiir gonderme, elestiri ve ironi iceren soylemlerin veri icinde temsil edilme
durumunun yetersizligi sayilabilir. Dil modellerinin plastisite kapasitenin artmasi igin teknik olarak mimari-
lerin yani sira anlam cesitliligi iceren baglamsal farkliklarla beslenmesi gerektigi soylenebilir. Ancak tekrar
hatirlatmak gerekir ki secilen metin, 6zgiin baglami olan bir ifade icermekte ve ceviri anlaminda biiyiik bir
zorluk olusturmaktadir.

9Dikkat haritasi dogrudan modelin atadigi agirliklari gosterme noktasinda temsilidir; zira GPT ya da diger biyiik dil modellerinde attention
agirliklarina dogrudan erisim ¢ogu zaman miimkiin degildir. Bunun sebebi ise decoder katmanlarinin kapali olmasidir.

=
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Metni bir baglam icerisinde dil modeline verdigimizde ceviride “Gutmensch” ifadesinin oldugu gibi
aktarildigr ve kaynak dildeki orijinal halini korudugu goriilmektedir. Metnin cevirisi icin belli bir erek kitle
ve amag (skopos, vikipedi okuru, sozciik agiklamasi) belirledigimizde ise daha ¢ok agiklayici geviri yoluna
gittigi gorlilmektedir:

Tablo 1
Kaynak-Erek Metin ( )
Almanca Kaynak Metin Tiirkge Erek Metin

Gutmensch, Almanca’da sikca alayci ya da kiiglimseyici bir
anlamda kullanilan bir ifadedir. Genellikle bir kisiyi ya da
grubu, naif bir iyilik inancina sahip olmakla ve asiri ahlakgilikla
suclamak icin kullanilir. Bu terimle, kullanan kisiler agisindan
bakildiginda, “iyi insan olma” arzusunun abartili bicimde disa
vurulmasi, baskalarini yargilayan ve kendi degerlerini dayatan
bir tutumla iligkilendirilir. Bu kisiler, cogunlukla baska goriislere
kapali, dogmatik bir iyilik anlayisiyla tanimlanir. “Gutmensch”
kelimesi 2015 yilinda Almanya’da “Yilin En Uygunsuz

So6zciigi” (Unwort des Jahres) segilmistir, ¢linki farkl
diistinenleri kiiciimsemek ve itibarsizlastirmak amaciyla
saldirgan bir bicimde kullanildigi degerlendirilmistir.

Gutmensch ist eine Bezeichnung, die haufig als ironisch oder
verachtend gemeinte Verunglimpfung genutzt wird. Im Jahr 2015
wurde ,,Gutmensch” zum Unwort des Jahres gewahlt. Es wird
damit jemand bezeichnet, der naiv an das Gute glaubt. lhnen
wird aus Sicht der Wortverwender ein libertriebener Wunsch
des ,Gut-sein“-Wollens in Verbindung mit einem
moralisierenden und missionierenden Verhalten und einer
dogmatischen, andere Ansichten nicht zulassenden Vorstellung
des Guten unterstellt.

Yukaridaki tablo baglamin ceviri lizerindeki etkisini gostermek amaciyla olusturulmustur. Dil modeli,
ideolojik bir vurgu tasiyan “Gutmensch” sozciigiine tam bir Tiirkge karsilik vermemistir. Zira kiiltiirel anlamda
dile spesifik ifadelerin gevirisinde genellikle yabanci s6zciigiin cevrilmeden birakilmasi s6z konusudur. Diger
taraftan metnin bir baglam icerisinde verilmesi, sozciigiin tasidigi kavramsal boyutun anlasilmasina yardimci
olmustur. Kaynak metinde gecen “lhnen wird aus Sicht der Wortverwender ein Ubertriebener Wunsch des
,Gut-sein“-Wollens in Verbindung mit einem moralisierenden und missionierenden Verhalten und einer
dogmatischen, andere Ansichten nicht zulassenden Vorstellung des Guten unterstellt.” ciimlesinin erek dilde
“Bu terimle, kullanan kisiler agisindan bakildiginda, “iyi insan olma” arzusunun abartili bicimde disa vurul-
masl, baskalarini yargilayan ve kendi degerlerini dayatan bir tutumla iliskilendirilir.” biciminde bir ciimle ile
verildigi goriilmektedir. Cimlede 6znenin karisik bir yapiyla verilmesi ve yargi tasiyan sozciik olarak “iliski-
lendirmek” eyleminin segilmesi, 6zne yiiklem arasinda bir belirsizlige sebep olmustur. Boylelikle esneklikten
uzak, komplike ve anlatim bozuklugu diyebilecegimiz bir yapi ortaya ¢ikmis, terim ile ne kast edildigi tam
anlasilmamistir. Oysa metinde bu terim, onu kullananlar tarafindan “iyi insan olma” arzusunun abartili
biciminde disa vurulmasiyla, baskalarini yargilayan, kendi dogrularini dayatan, farkli goruislere kapali bir
tutumla ozdeslestirilmektedir. Metnin devamina kaynak metinde olmayan ancak baglamin anlasilmasina
yardimci ciimleler eklendigi goriilmektedir.

“Gutmensch” sozciigiiniin Almanca siyasi baglamda nasil kullanildiginin yani sira toplumsal diizeyde
islevsel karsiligini erek okuyucuya fark ettirmeyi amaclayan bir ceviri gorevi belirledigimizde ise GPT-4

”n o u

(ChatGPT arayiizii iizerinden), skopos’a (Reil ve Vermeer, 1984) uygun “iyilik budalas!”, “iyilik havarisi”,

” u

“sozde iyi insan”, “gosterisci iyiliksever” gibi Tiirkce islevsel karsiliklar onermistir.’® Bu durum, dil modeli-
nin baglama gore farkli geviri ¢iktilari olusturdugunu ve bir noktaya kadar gorece skopos dogrultusunda
yonlendirilebildigini gostermektedir. Bu baglamda denilebilir ki plastisite, teknik bir yeterliligin yani sira
baglama duyarlilik gerektirmektedir. Diger taraftan genel anlamda bakildiginda néral makine gevirisinde

0Sjyasi bir tartismada kullanildiginda ne kadar islevsel oldugu sorgulanabilir. Tlrkcede buna benzer kullanimlara sosyal medyada ¢okca
rastlanmistir ancak “Gutmensch” kadar yerlesik Tirkge bir kullanim mevcut degildir. Genelde kavramin kendisinin Almanca olarak kullanildig
ornekler yadsinamayacak olcudedir.
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bu tarz metinlerin ¢oziimlenmesi, kiltiirel ve ideolojik tonun korunmasi oldukca gii¢ goriinmekte, sistemin
plastisitesinin zorlandigi goriilmektedir.

Benzer bicimde Aslan’in (2024) edebi metinlerde yapay zeka destekli ceviri araglarinin performansini
degerlendirdigi ve insan gevirmen ile karsilastirdigi calismasi ile Odacioglu’nun (2024) hukuk metinlerinde
yapay zeka cevirisi ile insan ¢evirmeni karsilastirdigl calismasi, yapay zeka araclarinin baglamsal duyarlilik
ve plastisite bakimindan kisitliliklari olabilecegini gostermektedir. insan cevirmen bu tarz ceviri gorevlerinde
one cikmaktadir. Bu noktada insan cevirmenin baglamsal duyarlilik gerektiren 6zel bir ¢eviri gorevinde
art alan bilgisi, kiiltiirel sermayesi'", toplumsal deneyimini edimine nasil entegre edecegi 6nemlidir. insan
cevirmen, dilin nlianslari ile deyimsel ve kiiltiirel gondermelere hakimiyeti sayesinde (Cetin ve Duran, 2024,
s. 162) edinglerini kullanarak, esnek ve baglama uygun bir performans gosterebilir. Yapay zeka ile ceviri
kisitli verilerle sinirliyken, insan kapasitesi itibariyle sonsuz bir evren gibidir (Sahin, 2023, s.9). Bu durum,
islevsel ceviri bakis agisindan Nord’un (2005, s. 22-23) cevirmene uygun gordiigi iletisim tasarimcisi roliiyle
bagdasmaktadir. Zira giiniimiizde cevirmen, gerceklestirilen iletisimi yoneten kisi konumuyla biitiin siirecin
sorumlulugunu tasimaktadir. Ceviri hem statik hem de baglama gore sekillenen dinamik bir siire¢ (Hatim
ve Mason, 2005, s. 24) olduguna gore cevirmen, metni olusturma siirecinde kaynak metin verilerinden yola
cikarak erek dil metninde hassas bir siire¢ yiiriitmeli; dilsel ve baglamsal uyumu ustaca bir dikkatle gozetmeli
ve erek dilde islevsel bir iirlin olusturmalidir. Noral makine cevirisinde bu tarz diizenlemelerin karsiligi,
attention mekanizmasiyla da baglantili olan fine-tuning uygulamasidir. ince ayar anlamindaki fine-tuning
onceden egitilmis bir modelin belirli bir gorev icin yeniden egitilmesidir. Yeniden egitim siirecinde sistemin
dikkat mekanizmalari optimize edilmektedir.

Yapay zekanin plastisitesini saglamayi hedefleyen mekanizmalardan biri de biiyiik dil modellerinde 6n
egitim (Pre-trained Models) ve ince ayardir (Fine tuning) (Liang ve ark., 2021, s. 13333). Bazi dil modelleri
(BERT, GPT-3 vb.) cok biiyiik veri setleriyle 6nceden egitilir ve ardindan ince ayar yapilarak yeni bilgiye hizli
adapte olma ozelligi ve esneklik kazanir."2 Sozgelimi teknik, hukuk, tip gibi alanlarda ek veri seti destegiyle
modelin son katmanlarina fine-tuning yapilabilir ve boylelikle modelin agirliklari (parametreleri) yeni veri
setleriyle uyumlu olacak bicimde optimize edilir.

Esasinda fine-tuning, noral makine cevirisinde modelin onceki bilgilerini yeni durumlara adapte etmesini
anlatan “transfer 6grenme” (transfer learning) paradigmasinin bir pargasi sayilabilir (Vrbancic ve Podgorelec,
2020). Transfer 6grenme sirasinda, bir model biiyiik bir veri kiimesi iizerinde egitilir ve genel dil bilgisi, nesne
tanima veya baska genis bilgi yapilari 6grenir. Tipki beynin daha dnce 6grenilen bilgileri yeni gorevlerde
kullanabilmesi gibi, transfer 6grenme de bu bilgileri yeniden kullanarak yeni gorevlerde daha hizli 6gren-
meyi saglar (Kocmi, 2020). insan beyninin calisma prensibi cok daha karmasik isler; 6grenme siireclerine
duyusal, duygusal, sosyal ve ¢evresel faktorler eslik eder. Noral makine cevirisinde dil modelinin fine-tuning
yoluyla belirli bir alanda teknik anlamda diizenlenmis yeni bir baglama adapte olmasi, daha once bahsini
ettigimiz insan beyninde deneyime bagli plastisitenin (experience dependent plasticity) yapay bir benzeri
gibi goriilebilir.

Bazi yapay zeka mimarileri beyin benzeri bir esneklik saglamak icin dil modellerinde fine-tuning’in gelis-
mis bir versiyonu gibi diisiiniilebilecek olan siirekli 6grenme (continual learning) yontemi kullanmaktadir.

"Cevirmenin kilturel sermayesi, dilsel yetkinliginin yani sira birikimi, kaynak ve erek kultir arasindaki iliskisel ve sezgisel farkindalig
anlaminda kullanilmistir. Sermaye kavrami igin bkz. Pierre Bourdieu, Genel Sosyoloji: Collége de France Dersleri (1981-1983) (Z. Emirosmanoglu,
Cev.), 2023.

2Kimi zaman da ince ayar sonucunda dil modeli yeni bilgiye agir uyum gésterir ve dnceki bilgileri unutmaya egilimli olur (overfitting- Liang
ve ark., 2021).

Istanbul Universitesi Ceviribilim Dergisi-Istanbul University Journal of Translation Studies, (23): 73-93 i LA ] 86



Noral Makine Cevirisinde Plastisite: Bilissel ve Teknik bir Perspektif ﬁ 0guz, 2025

Sozgelimi Elastik Agirlik Konsolidasyonu (EWC-Elastic Weight Consolidation) gibi uygulamalar (Thompson
ve ark., 2019; Varis ve Bojar, 2019), bu konuda kullanilan tekniklerdendir. Bu uygulama ile model, eski gorev-
lerdeki agirliklari/parametreleri koruyarak yeni gorevler icin kendini optimize eder. Bunun amaci, modelin
onceki bilgileri unutmamasidir. Zira dil modellerinde bazen daha 6nce s6zii edilen katastrofik unutma (CF-
catastrophic forgetting)'® sorunu yasanmaktadir (Gu ve Feng, 2020; Wu, Liu ve Zong, 2024). Dil modelleri
egitim ya da ince ayar sirasinda onceki bilgilerini unutabilmektedir (French, 2003). Bir 6rnekle somutlasti-
racak olursak diyelim ki bir dil modeli Almanca-ingilizce dil ¢iftinde ceviri yapmak {izere egitilmis olsun
ve performansi oldukca iyi olsun. Bu model, Almanca-Fransizca dil ciftine yonelik bir ince ayarla yeni bir
goreve atanabilir. Model, normal bir fine-tuning’e tabi tutuldugunda Almanca-ingilizce dil ciftine yonelik
parametreler giincellendiginden modelin onceki parametreleri degisebilir ve ceviri performansi diisebilir.
EWC bu noktada devreye giderek modelin ise yarayacak parametreleri korumasini saglar ve modelin unut-
masini engellemeye calisir. Model béylelikle hem Almanca-ingilizce hem de Almanca Fransizca dil ciftinde
performansini koruyarak basarili ceviri yapabilir. Bu ve benzeri uygulamalardaki (LwF- Learning without
Forgetting, memory based approaches vb.) amag, modelin esnekligini glincel ve isler tutmak, ceviri ¢iktila-
rinin dogrulugunu ve giivenirligini artirmaktadir.

Noral makine gevirisinde bir dil modelinin belli bir alan ya da gorev i¢in uyarlanmasi amaciyla fine-tuning
islevine benzeri bir diger yontem ise geri getirme katmani (retrieval) biciminde dil modeline harici olarak
eklenen Retrieval-Augmented Generation (RAG) uygulamasidir (Gao ve ark., 2023). RAG yonteminde bilgi, fine-
tuning’'in aksine modele kalici olarak gomiilmez, baska bir bilgi kaynagindan ya da veri tabanindan anlik
saglanir ve bilgi liretimine entegre edilir (non-parametric). Boylece model, kendi parametrelerinde kayitli
olan bilginin yani sira glincel ve 6zel verilere odaklanarak baglamsal esnekligi ve dogrulugu artirmaya calisir.
RAG ozellikle teknik bilgiye sahip olmayan kullanicilarin, ek yazilim gelistirme veya model egitimi yapmadan
alan odakli ve giincel verilere erismesine olanak taniyabilir. Buna karsilik fine-tuning ile uyarlanmis bir dil
modeli egitildigi veri disindaki giincel bilgilere erisemez ancak alan/6zel bilgileri modelin parametrelerinde
kalici oldugu igin (parametric) uzun vadeli uyarlama gerektiren durumlar i¢in avantaj saglayabilir.

Bu boliimde calismamizda ele alinan plastisite olgusunun noral makine cevirisi baglaminda nasil somut-
lastigini géstermek amaciyla bir fine-tuning uygulamasina yer verilmektedir. Uygulama, Tiirkce-ingilizce cift
dilli veri iizerinde ¢alisan, Transformer mimarisi tabanli dil modeli MultiMaCoCu kullanilarak gerceklestiril-
mistir. Bu baglamda amag, modelin alan/6zel veri ile yeniden egitilmesi siirecini, elde edilen g¢iktilar ve
bu siirecte gozlemlenen baglamsal esnekligi ortaya koyarak plastisite kavraminin ceviri teknolojilerindeki
yansimasini agiklamaktir.

Dil modelinin egitimi, ceviri ve dil modelleri alaninda istanbul Universitesi’/nde doktora ¢alismalarin
yirliten Burak Ozkaracahisar'in teknik altyapinin kurulumu, veri 6n isleme siireci ve model parametrelerinin
optimize edilmesine yonelik katkilariyla uygulanmistir.’* Tercih edilen modelin temel egitimi, OpenNMT-
py altyapisi lizerinden genis capli cok dilli veriyle gerceklestirilmistir. Model, bu yoniiyle belirli bir alanin
terminolojisine ve baglamina uyum saglama potansiyeliyle one ¢ikmaktadir.

3Catastrophic forgetting, catastrophic interference ile ayni anlamdadir.

4Dil modeli egitimi ve fine-tuning uygulanmasi strecindeki katkilari icin Burak Ozkaracahisar'a tesekkiiri borg bilirim. Modelin egitimi icin
kullanilan veri setlerinin alindigl kaynaklar ise soyledir:
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Veri hazirligi ve 6n isleme asamasinda Tiirkce ve ingilizce dillerinde saglik alanina ait makale, rapor ve
kilavuzlardan olusan cift dilli bir derlem toplanmistir. Toplanan veri seti hem kaynak hem de erek dilde
temizlenerek bigimsel hatalar giderilmistir. Fine-tuning siireci oncesinde tum veriler subword tokenizasyon
adi verilen alt birimlemeye tabi tutulmustur. Verilerin alt birimlere ayrilmasinin ve bu sekilde islenmesinin
amacli, modelin sozciikleri anlamli alt parcalar halinde temsil etmesini saglayarak alana 6zel terimlerin
tutarli 6grenilmesini saglamaktir.

Fine-tuning siireci, OpenNMT-py altyapisi kullanilarak olusturulan ¢ift dilli veri seti lzerinde yiirutil-
mistlr. Fine-tuning asamasinda saglik metinleri, genel metinlere oranla 10 kat daha fazla agirliklandirilmis,
modelin saglik alanina yonelimi artirilarak yiiksek duyarli olmasi hedeflenmistir. Egitim siireci 5000 adim
olarak planlanmis, her 1000 adimda bir kontrol noktasi (checkpoint) kaydedilmistir. Daha 6nce soziinii
ettigimiz asiri 6grenmeyi (overfitting) 6nlemek amaciyla degerlendirme sonuglari dogrultusunda 3000 adim
son model olarak segilmistir. Ve son olarak ceviri metinleri yine alt sozciiklere ayrildiktan sonra model,
ceviri ciktisi iretmek amaciyla kullanilmistir. Uretilen ceviriler, dnceden egitilmis temel modelin ciktilaryla
karsilastirilmistir.

Bu boliimde MultiMaCoCu dil modelinden fine-tuning uygulama sonrasi elde edilen ceviriler, temel
model cevirileriyle karsilastirilmis, modelin alana uyum duyarliligi incelenmistir (bkz. Tablo-2). Ardindan dil
modeline gevrilmek {izere haricen bir makale verilmis ve ceviri ¢iktilari incelenmistir (bkz. Tablo-3).

Tablo 2
MultiMaCoCu Dil Modeli Ceviri Ciktilari
Kaynak Metin ingilizce Temel Model Gevirisi Fine-tuning Uygulanmis Ceviri

While most cases are due to . . Cogu vaka kiigiik anevrizmalarin
Cogu olguda ufak anevrizmalardan kanama
kanamasindan kaynaklansa da, daha

olsa da daha biiyiik anevrizmalar (daha az . . .
aygin olan) yirtilma olasiligl daha yiiksektir. A S MG LR )
yayg y & J " riiptiire olma olasiligi daha yiiksektir.

bleeding from small aneurysms,
larger aneurysms (which are less
common) are more likely to rupture.

Ceviri ciktilarinda goriildiigii iizere ingilizce kaynak metinde gecen “case” sozciigii temel model ceviri-
sinde “olgu” olarak; fine-tuning uygulanmis modelde ise “vaka” olarak karsilanmistir. Tibbi metinlerde her
iki kullanima rastlanmakla birlikte, modelin farkli s6zclik tercihlerinin, egitim siirecindeki eslesmelerin
istatistiksel agirligina gore bicimlendigi disiniilebilir. Bunun yani sira temel model “which are less
common” ifadesini “daha az yaygin olan” biciminde cevirirken, fine-tuning uygulanmis model tiptaki yaygin
kullanimina uygun “daha nadir” ifadesini se¢mistir. Temel model ile fine-tuning uygulanmis model cevirileri
arasindaki en belirgin fark ise kaynak metinde gecen “rupture” sozciiginde goriilmektedir. Sozciiglin ceviri-
sinde temel model genel dile ait “yirtilma” sozclgiinii secerken, alan uyarlamasi yapilmis metinde tibbi
terim olan “riiptiir/riiptiire olma” ifadesinin kullanildig goriilmektedir. Bu gozlemler, fine-tuning sayesinde
modelin terminolojik duyarliliginin arttigini gostermektedir.

Asagida Herloz ve arkadaslarinin calismasindan (2012, s.3) modele verilen makale metnine ait ceviri
ciktilari yer almaktadir. Beyin tiimérlerinde tani ve tedavi yontemlerinin ele alindigi makalede PET (Pozitron
Emisyon Tomografisi) adi verilen bir goriintiileme yonteminden s6z edilmektedir. Goriintiileme isleminde
FDG (Fluorodeoksiglukoz) adi verilen bir madde kullanilmaktadir. FDG, glukoza benzeyen bir molekiil oldugu
icin viicuda enjekte edildiginde hiicreler tarafindan glukoz gibi alinir ve PET taramasinda bu maddenin tutul-
dugu boliimler daha parlak goriiniir. Goriintiilemede FDG kullanilmasinin amaci, tiimoriin oldugu bolimlerin
tespit edilmesi, sinirlarinin belirlenmesidir. Makalede konuya iliskin bir bolim Tiirkgeye cevrildiginde temel
model ve fine-tuning uygulanmis modelin ceviri ¢iktilari tabloda sunulmustur:

S
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Tablo 3
MultiMaCoCu Makale Cevirisi Ciktilari

Kaynak Metin ingilizce
The high and regionally variable FDG

uptake in normal brain often makes the
delineation of brain tumors difficult.

Quantitation of FDG uptake in brain and
tumors....

Noral Makine Cevirisinde Plastisite: Bilissel ve Teknik bir Perspektif

Temel Model Cevirisi

Normal beyinde yiiksek ve bolgesel
olarak degisken FDG alimi genellikle
beyin tiimorlerinin gidisini
zorlastirmaktadir.

Beyinde ve tiimorlerde FDG tutulum
miktari....

Fine-tuning Uygulanmis Ceviri

Normal beyindeki yiiksek ve bolgesel
olarak degisken FDG alinimi, siklikla
beyin tiimorlerinin delineasyonunu
zorlastirmaktadir.

Beyinde ve tiimorlerde FDG tiiketim
miktari....

B 0O8uz, 2025

Yukarida verilen geviri ¢iktilarinda goriildiigi lizere climlede gecen “tanimlama, sinir belirleme” anlamin-
da kullanilan “delineation” sozciigli temel model gevirisinde “tlimoriin gidisi” bigciminde karsilik bulurken,
fine-tuning uygulanmis modelde “delineasyon” biciminde odiincleme bir sozciik olarak karsimiza ¢ikmak-
tadir. Temel modelin ceviri ¢iktisinda sozciik tercihiyle ciimlenin anlami muglaklasmaktadir; buna karsin
fine-tuning uygulanmis ceviri ¢iktisinda saglik alaninda terminolojiye duyarliigin yiiksek oldugu ve bu
dogrultuda teknik bir terim tercih edilerek modelin esnekliginin saglandigi gozlemlenmektedir. Ote yandan
baska bir climlede FDG'nin hiicre tarafindan alinmasini/emilimini anlatan “uptake” sozciigiiniin temel
modelde “tutulum” ve diger modelde “tiiketim” olarak cevrildigi goriilmektedir. Yiizeysel baktigimizda bu
tercihin terminolojik bir uyum saglamak adina gerceklestigi diistiniilse de FDG'nin metabolik olarak tiiketil-
medigi, hiicre tarafindan tutuldugu dikkate alindiginda fine-tuning uygulanmis modelde ¢evirinin anlami
olumsuz yonlendirme potansiyeli tasidigl goriilmektedir. Bu tarz sinirliliklarin iyilestirilmesi i¢in, modelin
iizerinde galisilmasi'®, geri bildirim mekanizmalariyla desteklenmesi, alan/6zel paralel geviri ciftleriyle (pa-
rallel corpora) zenginlestirilmesi gibi islemlerin uygulanmasi gerektigini belirtmek gerekir. Zira fine-tuning
uyguladigimiz modelin nihai bir iirlin olmadigini; plastisiteyi incelemek amaciyla deneysel bir uygulama
olarak tasarlandigini bu noktada hatirlatmak 6nemlidir.

Calismada noral makine cevirisinde plastisiteyi saglayan temel mekanizimalarin ceviri ¢iktilar tizerindeki
etkisi analiz edilmistir. Backpropagation mekanizmasi altinda verilen 6rnekler, néral makine cevirisinde
plastisitenin, dilsel ¢oziimlemenin 6tesinde sistemin beslendigi veri kaynaklariyla saglandigini gostermek-
tedir. Bunda kullanilan mimarinin ve verimli 6grenmenin de etkisi vardir. Attention mekanizmasi ve dikkat
haritalan ile incelenen 6rnekler, modelin kavram ciftleri arasinda iliski kurabildigini ve yapisal diizeyde
uyum sagladigini gosterirken, pragmatik diizeyde plastisitenin yetersiz kaldigi goriilmiistiir. Son olarak Mul-
tiMaCoCu adli modelden tasarlanan ve egitilen dil modeline uygulanan fine-tuning sonucunda model, egitim
oncesine gore baglamsal duyarliig belli dlgiide saglamistir ancak plastisite konusunda bazi kisitliliklar
saptanmistir. Bulgular, noral makine cevirisinin plastisiteye dayali verimlilik potansiyelinin gelistirilmeye
actk oldugunu ancak bununla birlikte modelin isleyisinde istenmeyen yan etkilere de yol agabilecegini
gostermistir.

Plastisite, dil modellerinde ve noral makine cevirisinde baglamsal esnekligi saglayan bir yeti olarak
tanimlansa da sozi edilen esnekligin ne dlgiide ve nasil gerceklestiginin tartisilmasi gerekmektedir.
Backpropagation mekanizmasi dil modelinin hatalarini esas alarak modelin yeniden yapilanmasi ile karak-
terizedir. Ne var ki backpropagation, insan beyni ile kiyaslandiginda Hinton'un ifade ettigi gibi teknik ve
oriintiiye dayali bir diizeltme mekanizmasidir. Bu durum, ceviri s6z konusu oldugunda baglamin yalnizca

15Genel climleler yerine alan terimlerine, mecazi ifadelere, kisaltmalara farkli agirliklar verilebilir. Sozgelimi genel climleler 1, alan terimleri
8, mecazi anlatimlar 2, kisaltmalar 10 bi¢ciminde model parametreleri optimize edilerek fine-tuning gergeklestirilebilir.
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oriintliyii izlemesi ile sonuclanir. insan beyninde oldugu gibi cesitli bilissel siirecleri takip etmedigi icin
backpropagation mekanizmasinin plastisiteyi saglamak konusunda kisitliliklari oldugu aciktir. Noral sinir
aglarinda sistemin genel isleyisine entegre olan attention mekanizmasi ise dil modelinin metni islerken
sozclikler arasinda iliski kurmasini saglayan, baglama gore baglantisalligi 6grenmeye calisan 6nemli bir
plastisite aracidir. Metin {lizerinden yapilan analizde goriildiigii lizere dikkat mekanizmasi, sozciik diizeyinde
ve sozdizimsel diizeyde bir eslesme gerceklestirirken soylemsel diizeyde plastisite saglamak bakimindan
sinirli kalabilmektedir. Fine-tuning’e gelince dil modelinin yeni bir duruma ve baglama uyumlanabilirliginin
sinanmasl soz konusudur. Burada plastisitenin teknik anlamda bir oriintii takip etmenin otesinde, modelin
beslendigi veri ile ilgili oldugu ortaya ¢ikmaktadir.

Yapilan incelemeler yapay zekanin plastisitesiyle insan ¢cevirmenin plastisitesinin farkli isleyis mekaniz-
malarina sahip oldugunu gostermektedir. insan cevirmen, donanimiyla dilin yani sira bircok farkli etkeni
slirece dahil ederek bilissel siirecini aktif kilmasiyla, ceviri siirecinde kendisi disinda diger etkenlerle
etkilesimi ve slireci yonetmesiyle Nord'un belirttigi lizere tam bir metin tasarimcisidir. Yapay sistemler bu
slirecin onemli bir parcasi olabilir ancak insan, heniiz basat bir rol oynamaya devam etmektedir. Bu roliin ne
kadar siirecegi ya da neye doniisecegi farkli gelismelere gore bicimlenecektir. Bunun yani sira yapay zekanin
ve insan cevirmenin sliregteki gorevleri, is birlikleri ile ayrica her iki aktoriin avantajlari ve dezavantajlari
tartisilabilir. Zira ceviribilim ile teknoloji arasindaki iliski siirekli kendini yenileyen bir niteliktedir (Geng ve
Cinar, 2024, s. 131).

Ote yandan plastisite basligi altinda cevirmenin yanliligi ile yapay zekanin karar verme siireclerindeki
girdi-¢ikti iliskisi lizerine diisiinmek gerekir. Yapay zeka araglariyla etkilesimde ceviri gorevinin nasil tanim-
landigl; metnin ¢6ziimlenme asamasi ve bu dogrultuda ceviri yonergesinin nasil olusturuldugu; tslup, islev,
terminoloji, metin uzunlugu, tercihler ve yasaklarla ilgili hangi kisitlarin prompa sunuldugu, verilen baglamin
kapsami gibi unsurlar modelin gikti Giretirken dikkatini ve odagini (attention) yeniden diizenler, modelin olasi
sec¢imlerini genisletir, daraltir ya da onceliklendirir. Boylelikle dil modelinin plastisitesinin baglamsal uyum
bakimindan nasil bicimlenecegi gozlenebilir. Anlasilan o ki plastisite teknik bir altyapiya dayanmakla birlikte
kullanici etkilesimi ile de yon degistirebilen bir nitelige sahiptir. Calismada “Gutmensch” 6rnegi bunu agik¢a
gostermektedir. Baglam verilmediginde modelin “iyi insan” bigciminde notr bir ¢ikti liretmesi karsiliginda
“siyasal baglam ve asagilayici islev” gibi baglami tanimlayici yonergelerin etkisiyle “iyilik budalasi”, “iyilik
havarisi” gibi farkli olasiliklar tretmesi, kullanici-model etkilesiminin ceviri kararlarini nasil etkiledigini
ortaya koymaktadir. Bu noktada Kumlu ve Okul’'un (2023) insan gevirisi ile GPT-3.5 giktilarini karsilagtirdiklari
calismadan soz edilebilir. Calismada ceviri 6rneklerinin “baglamin anlasilmasi icin yeterli uzunlukta” (s.34)
secilmesi ve modele “Bu metni bir edebiyat ¢evirmeni oldugunu hayal ederek ve kiltiirel unsurlara dikkat
ederek ingilizce diline cevirebilir misin?” biciminde bir komut verilmesi neticesinde modelin iirettigi cikti ve
ona eslik doniitler, model davranisinin baglam girdisine duyarli oldugunu goriiniir kilmaktadir.

Bu dogrultuda gevirmenin ceviri ¢iktisi Uretmek disinda farkli roller Ustlenebilecegi giinlerin ¢ok uzak
olmadigi soylenebilir. Cevirmen, yapay zeka sistemlerini verimli kullanmayi 6grenerek bircok etkin gorev
alabilir. Bunun i¢in oncelikle yapay zekanin isleyisi ve mekanizmalari ile ilgili bir kavrayis gelistirmelidir.
Boyle bir zemin cevirmeni, siireci tasarlayan ve denetleyen cok islevli bir aktor olarak komunlandirabilir.
Sektorde cevirmenlerin en 6ne ¢ikan katkilari, tiretim 6ncesi 6n diizenleme (pre-editing) ile liretim sonrasi
son diizenleme (post-editing) islevlerinde toplanmaktadir (Sahin, 2023, s111). On diizenleme, metin ve bag-
lamin yapay zekaya sunulmadan once tasarlanmasidir. Baglamin tasarlanmasi, gevirinin islevi, amaci, temsil
giicli yiiksek ornek metinleri, gerekli arka plan bilgisini iceren bir girdi dosyasi olusturmayi ve bu girdi dos-
yasina gore verilecek komutlari belirlemeyi gerektirebilir. Bu adim, modelin odaklarini ve se¢im olasiliklarini
bastan diizenleyerek ¢ikti kalitesini belirleyici bicimde etkileyebilir. S0z konusu gorevler, baglam tasarimcisi,
baglam editori, prompt uzmani gibi basliklar altinda uzmanlasabilir. Son diizenlemede ise metnin kontrolii,
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test edilmesi icin gerekli metin havuzu olusturmalk, telif, etik gibi durumlari denetlemek gibi farkli roller
ortaya ¢ikabilir. Bunlarin yani sira yapay zeka ile ceviride en 6nemli hazine “veri” dir (Sahin, 2023, s. 113).
Cevirmen, veri setleri ile calisarak girdi-¢ikti arasindaki iliskiyi diizenleyen ve giiclendiren derlem yoneticisi
gorevi istlenebilir.

Calismada backpropagation ve fine-tuning gibi teknik anlamda esnekligi saglamaya yardimci meka-
nizmalar ile sisteme entegre olarak islev goren attention bileseninin metinler lizerinden incelenmesi
neticesinde bu mekanizmalarin gorece plastisiteyi destekledigi ancak bazi kisitliliklari oldugu gorilmistur.
Sonug olarak plastisite, mevcut sistemlerin baglamsal cesitlilise duyarlilik gelistirme kapasitesiyle ilgili bir
konudur. Plastisitenin gelismesinde diger bir faktor, mevcut sistemlerin beslendigi veri kaynaklarinin belli
bir cesitlilige ve zenginlige ulasmasidir. Bunun yani sira kullanici-model etkilesimi, plastisite bakimindan
belirli diizeyde yonlendirici bir islev gormektedir. Dolayisiyla elde edilen bulgular, ceviri ediminin yalnizca
teknik bir aktarim degil, baglamsal ve kiiltiirel boyutlariyla butiinciil ele alinmasi gereken bir siire¢ oldugunu
gostermektedir. Bu nedenle, insan ve noral makine cevirisinin giicli yonlerinin birlestiren ¢evirmen-yapay
zeka etkilesimine odaklanmak, geviri arastirmalari bakimindan kaginilmaz hale gelmektedir.

incelenen ve analiz edilen 6rnekler, néral makine cevirisinin kapasitesine dair temsili bir nitelik tasi-
maktadir. Bu dogrultuda plastisite ile ilgili yapilacak calismalarin farkl dil ciftleri, bliyiik veri setleri ve
farkli kullanici deneyimleri ile derinlestirilmesi onerilmektedir. Bunun yani sira plastisitenin dilde hangi
unsurlarla sinanabilecegi konusunda kiiltiirel ve ideolojik soylemlere iliskin bir veri evreni olusturulabilir
ve ceviride islevsel karsiliklarla ilgili cesitli dil modelleri egitilerek calismalar zenginlestirilebilir.
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