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ABSTRACT 

In healthcare, emergent clinical decision-making is complex and large language models (LLMs) may enhance both the quality and efficiency 
of care by aiding physicians. Case scenario-based multiple choice questions (CS-MCQs) are valuable for testing analytical skills and 
knowledge integration. Moreover, readability is as important as content accuracy. This study aims to compare the diagnostic and treatment 
capabilities of GPT-4.o and Gemini-1.5-Flash and to evaluate the readability of the responses for cardiac emergencies. A total of 70 single-
answer MCQs were randomly selected from the Medscape Case Challenges and ECG Challenges series. The questions were about cardiac 
emergencies and were further categorized into four subgroups according to whether the question included a case presentation or an image, or 
not. ChatGPT and Gemini platforms were used to assess the selected questions. The Flesch–Kincaid Grade Level (FKGL) and Flesch 
Reading Ease (FRE) scores were utilized to evaluate the readability of the responses. GPT-4.o had a correct response rate of 65.7%, 
outperforming Gemini-1.5-Flash, which had a 58.6% correct response rate (p=0.010). When comparing by question type, GPT-4.o was 
inferior to Gemini-1.5-Flash only for non-case questions (52.5% vs. 62.5%, p=0.011). For all other question types, there were no significant 
performance differences between the two models (p>0.05). Both models performed better on easy questions compared to difficult ones, and 
on questions without images compared to those with images. Additionally, while GPT-4.o performed better on case questions than non-case 
questions. Gemini-1.5-Flash’s FRE score was higher than GPT-4.o’s (median [min-max], 23.75 [0-64.60] vs. 17.0 [0-56.60], p<0.001). 
Although on the whole GPT-4.o outperformed Gemini-1.5-Flash, both models demonstrated an ability to comprehend the case scenarios and 
provided reasonable answers. 
Keywords: Cardiology. Decision making. Artificial intelligence. GPT-4.o. Gemini-1.5-Flash. 
 
Kardiyak Acil Durumların Yönetiminde ChatGPT ve Gemini 
 
ÖZET 

Sağlık hizmetlerinde, acil klinik karar alma karmaşıktır ve büyük dil modelleri (LLM'ler) hekimlere yardımcı olarak hem bakımın kalitesini 
hem de verimliliğini artırabilir. Vaka senaryosuna dayalı çoktan seçmeli sorular (VS-ÇSS), analitik becerileri ve bilgi bütünleştirmeyi test 
etmek için değerlidir. Ayrıca, okunabilirlik, içerik doğruluğu kadar önemlidir. Bu çalışma, GPT-4.o ve Gemini-1.5-Flash'ın tanı ve tedavi 
yeteneklerini karşılaştırmayı ve kardiyak acil durumlar için yanıtların okunabilirliğini değerlendirmeyi amaçlamaktadır. Medscape Vaka 
Zorlukları ve EKG Zorlukları serilerinden toplam 70 tek cevaplı ÇSS rastgele seçildi. Sorular kardiyak acil durumlarla ilgiliydi ve sorunun 
bir vaka sunumu veya bir görüntü içerip içermemesine göre dört alt gruba ayrıldı. Seçilen soruları değerlendirmek için CahtGPT ve Gemini 
platformları kullanıldı. Yanıtların okunabilirliğini değerlendirmek için Flesch-Kincaid Sınıf Düzeyi (FKGL) ve Flesch Okuma Kolaylığı 
(FRE) puanları kullanıldı. GPT-4.o'nun doğru yanıt oranı %65,7'ydi ve %58,6 doğru yanıt oranına sahip Gemini-1.5-Flash'ı geride bıraktı 
(p=0,010). Soru türüne göre karşılaştırıldığında, GPT-4.o yalnızca vaka dışı sorularda Gemini-1.5-Flash'tan daha düşüktü (%52,5'e karşı 
%62,5, p=0,011). Diğer tüm soru türleri için, iki model arasında önemli bir performans farkı yoktu (p>0,05). Her iki model de kolay 
sorularda zor sorulara göre ve resimsiz sorularda resimli sorulara göre daha iyi performans gösterdi. Ek olarak, GPT-4.o vaka dışı sorulara 
göre vaka sorularında daha iyi performans gösterdi. Gemini-1.5-Flash'ın FRE puanı GPT-4.o'dan daha yüksekti (ortanca [min-maks], 23.75 
[0-64.60] - 17.0 [0-56.60], p<0.001). Her ne kadar toplamda GPT-4.o, Gemini-1.5-Flash'tan daha iyi performans gösterse de, her iki model 
de durum senaryolarını anlama becerisi gösterdi ve makul yanıtlar sağladı. 
Anahtar Kelimeler: Kardiyoloji. Karar verme. Yapay zeka. GPT-4.o. Gemini-1.5-Flash. 
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The advancement of digital technologies has 
significantly impacted various aspects of daily life, 
including how people access health information 
globally. Generative Pre-trained Transformer (GPT) 
models, designed for deep learning tasks like text 
generation, language modeling, and text completion, 
have become essential in this context1-3. The 
integration of deep learning (DL) with natural 
language processing (NLP) and the availability of 
large datasets have led to the emergence of large 
language models (LLMs)4. In healthcare, where 
clinical decision-making is becoming increasingly 
complex, LLMs have the potential to enhance both the 
quality and efficiency of care by aiding physicians5. 
Accurate evaluation in emergency departments (EDs) 
depends on prompt disease diagnosis and treatment.  
In order to treat patients whose symptoms closely 
match those of a certain specialty, emergency 
physicians (EPs) may need the assistance of an 
attending physician.  The consultation procedure can 
be a significant burden for the medical community due 
to the 24 hours a day unavailability of cardiologists 
and other specialists in emergency departments.  In 
addition to needing help reading a patient's ECG, 
emergency department doctors may occasionally need 
to consult in order to diagnose and treat a patient.   
AI-powered conversational agents can simulate 
human-like interactions and are useful for delivering 
medical information. OpenAI introduced ChatGPT, 
powered by GPT-3.5, in 2022 as a general-purpose AI 
chatbot6,7, followed by GPT-4.0 in March 2023 and 
the more advanced GPT-4.o, which can handle both 
image and text inputs, in May 20248,9. Google’s 
Gemini, previously known as Bard, is another 
generative AI chatbot, with studies comparing the 
performance of ChatGPT and Gemini across various 
medical specialties10-16. 
Multiple-choice question (MCQ) exams are widely 
used in educational assessments across many 
disciplines, including medicine. These questions can 
either be stand-alone (questioning knowledge, not 
including a case presentation; named as non-case 
questions in this study) or based on patient scenarios, 
which include laboratory results, vital signs, and 
diagnostic tests (named as case questions in this 
study). Case scenario-based MCQs (CS-MCQs) are 
particularly valuable for testing analytical skills, 
problem-solving abilities and knowledge integration, 
making them ideal for problem-based learning 
(PBL)17. When evaluating the performance of AI in 
answering such questions, readability is also as 
important as content accuracy. Readability can be 
assessed using objective, quantitative formulas like 
the Flesch-Kincaid Grade Level (FKGL) and the 
Flesch Reading Ease (FRE) score18. 
The purpose of this study was to assess the success of 
using LLMs rather than cardiology consultations for 

cardiology cases and/or ECG interpretation comparing 
the diagnostic and treatment capabilities of GPT-4.o 
and Gemini-1.5-Flash using cardiology MCQs 
sourced from Medscape which is one of the leading 
online global destination for physicians and healthcare 
professionals worldwide providing quick access to 
medical information in daily practice. Medscape 
website includes both stand-alone questions and case 
presentations with and without an ECG image. 
Additionally, since the readability and verbosity of the 
responses are important in daily practice, the 
responses generated by both models were evaluated 
using the FKGL and FRE metrics18. 

Material and Method 

Study design 

Medscape provides comprehensive medical 
information for healthcare professionals, including 
cardiology-related content. For this study, all 
cardiology questions from the Medscape Case 
Challenges19 and ECG Challenges20 series were 
screened to select cardiac emergent issues. Any 
questions that contained visual elements other than 
ECG images, such as radiological or clinical images 
were excluded. A total of 70 freely accessible single-
answer MCQs were randomly selected from these 
sources19,20. Alongside the correct answer, real life 
data regarding the percentage of human respondents 
who answered correctly were also available. This data 
allowed us to classify each question as either difficult 
(correct response rate below 60%) or easy (correct 
response rate 60% or higher). Questions that included 
patient history, physical examination, and laboratory 
findings were categorized as case questions, while 
others were labeled non-case questions. The questions 
were further classified as image or non-image based 
on the inclusion of an ECG image. 
The questions were further categorized into four 
subgroups: those included neither a case presentation 
nor an image (group 1), those with an image but no 
case presentation (group 2), those with a case 
presentation but without an image (group 3), and those 
containing both a case presentation and an image 
(group 4). 

Evaluation tools: 

Both OpenAI’s GPT-4.o and Google’s Gemini-1.5-
Flash were used to assess the selected questions. Each 
question was inputted identically into both platforms 
only once, and their responses were categorized as 
correct or incorrect based on Medscape’s answer key. 
Additionally, the percentage of human respondents 
who answered correctly was noted for each question.  
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The Flesch–Kincaid Grade Level (FKGL) and Flesch 
Reading Ease (FRE) scores were utilized to evaluate 
the readability and verbosity of the responses 
generated by GPT-4.o and Gemini-1.5-Flash. The 
FKGL estimates the reading grade level of a text, 
while the FRE assigns a score between 1 and 100, 
with higher scores indicating easier readability (Table 
I). Both metrics account for the number of sentences, 
words, and syllables in the text to measure verbosity. 
The FKGL is calculated using the formula: FKGL = 
(0.39 × [Total Words / Total Sentences] + 11.8 × 
[Total Syllables / Total Words] − 15.59), and the FRE 
score is determined using the equation: FRE = 
(206.835 − 1.015 × [Total Words / Total Sentences] − 
84.6 × [Total Syllables / Total Words]). The number 
of words, syllables, and sentences in each text was 
automatically calculated using the website 
https://readability-score.com/18, 21, 22. 
 
Table I. Interpretation of Flesch Reading Ease Score 

(22) 
Flesch Reading Ease 

Score 
Readability   

Level 
Estimated Reading 

Grade 
0-30 very difficult college graduate 
30-50 difficult college 
50-60 fairly difficult 10th to 12th grade 
60-70 standard 8th or 9th grader 
70-80 fairly easy 7th grader 
80-90 easy 6th grader 
90-100 very easy 5th grader 

 

Statistical Analyses: 

The normality of the data was tested using the 
Shapiro-Wilk test. Normally distributed data were 
presented with mean±standard deviation while non-
normal data presented with median (minimum-
maximum) values. For non-normally distributed 
variables, the Mann-Whitney U test was employed to 
compare two independent groups. To compare two 
depedendent groups paired t test was used for 
normally disributed data, while the Wilcoxon test was 
used for non-normal data. Categorical variables were 
analyzed using Pearson chi-square and Fisher’s exact 
chi-square tests, with the data reported as n(%). A 
significance level of 0.05 was considered for two-
sided hypothesis tests. All statistical analyses were 
conducted using IBM SPSS Statistics (Version 28.0, 
IBM Corp, Armonk, NY). 

Results 

The study included 70 randomly selected questions 
from the Medscape Case Challenges and ECG 
Challenges19,20. The questions represented various 

types: some included a case presentation or image, 
while others did not. Additionally, they were 
categorized by difficulty, with 36 hard and 34 easy 
questions, 30 case questions, 40 non-case questions, 
31 image questions, and 39 non-image questions. 
GPT-4.o had a correct response rate of 65.7%, 
outperforming Gemini-1.5-Flash, which had a 58.6% 
correct response rate—a significant difference of 7.1% 
(p=0.010, Table II). When comparing by question 
type, GPT-4.o was inferior to Gemini-1.5-Flash only 
for non-case questions (52.5% vs. 62.5%, p=0.011). 
For all other question types, there were no significant 
performance differences between the two models 
(p>0.05, Table III). 
 
Table II. Comparison of GPT-4.o and Gemini-1.5-

Flash for all of the questions 
 GPT-4.o (n,%) Gemini-1.5-Flash 

(n,%) p value 

Correct 46 (65.7) 41 (58.6) 
0.010 

Incorrect 24 (34.3) 29 (41.4) 

 
Table III. Distribution of correct response percentage 

of GPT-4.o and Gemini-1.5-Flash 
according to questions types 

Question type GPT-4.o 
n (%) 

Gemini-1.5-Flash 
n (%) 

p-
value 

 

Difficulty level 
Hard 17 (47.2) 16 (44.4) 0.332 
Easy 29 (85.3) 25 (73.5) 0.102 

Case presentation 
Case  25 (83.3) 16 (53.3) 0.157 
Non-case 21 (52.5) 25 (62.5) 0.011 

Image presence 
Image 11 (35.5) 14 (45.2) 0.153 
Non-image 35 (89.7) 27 (69.2) 0.573 

 
Both models performed better on easy questions 
compared to difficult ones, and on questions without 
images compared to those with images. Additionally, 
while GPT-4.o performed better on case questions 
than non-case questions, the presence of a case 
presentation had no impact on Gemini’s performance. 
Detailed comparison results for each question type are 
displayed in Figures 1 and 2 for GPT-4.o and Gemini-
1.5-Flash, respectively. 
When the questions were divided into subgroups 
based on the presence of a case or image, the group 1 
(without a case presentation and an image) contained 
18 questions, group 2 (with an image, without a case 
presentation) contained 22 questions, group 3 (with a 
case presentation, without an image) contained 21 
questions and group 4 (with a case presentation and an 
image) contained 9 questions. GPT-4.o provided 46 
correct answers, while Gemini-1.5-Flash provided 41 
correct answers. These responses are distributed 
across the subgroups, as shown in Figure 3. A 
significant difference was found in GPT-4.o’s correct 
response rate across the subgroups (p<0.001), but no 

https://readability-score.com/
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significant difference was found for Gemini-1.5-Flash 
(p=0.076, Table IV). Pairwise comparisons revealed 
that groups 1 vs. 2, 2 vs. 3, and 2 vs. 4 had significant 
differences (p<0.001, p<0.001, and p=0.038, 
respectively). Group 2 (with an image, without a case 
presentation) showed the lowest performance from 
GPT-4.o. 

 
Figure 1:  

Comparisons of correct response percentages of GPT-
4.o for each question type 

 
Table IV. Comparison of GPT-4.o and Gemini-1.5-

Flash among question subgroups 
regarding correct response percentage 

 GPT-4.o 
n (%) 

Gemini-1.5-Flash 
n (%) 

Question 
subgroup 

Group 1 16 (34.8) 15 (36.6) 
Group 2 5 (10.9%) 10 (24.4%) 
Group 3 19 (41.3%) 12 (29.3%) 
Group 4 6 (13.0%) 4 (9.8%) 

p-value <0.001 0.076 
Group 1; without a case presentation and an image, Group 2; with 
an image, without a case presentation, Group 3; with a case 
presentaion, without an image, Group 4; with an image and a case 
presentation 

 
Figure 2:  

Comparisons of correct response rates of Gemini-1.5-
Flash for each question type 

 
None of the questions answered correctly by GPT-4.o 
or Gemini-1.5-Flash were answered correctly by all 
human participants. However, some human 
respondents answered questions correctly that both AI 
models answered incorrectly. The median (minimum-
maximum) correct response rate for human 
participants across the 70 questions was 58.50% 
(15.00-94.00). Human participants performed better 
on questions where GPT-4.o gave the correct answer 
(median [min-max], 63.50% [15.00-94.00]) compared 
to those where GPT-4.o answered incorrectly (median 
[min-max], 47.50% [17.00-74.00], p<0.001). A 
similar difference was found for Gemini-1.5-Flash’s 
correct and incorrect answers in terms of human 
performance (p=0.001, Table V). 
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Figure 3:  

The distribution of correct responses given by GPT-
4.o (n=46) and Gemini-1.5-Flash (n=41) into 

subgroups (Group 1; without a case presentation and 
an image, Group 2; with an image, without a case 
presentation, Group 3; with a case presentaion, 

without an image, Group 4; with an image and a case 
presentation) 

 

Table V. Comparison of the correct response 
percentage of human participants in 
questions answered correctly and 
incorrectly by GPT 4.o and Gemini-1.5-
Flash 

 correct incorrect p- value 
GPT-4.o 63.5 (15-94) 47.5 (17-74) <0.001 
Gemini-1.5-Flash 63 (38-94) 47 (15-92) 0.001 

Data presented as median (minimum-maximum) 
 
Regarding readability and verbosity, GPT-4.o had a 
higher FKGL than Gemini-1.5-Flash (mean ± SD, 
14.79 ± 2.76 vs. 13.87 ± 3.56, p=0.023). Both models 
produced responses with a FRE score below 30, 
indicating that their texts were at the college graduate 
level. However, Gemini-1.5-Flash’s FRE score was 
higher than GPT-4.o’s (median [min-max], 23.75 [0-
64.60] vs. 17.0 [0-56.60], p<0.001, Table VI). 
 
Table VI. Comparison of readability and verbosity of 

responses given by GPT-4.o and Gemini-
1.5-Flash 

 GPT-4.o Gemini-1.5-
Flash p value 

FKGL 14.79 ± 2.76 13.87 ±3.56 0.023 
FRE score* 17.00 (0-56.60) 23.75 (0-64.60) <0.001 
*Data presented as median (minimum-maximum), 
FKGL: Flesch–Kincaid Grade Level, FRE: Flesch Reading Ease  

Discussion and Conclusion 

This study compared the performance of GPT-4.o and 
Gemini-1.5-Flash in answering cardiology-related 
multiple-choice questions. GPT-4.o demonstrated a 

superior performance, particularly with a correct 
response rate exceeding the 60% threshold that is 
typically considered a passing grade for many exams. 
In contrast, Gemini-1.5-Flash’s correct response rate 
of 58.6% indicated a failure to meet this standard. 
In terms of human performance, it is well-documented 
that CS-MCQs are designed to assess higher-order 
thinking skills such as analysis, problem-solving, and 
knowledge integration. These questions challenge 
students to think beyond isolated medical facts, 
instead encouraging a holistic view of the patient23,24. 
Case and Swanson (2002) have noted the particular 
importance of case-based clusters in PBL settings, as 
they test the practical application of knowledge25. 
In our study, both CS-MCQs and stand-alone 
questions (non-case questions) were used to assess the 
models’ current level of learning. Stand-alone 
questions, which do not involve case presentations, 
mainly test basic recall of medical knowledge. 
Bhayana et al. found that LLMs performed well on 
questions requiring lower levels of cognitive 
processing, such as basic knowledge recall26. In our 
findings, Gemini significantly outperformed GPT-4.o 
in non-case questions, which could suggest that 
Gemini's training may have been based on a similar 
dataset and also that Gemini may not have been able 
to effectively apply the information it learned to more 
complex formats such as case-based scenarios. 
However, GPT-4.o excelled in case-based questions, 
indicating its superior ability to apply knowledge 
beyond mere recall. When analyzing question 
subgroups, Gemini-1.5-Flash performed consistently 
across all categories, while GPT-4.o struggled with 
questions that included images but lacked case details. 
This suggests that GPT-4.o's training may have 
emphasized textual over visual elements, with 
additional textual details facilitating better 
performance. In contrast, previous studies have shown 
ChatGPT-4’s effectiveness in responding to clinical 
image-based questions. ChatGPT has been particularly 
useful in diagnostic decision-making within 
radiology27,28, although in our study only ECG images 
were used, rather than a broader range of radiological 
images. Group 2 (with an image, without a case 
presentation) showed the lowest performance from 
GPT-4.o, indicating that the presence of an image 
without a case presentation hindered correct 
responses. 
The FKGL and the FRE scores consider the number of 
sentences and words to determine a text’s reading 
level. Our study results revealed that the responses of 
both GPT-4.o and Gemini-1.5-Flash were at the level 
of college graduate. Consistent with our results, in a 
previous study, ChatGPT’s FKGL and FRE scores 
indicated a hard reading level appropriate for only 
33% of adults and those with a college education29. 
Furthermore, the texts produced by ChatGPT were 
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harder than those from Bard, Gemini’s predecessor30. 
Our results show similar characteristics, as Gemini-
1.5-Flash’s FKGL was significantly lower than GPT-
4.o’s, and Gemini-1.5-Flash’s score was higher than 
GPT-4.o. Conversely, Atkinson et al. identified that 
although ChatGPT’s responses were consistently 
accurate, they were somewhat superficial and 
corresponded to the knowledge level of a trainee31. 
Rizwan et al. reported that if healthcare information 
was not sufficient, reaching into consistent conclusion 
based on ChatGPT has proved to be an efficient and 
effective tool both academically and in clinical 
setups32. 
AI models like GPT-4.o and Gemini-1.5-Flash 
generate responses based on patterns in their training 
data, which means that their answers are probabilistic 
rather than absolute. While their output can seem 
authoritative, AI models can produce misinformation 
or misunderstanding due to their lack of deep, 
principle-based medical reasoning. 
In the field of cardiology, AI has made strides, 
including more accurate predictions of myocardial 
infarction (MI) risk than traditional methods and 
successfully passing the European Exam in Core 
Cardiology (EECC)33,34. However, it remains unclear 
to what extent these models base on specific medical 
guidelines such as American College of Cardiology 
(ACC), American Heart Association (AHA) and 
European Society of Cardiology (ESC) standards. 
Also, studies about ECG interpretation performance of 
AI are present35-37. In a previous study it was found 
that the limited accuracy and consistency of GPT-4 
and Gemini suggest that their current use in clinical 
ECG interpretation is risky36. Further research is 
needed to quantitatively assess AI variability in 
clinical settings to better understand its reliability. 
The ethical implications of LLMs in medicine are 
significant. In cases where AI provides erroneous 
advice leading to negative outcomes, questions of 
liability arise. Notably, Gemini-1.5-Flash warns users 
that it cannot offer medical advice, while GPT-4.o 
provides direct responses. Additionally, concerns over 
data privacy and security are critical, as current LLMs 
store information on their servers. Therefore, AI 
applications must warn their users that personal 
information may be uploaded anonymously. For AI to 
be fully integrated into clinical practice, it must be 
able to handle personal patient data securely38. AI 
systems are also subject to biases from their training 
data, potentially leading to outdated information, 
unequal care, or even discrimination39,40.  
On the other hand, the integration of artificial 
intelligence into emergency room practice is of critical 
importance in many countries due to reasons such as 
the long waiting times of patients in emergency 
rooms, the lack of doctors from all departments in 
emergency rooms 24 hours a day, physician shortage 

and extraordinary conditions such as the COVID-19 
pandemic or earthquakes, where emergency rooms 
will be visited far beyond their capacity. In the future, 
as artificial intelligence technology develops, the 
initial evaluation can be made more comprehensive by 
using artificial intelligence applications, at least while 
waiting to reach the relevant branch physician in 
emergency room consultations. 

Study Limitations 

This study evaluated GPT-4.o and Gemini-1.5-Flash 
solely in the English language. While both models are 
capable of communicating in multiple languages, their 
performance depends on the quality and amount of 
training data available in a specific language. Since 
English is the most common language in AI training, 
performance in other languages may be lower. Further 
research is required to evaluate LLM performance 
across different languages. Additionally, the number 
of questions in this study was limited. Future studies 
should include much more questions with diverse 
question types. Also, in our study, questions were 
posed to GPT-4o and Gemini-1.5-Flash only once. 
Therefore, the study does not reflect how performance 
might vary in repeated questioning. It also does not 
allow for evaluation of the models' consistency in their 
responses. 

Conclusion: 

Both models demonstrated an ability to comprehend 
the scenarios presented and provided reasonable 
answers. Despite the limitations and ethical concerns 
surrounding the use of AI in medicine, it is essential 
for physicians to remain engaged with ongoing AI 
research and support its responsible development. The 
integration of AI could potentially elevate the 
standards of medical care, education, research, and 
clinical decision-making in the future. However, AI 
should not be seen as a replacement for critical 
thinking, creativity, and innovation—skills that 
remain uniquely human and are crucial in the medical 
field. 
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