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Oz: Beyin tiimorlerinin erken teshisi, tedavi seceneklerini ve hastanin hayatta kalma oranlarmi iyilestirir. Beyin
tiimori tespitinde yapay zeka kullanimi tespiti kolaylastirmaktadir. Manyetik rezonans goriintiileme goriintiileri
kullanilarak beyin tiimdriinii tespit etmek igin Derin 6grenme yaklagimlari, hastaligin erken evresinde
saptanmasinda oldukga etkilidir. Bu alanda en basarili derin 6grenme tekniklerinden evrisimli sinir ag1 oldukga
gelismis bir yontemdir. Bu ¢alismada, evrisimli sinir ag1 model performansini goriintii isleme (image processing)
teknikleri kullanarak artirmayi ve teshis asamasini kolaylagtirmayr hedeflenmistir. Giiriiltii giderme
metotlarindan gauss filtre goriintiilerdeki giiriiltiiyli gidermek ve kontrast iyilestirme metotlarindan Clahe metodu
goriintiilerdeki kontrast sorunu iyilestirmek icin kullanilmistir. Onerilen modelde derin 6grenme modeli
kullanilarak yapilan siiflandirma %96.48 dogrulama basar1 (validation accurracy) degerine sahipken, goriintii
isleme metotlart dahil edildiginde bu deger %98.52 olarak hesaplanmustir.

Anahtar Kelimeler: Beyin tiimor tespiti, Derin 6grenme, Evrisimli sinir agi, Goriintii igleme

The Utilisation of Image Processing And Deep Learning Techniques For The Detection
of Brain Tumours

Abstract: The early diagnosis of brain tumours has been demonstrated to improve treatment options and patient
survival rates. The utilisation of artificial intelligence in the detection of brain tumours has been demonstrated to
enhance the efficacy of the process. The utilisation of deep learning methodologies for the detection of brain
tumours through the analysis of Magnetic Resonance Imaging images has been demonstrated to be a highly
efficacious approach for the identification of the disease in its early stages. Convolutional neural network is a
highly sophisticated deep learning technique that has achieved considerable success in this field. The objective
of this study is twofold: firstly, to enhance the performance of convolutional neural network models through the
utilisation of image processing techniques; and secondly, to streamline the diagnostic phase. The Gauss filter, a
denoising method, was employed to eliminate noise in images, while the Clahe method, a contrast enhancement
technique, was utilised to address the contrast issue in images. In the proposed model, the classification made
using the deep learning model had a validation accuracy of 96.48%, while when image processing methods were
included, this value was calculated as 98.52%.

Keywords: Brain tumor detection, Convolutional neural network, Deep learning, Image processing

1. Giris

Beyin tiimori, diinya genelinde insan yagamini tehdit eden 6liimciil hastaliklardan biridir. Beyin
tiimort, beyindeki hiicrelerin olagandisi sekilde artmasi sebebiyle insan beynini kritik derecede rahatsiz
etmektedir. Beynin diizenli calismasin bozar ve yasam igin dliimciil olabilir. Diinya Saglik Orgiitii ‘ne
(WHO) gore; diinya ¢apinda ikinci 6nde gelen 6liim nedeni beyin tiimdriidiir (Patil & Kirange, 2023).
Son yillarda yapilan WHO anketine gore, 2019’dan bu yana 86.000 kisiye beyin tiimorii teshisi
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konmustur ve diinya capinda 700.000 kisi bir beyin tiimdrii ile yasamaktadir (Satyanarayana ve ark.,
2023). Bu nedenle, hastaligin zamaninda ve erken tespitine ihtiyag¢ vardir. Erken teshis 6liim oraninin
diismesinde ve hastalarm yasam kalitesinin iyilestirilmesinde 6nemli bir rol oynamaktadir. Ancak
beyindeki tlimoriin boyutu, sekli, yeri ve tiirli, beyin tiimoriiniin teshisini zor hale getirmektedir. Etkili
bir tedavinin planlamasi, beyin tiimdrlerinin hizli ve kesin teshisine baglhdir.

Beyin tiimérleri, Bilgisayarli Tomografi (BT), ultrason ve Manyetik Rezonans Goriintiileme
(MRG) gibi ¢esitli tibbi goriintiileme teknikleri ile tespit edilebilmektedir. MRG, BT ve ultrason
tekniklerine oranla daha yiiksek ¢ozliniirliikte goriintiiler sunmaktadir. MRG goriintiilerinde tiimorli
yapt ve doku arasindaki farkliliklar, goriintii iizerindeki kontrast degisimleri ile ifade edilebilmektedir.
Ayrica, beyindeki timor boyutu da MRG goriintiileri ile Olgiilebilmektedir. Giiniimiizde radyoloji
uzmanlari, hastanin beyindeki MRG goriintiilerine bakarak bir beyin tiimdriiniin konumunu ve alanini
manuel olarak bulabilmektedir. Ancak bir tiimoriin derecelendirilmesi i¢in gereken siire, radyologun
becerisine ve deneyimine baghdir. Ayrica tiimér tipi, yeri, boyutu ve biiylime hiz1 gibi faktorlere bagh
olarak biiyiik 6l¢iide degistiginden beyin tiimdriinii erken tahmin etmek oldukga zordur. Cesitli beyin
MRG goriintiilerinin insan giicii ile manuel olarak degerlendirmek ve analiz etmek hem zaman alic1 ve
maliyetlidir. Ayn1 zamanda MRG goriintiilerinin islenmesi ve smiflandirilmast uzmanlik gerektirdigi
icin hataya da agiktir. Beyin tiimoriiniin miimkiin oldugunca erken evrede ve hatasiz olarak teshis
edilmesi 6nemlidir. Ayrica uygulanacak olan tedavi yontemi (cerrahi miidahale, radyasyon ve/veya
kemoterapi gibi) teshis sonucuna bagl olarak se¢ilmektedir (Archana & Komarasamy, 2023). Bir timdr
baglangic noktasinda uygun sekilde tanimlanirsa, hastanin iyilesme sansinin biyik oOlciide
artirllabilecegi agiktir. Bu nedenle, beyin tiimdrii tipinin kesin teshisini almak ve cerrahinin gelecekteki
karmagikligini 6nlemek i¢in beyin MRG goriintiilerinin timor tespiti i¢in yapay zeka (YZ) destekli bir
teshis araci olusturmak hem hastalarin dogru teshis edilmesini saglayacak hem de erken evrede gbzden
kacabilecek olan tiimdrlerin bulunabilmesine zekd saglayacaktir. Radyoloji alaninda YZ kullanimu,
uzman kisilerin hata oranlarini azalttig1 gériilmiistiir (Arabahmadi ve ark., 2022).

Yapay zeka (YZ), beyin tiimoérlerinin saptanmasinda ve teshisinde onemli bir rol oynar. Bu
amacla, MRG goriintiilerini kullanarak insan beyninde beyin tiimdriinii bulmak i¢in bircok yontem ve
algoritma Onerilen birgok ¢alisma bulunmaktadir (Logeswari & Karnan, 2010; Akram ve ark., 2011; El-
Dahshan ve ark., 2014; Bouhafra & EI Bahi, 2024). Son yillarda MRG goriintii siniflandirma sistemi
gelistiricileri, bu alanda 6nemli ilerlemeler saglamak i¢in 6nemli zaman ve ¢aba sarf etmiglerdir. Yiiksek
simiflandirma performans: olan bir yontem elde etmek igin ¢ok sayida strateji getirilmistir. MRG
gortintiileri lizerinden hastalifin erken evresinde beyin tiimoriiniin tespiti i¢in derin 6grenme
yaklagimlari, etkin bir sekilde kullanilmaktadir. Derin Sinir Aglar1 (DSA), siiflandirma problemlerini
¢ozmek (Lakshmi & Nagaraja Rao, 2022) i¢in hiyerarsik bir modeldir, milyonlarca parametre
kullanabilir ve biiyiik veri tabanlarindan 6grenebilirler. Dogru bir tespit orani ve artan islem hizi
nedeniyle, derin 6grenme teknikleri tibbi goriintiileme sistemlerinde yaygin olarak kullanilmaktadir
(Amin ve ark., 2018; Siar & Teshnehlab, 2019; Qin ve ark, 2019; Sahaai ve ark., 2021; Rajendirane ve
ark., 2024).

Bu amagla kullanilan en basarili derin 6grenme tekniklerinden biri ESA (Evrisimli Sinir Agi-
Convolutional Neural Network)’dir (Ardan ve ark., 2024). ESA modeli kullanilarak MRG gériintiileri
timor var ve timor yok olarak smiflandirma yapilabilir. Ancak bu yontemde girdi olarak secilen
goriintiilerinin kalitesi biiylik 6nem tasir. Diistik gorilintii kalitesi, egitim verisi eksikligi, diisiik kaliteli
goriintii 6zellikleri, zayif timor lokalizasyonu ve digerleri gibi bir¢ok faktdr beyin tiimorii siniflandirma
stirecini etkileyebilir. Veri setindeki kalite farkliliklar1 yontemin basarina dogrudan etki ettigi
goriilmiistiir (Nayan ve ark., 2022). Ornegin, BRATS-2018 veri setinde ydéntemin dogruluk orani
%97.25 daha gelismis olan BRATS-2019 veri seti i¢in yontemin dogruluk oram1 %98.10’dir. Benzer
sekilde ayn1 yontem BRATS-2020 veri setin ile ¢alistirildiginda bu oran %98.49° dur (Geetha ve ark.,
2023). Igili calisma goriintii kalitesinin yontemin basarisina dogrudan etki ettigini gdstermektedir.

Bu alanda yapilan c¢aligmalarda derin Ogrenme tabanli gelistirilen c¢esitli modeller
kullanilmaktadir. Aslan ve ark. (2025) YOLOvV8s-cls kullanmis ve model, beyin tiimdrlerini
siiflandirmada %98.7 dogruluk orani elde etmistir. Anantharajan ve ark. (2024) ilk olarak, MR
gorlintiilerine Adaptif Kontrast Arttirma Algoritmast ve medyan filtre kullanilarak 6n isleme tabi
tutmustur. On islenmis goriintiiler onerilen Topluluk Tabanli Derin Sinir Destek Vektdr Makinesi
siiflandirict ile smiflandirilmis ve dogruluk %97.93 elde etmistir. Agarwal ve ark. (2024)
calismalarinda iki asamali siniflandirict kullanmistir. ilk asamada, goriintii kontrastini iyilestirmek ve
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beyin tlimorlerinin dogru teshisini kolaylagtirmak i¢in Otomatik Kontrast Arttiric1 yontemi kullanilmig
sonraki asamada ise, derin 6grenme yontemi (Inception V3 modeli) ile %98.89 dogruluk elde edilmistir.
Aslan (2024) ¢aligmasinda ESA ve bir LSTM (Uzun Kisa Siireli Bellek) derin 6grenme katmaninin
birlestirerek beyin tiimorlerinin tespitinde %98.1 dogruluk elde edilmistir. [slam ve ark. (2024) ESA-
LSTM ve 2B ESA modellerini birlestirerek hibrit bir ag olusturmus ve %98.82 dogruluk elde etmistir.
Aiya ve ark. (2025) ¢alismasinda, VGG16 ve optimize edilmis hiper parametreleri entegre eden hibrit
bir derin 6grenme modeli onerilmektedir. Model beyin tiimérlerinin tiirlerini (glioma, meningioma,
hipofiz tlimorii) ve tiimor yok olarak siniflandirir ve %99 test dogrulugu elde edilmistir. Kavitha ve ark.
(2024) gelistirdikleri derin 6grenme tabanli MBConv-Finetuned-BO modeli ile %94 dogruluk elde
etmistir. Natha ve ark. (2024) gelistirdikleri Yiginhh Toplu Transfer Ogrenme modeli ile %98.70
dogruluk elde etmistir. Guluwadi (2024) ResNet50 adli bir derin 6grenme modeli ile Gradyan Agirlikl
Smif Aktivasyon Haritalamasi yontemini birlestirerek %98.52 dogruluk elde etmistir. Zubair Rahman
ve ark. (2024) caligmada MR goriintiilerinden beyin tiimorii tespiti i¢in EfficientNetB2 derin 6grenme
mimarisinden yararlanan yeni bir yapay zeka tabanli ydntem sunmaktadir. Onerilen model, BD-
BrainTumor, Brain-tumor-detection ve Brain-MRI-images-for-brain-tumor-detection veri setlerinde
strastyla %99.83, %99.75 ve %99.2 dogrulama basarisi elde etmistir. Asiri ve ark. (2024) beyin timorii
tespitinin hizin1 ve dogrulugunu artirmayr amagclayan yenilik¢i, iki modiillii bir bilgisayarli yontemi
sunmaktadir. Birinci modiil olan Gériintii lyilestirme Teknigi, adaptif Wiener filtreleme, sinir aglar1 ve
bagimsiz bilesen analizi olmak tizere {iclii bir makine 6grenimi ve gorlintiileme stratejisini kullanarak
goriintiileri normalize eder ve giiriiltii ile diisiik kontrastl bdlgeler gibi sorunlarla miicadele eder. ikinci
modiil ise Destek Vektdr Makineleri (SVM) kullanarak birinci modiiliin ¢iktisin1 dogrular ve tiimor
segmentasyonu ile siniflandirmasini gergeklestirmektedir. Gelistirdikleri yontem %98.9 dogruluk elde
etmigtir. Priva & Vasudevan (2025) calismada AlexNet ve Kapili Tekrarlayan Birim sinir aglarimi
birlestiren hibrit bir model ile yenilik¢i bir yaklagim sunmustur. MRI goriintiileri, en iyi girdi verilerini
saglamak icin Oncelikle keskinlestirilip yerel olmayan ortalama filtresi kullanilarak giiriiltiiden
arindirilirmistir. Gelistirilen yontem %97 dogruluk elde etmistir.

Bu ¢alisma kapsaminda, oncelikli olarak goriintii kalitesi diigiikk olan MRG gdriintiilerinin 6n
islemden gecirilerek goriintii kalitesinin iyilestirilmesi ve sonrasinda ise, ESA yontemi kullanilarak
timorli olup olmadiginin tespitinin yapilmasi hedeflenmistir. Ancak gelistirilen sistemin goriintii
kalitesi diisiik olsa da ¢aligmasi ve dogru sonu¢ vermesi amaglanmistir. Bu kapsamda tiimor tespiti i¢in
taranacak olan goriintiiler, model parametresi olarak gonderilmeden 6nce on islemlerden gegirilmistir.
On islemden gegirilen gériintiilerin, ESA yontemiyle smiflandiriimasi gergeklestirilmistir.

Bu makalenin devaminda akis su sekildedir: 2. Boliimde kullanilan materyal ve yontemlere yer
verilmigtir. 3. Boliimde deneysel uygulama sonuglar1 agiklanmistir. Son boéliimde ise, ¢aligmanin
degerlendirilmesi ve gelecekte yapilacak galismalara yer verilmistir.

2. Materyal ve Yontem

Calismamizda beyin timorii tespit asamasinda ESA derin 6grenme modeli egitilmis ve
olusturulan ESA modelinin performansmni ve dogruluk oranini artirmak i¢in goriintii isleme teknikleri
kullanilmistir. ESA, verileri egitmek ve tiimor tespit etmek icin gdriintli parcalarini kullanilarak tibbi
goriintii islemede en iyi sonuglar verdigi goriilmiistiir (Asad ve ark., 2023).

2.1. Veri seti

Veri seti olarak ikili siniflandirmaya uygun Br35H:Brain Tumor Detection veri seti Kaggle
(Anonim, 2025) isimli agik veri kaynagi olan internet sitesinden elde edilmistir. Veri seti goriintiilerin
ozelliklerine gore, yes, no ve pred olmak tizere 3 farkli kategori icermektedir ve toplamda 3060 Beyin
MRG goriintiisii bulunmaktadir. Yes kategorisi, beyin tiimoriine sahip olan 1500 MRG goriintiisii
icermektedir. No kategorisi, beyin tiimdriine sahip olmayan 1500 MRG goriintiisii igermektedir. Pred
ise; etiketlenmemis MRG goriintiilerini icermektedir (hem “yes” hem “no” olabilir).“yes” ve “no” olan
gorintiller modelimizi egitmek ve dogrulamak i¢indir; “pred” klasorii modeli beslenmez, egitim
bittiginde modelinizin ¢iktisini (“tumor / no tumor™) liretmek i¢in kullanilir. Veri seti, %80 egitim ve
%20 test olacak sekilde kullanilmigtir. Egitim ve test i¢in kullanilan veri setine ait timor olan ve
olmayan MR goériintiilerine ait 6rnekler Sekil 1°de verilmistir.
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TUMOR VAR

Sekil 1. iki farkl kategoride verilen 6rnek beyin MRG gériintiileri (Anonim, 2025).
2.2. Teknik altyapi detaylar:

Yiiksek cozinirliklii MRG veri setinin verimli bir sekilde islenmesi ve derin 6grenme
modellerinin daha hizh bir sekilde egitilmesi amaciyla tiim deneysel ¢alismalar, Google Colab Pro +
iizerinde T4 GPU, 50 GB RAM, 235 GB Disk ile donatilmig bir sistemde ger¢eklestirilmigtir. ESA
Modeli epoch sayis1 60 oluncaya kadar egitilmistir. Adam optimizasyon algoritmasi 0.001 6grenme hizi
ile kullanilmistir. Adam optimizasyon algoritmasi ile modelin agirliklar1 ve toplam kaybi minimize
edecek sekilde optimize edilmistir. Ayrica, platform veri isleme ve model gelistirme verimliligini
artirmak i¢in Numpy, Pandas, Matplotlib, Sklearn, Keras ve TensorFlow gibi cesitli kiitliphaneleri
kullanilmustir.

2.3.Gelistirilen mimari

Gelistirilen sistemde, beyin tiimdrlerinin hizli ve yiiksek dogrulukla tespit edilmesi
amaclanmustir. Bu kapsamda gelistirilen mimari i¢im uygulanan basamaklar su sekildedir:
e Veri setlerinin elde edilmesi: Kaggle, Figshare, vb. gibi veri seti sitelerinden beyin MRG
goriintiilerine ait veri setleri elde edilmistir.
e On isleme: Farkli kaynaklardan toplanan veriler farkli filtreleme teknikleri, optimizasyon ve tespit
yontemleri (Rasheed ve ark., 2023) ile veri setindeki MRG goriintiileri islenerek optimize edilmistir.
e ESA modeli egitimi ve testi: On islemesi tamamlanan veriler ESA (Modiya & Vahora, 2022;
Ramtekkar ve ark., 2023) modeli kullanilarak beyin timori tespit edilmistir.

Beyin tiimoriiniin goriintii isleme kullanilarak tespit edilmesine yonelik gelistiren mimarinin
Yontem Akis Semast Sekil 2'de gosterilmistir. Buna gore, agik veri setlerinden elde edilen diisiik kaliteli
beyin MRG goriintiileri, goriintii isleme basamagina aktarilmaktadir. Goriintii isleme kisminda ise,
gorintiilerin kalitesi artirilmak amaciyla Gauss filtre, Otsu filtre, medyan filtre ve Clahe metodu ayr1
ayr1 uygulanmistir. On isleme basamagindan sonra elde edilen filtreli veriler, tiimor tespitini yapan ikili
smiflandirma basamagina girdi olarak verilmistir. ikili siniflandirma basamaginda evrisimli yapay sinir
aglart kullanilmistir.
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Beyin MRG
Veri Seti

¥

Gorinti Isleme
(Gauss Filtre +Clahe Metotu)

¥

ikili Siniflandirma
(ESA)

Tumor VarTamor Yok

Sekil 2. Beyin tiimor tespiti yontem akis semast.

2.3.1. On isleme

Derin 6grenme modelinde egitim ve test asamalarinda kullanilacak olan goriintiiniin kalitesini

arttirma amaciyla, sistematik bir &n isleme yaklasimi uygulanmstir. ilk olarak, giiriiltiiyii azaltmak ve
gorsel netligi artirmak amaciyla orijinal veri setine gauss filtre uygulanmistir. Bu temel adim, modelin
gortintiileri daha iyi anlamasina olanak saglayacak sonraki iyilestirmelere zemin hazirlamigtir. Goriintii
kontrastin1 arttirmak ve ayrintilart vurgulamak amaciyla Kontrast Siirlamali Uyarlamali Histogram
Esitleme (Clahe) teknigini uygulanmistir. Clahe sayesinde, her goriintiide dnemli 6zellikleri 6n plana
cikarmay1 ve anahtar detaylarin korunmasini saglamay1 hedeflenmistir.

Gelistirilen mimaride kullanilan goriintii isleme teknikleri su sekildedir:

Gauss filtre (Gaussian filter): Gauss filtresi, goriintiideki yiiksek frekansli bilesenleri (6rnegin,
keskin kenarlar ve ince detaylar) yumusatarak giiriiltiiyii azaltan bir diisiik geciren (low-pass) filtre
tiiriidiir. Ozellikle Gauss tipi giiriiltii (Gaussian noise) iceren gdriintiiler i¢in etkilidir. Bu filtre,
piksellerin agirlikli ortalamasini alarak bir bulaniklik (blurring) islemi uygular. Komsu pikseller,
Gauss fonksiyonu kullanilarak belirlenen agirliklarla toplanir ve giiriiltii nedeniyle olusan keskin
degisiklikler, bu ortalama alma iglemiyle azaltilir.

Medyan filtre (Medyan filter): Medyan filtresi, 6zellikle tuz ve karabiber (salt and pepper noise)
tipi giiriiltiiniin giderilmesi i¢in kullanilan bir tekniktir. Ortalamadan farkli olarak, piksellerin
medyan degerini alir ve merkezi pikseli buna gore degistirir. Secilen komsuluk penceresindeki
(6rnegin, 3x3 veya 5x5) tiim pikseller siralanir, ortadaki medyan (median) deger secilir ve merkez
piksel bu degerle degistirilir. Bu islem, giiriiltiiye sahip olan ug (extreme) degerleri filtreleyerek
goriintiiniin daha temiz hale gelmesini saglar.

Otsu esikleme: Otsu yontemi, goriintiiyii esikleme yoluyla ikili (binary) bir hale doniistiiren bir
goriintii segmentasyon teknigidir. Bu dogrusal olmayan siireg, pikselleri 6n plan veya arka plan
olarak siniflandirarak iki tepe noktali (bimodal) bir histogram olusturur. Bu yontem, ideal esikleme
araligin1 belirlemek igin istatistiksel prensiplere dayanir. On plan ve arka plan siniflaridaki agirhikly

1013



YYU FBED 30(3): 1009-1026
Balitatli ve Sentiirk / Goriintii Isleme ve Derin Ogrenme Teknikleri ile Beyin Tiimor Tespiti

varyans toplamini en aza indirerek en iyi esik degerini belirler. Boylece, goriintii iki sinifa ayrilir ve
toplam varyans en diisiik seviyeye getirilmis olur.

e Clahe (Contrast limited adaptive histogram equalization): Clahe, kontrast smirli adaptif
histogram esitleme yontemidir. Goriintiideki kontrasti artirirken, asirt parlaklik veya karanlik
bolgelerin ortaya ¢ikmasini engellemeye ¢alisir. Bu yontem, bolgesel olarak her bir goriintii pargast
icin histogram esitlemesi yaparak, goriintiideki kontrast1 iyilestirir. Ozellikle diisiik kontrasth ve
aydinlatma problemi olan goriintiilerde etkili olur.

e ESA (Evrisimli Sinir Ag1): ESA, derin 6grenme modellerinden biridir ve 6zellikle goriintii isleme
ve bilgisayarla gorme uygulamalarinda yaygin olarak kullanilir. Konvoliisyonel katmanlar
(Conv2D), pooling katmanlar1 (MaxPooling2D) ve tam baglantili katmanlar (Dense) gibi bir dizi
katmandan olusur. ESA’lar, 6zellik ¢ikarimi, siniflandirma ve tahmin iglemleri i¢in ¢ok etkilidir ve
ozellikle gorsel verilerde yiiksek basari saglar. Goriintiideki desenleri, kenarlar1 ve diger 6zellikleri
otomatik olarak Ogrenebilir. Her biri farkli bir islem veya uygulama alanina hitap eder, ancak
genellikle goriintii isleme, veri analizi ve makine 6grenmesi alanlarinda 6nemli yer tutarlar.

2.3.2. Giiriiltii giderme

Smiflandirma dogrulugu arttirmak icin, MRG goriintii kalitesini en st diizeye ¢ikarirken
giiriiltiyii en aza indirmek gerekmektedir, ¢iinkii beyin MRG gériintiileri diger tibbi goriintiilere gére
giirliltiiye daha duyarlidir. Calismamizda, beyin MRG2’lerinde mevcut olan giiriiltiiyii azaltmak igin
gauss filtre uygulanmistir. Goriintii isleme metotlarinin daha iyi sonuglar verebilmesi i¢in goriintii gri
tonlamaya (grayscale) doniistliriilmiistiir. Daha sonra Gauss filtrenin ¢ekirdek boyutu (kernel size) 3x3
ve 7x7 degerleri kullanilarak uygulanmistir.3x3 ¢ekirdek boyutuna sahip gauss filtre daha iyi sonug
vermigtir. Bunun sonucunda kontrast iyilestirme asamasinda gauss filtrenin 3x3 ¢ekirdek boyutunda
kullanilmasi sonucu elde edilen giiriiltiisii giderilmis goriintiiler kullanilmistir. Sekil 3’te orijinal olarak
verilen goriintli, veri setindeki ham baslangic goriintiisiidiir ve bu goriintli ilizerine gauss filtre
uygulandiginda elde edilen sonu¢ Gasussian Blur olarak verilmistir.

Orijinal Gaussian Blur

Sekil 3. Gauss Filtre uygulama.
2.3.3. Kontrast ayarlama

Goriintii kalitesini artirmak i¢in yOntemini giiriiltiisii giderilmis goriintiiler {izerine Kontrast
Smirlamali Uyarlamali Histogram Esitleme (Clahe) metodu uygulanmistir. Global histogram

esitlemeden farkli olarak, Clahe, goriintiiyii ayr1 bolgelere ayirarak her bir bolge i¢in ayr ayri esitleme
islemi gergeklestiren yerel bir strateji benimser. Goriintiilerin yerel kontrast artirilir, ancak giiriiltii ve
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asir1 parlaklik (over-amplification) 6nlenir. Clahe metodu kontrast sinirlamasi(clipLimit) 3.0, 5.0 ve 7.0
degerli kullanilarak uygulanmistir. En iyi sonug 3.0 kontrast sinirlama degeri ile elde edilmistir.
Sonraki derin 6grenme modelinin gereksinimlerine uygunlugu saglamak amaciyla, gelistirilen gri
tonlamali goriintii RGB renk uzayma doniistiiriilmiistiir. Sekil 4’te orijinal olarak verilen kisim, veri
setindeki ham goriintiidiir. Sekil 4’te Clahe olarak verilen goriintii ise; ham goriintii lizerine Clahe
metodunun uygulanmasi sonucunda elde edilmistir.

Orjinal Clahe

Sekil 4. Clahe Metot uygulama.

2.3.4. Derin 6@renme modeli

Siniflandirma agsamasinda derin 6grenme modeli olarak ESA model kullanilarak tiimor var ve
timdr yok seklinde ikili siniflandirma gergeklestirilmigtir. ESA modeli, agirliklari olan 12 katmandan
olusmaktadir: ii¢ evrisim (convolution) katmani, bir tam bagh (fully connected) katman ve bir ¢ikti
(smiflandirma) katmani. Buna ek olarak, aktivasyon (ReLU), iki dropout, bir flatten ve max-pooling
katman1 bulunmaktadir.

Onerilen model, iki farkli sinifa (0 ve 1) karsilik gelen iki boyutlu bir vektdr iireten bir cikti
katmani icermektedir ve bu katmanin ¢iktilarinda sigmoid fonksiyonu uygulanarak model ikili (binary)
siiflandirma yapmaktadir. Ciktiyr O ile 1 arasinda bir olasilik degeri olarak iiretir. 0'a yakinsa: Sinif
negatif (0) olarak etiketlenir.1'e yakisa: Sinif pozitif (1) olarak etiketlenir. Mevcut dnceden egitilmis
(pretrained) aglarla karsilastirildiginda, boyle 6zellestirilmis bir ag olusturmanin temel amaci, algilama
dogrulugunu korurken 6grenme hizini ve parametre sayisini azaltmaktir.

Gelistirilen ESA mimarisi, timér olan ve timdr olmayan goriintiiler ile test edilmistir. Ornegin
Sekil 5’te, filtreden gegirilmis MRG goriintiisii (MRI input image) mimariye girdi olarak verildiginde,
timor var olarak tespit edilmistir. Sekil 6’da ise, tlimor olmayan bir MRG goriintiisii ESA mimarisine
girdi olarak verildiginde timdr yok olarak tespit edilmistir.

MRl input image  Predicted class: [[0.53341186]]

Sekil 5. Tiimor var tahmin sonucu.
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MRI input image Predicted class: [[0.52359027]]

Sekil 6. Tiimor yok tahmin sonucu.

Cizelge 1’de verildigi iizere, ilk evrigim (convolution) katmani, 224 x 224 x 3 boyutunda bir
goriintiiyii alir, 5 x 5 boyutunda 32 ¢ekirdek (kernel) ile evristirir ve stride=2 kullanilarak 112 x 112 x
32 boyutunda bir ¢ikt1 iiretmektedir. Evrisim katmaninin ¢iktisi iizerinde ReLU aktivasyonu uygulanir
ve ardindan 2 X 2 boyutunda bir max-pooling katmani kullanilarak 6zellik haritalarinin boyutu
kiigtiltiiliir.

Onceki katmanin ¢iktisi bir sonraki evrisim katmanima génderilir ve burada 3 x 3 boyutunda 64
¢ekirdek ile evristirilir. Stride=2 kullanilarak 6zellik haritalar1 daha da kiigiiltiilerek 56 x 56 x 64
boyutunda bir hacim elde edilir. Max-pooling islemi tekrarlanarak ¢ikt1 28 x 28 x 64 boyutuna
diistirtliir.

Ugiincii evrisim katmani, 128 cekirdek ile 3 x 3 boyutunda bir evrisim uygulamakta ve yine
stride=2 kullanilarak ¢ikt1 boyutu 14 % 14 x 128 olacak sekilde kiiciiltmektedir. Max-pooling katmant
ile boyut 7 x 7 x 128 seviyesine getirilir.

Onceki katmandan alan verileri, 6272 boyutunda bir vektore doniistiiriiliir. Ardindan 0.4
dropout katmani uygulanarak asiri 6grenme (overfitting) Onlenir. 128 noron igeren tam bagh (fully
connected) katman eklenir ve ReLU aktivasyonu ile dogrusal olmayan doniisiim saglanir.

Son olarak, 1 néronlu bir ¢ikis katmani eklenir ve sigmoid aktivasyon fonksiyonu ile ¢iktinin O
ile 1 arasinda bir olasilik degeri olarak hesaplanmasi saglanir. Model, giris goriintiisiinii hiyerarsik
ozellik 6grenme ile isleyerek nihai sinif tahminini gergeklestirir.

Onerilen model, Adam optimizasyon algoritmas: kullanilarak egitilmistir. Kullanilan batch
boyutu 32, epoch sayisi ise 60'dir. Kayip fonksiyonu olarak ikili ¢apraz entropi (binary crossentropy)
kullanilmis ve dogruluk metrigi ile degerlendirilmistir. Elde edilen egitim dogrulugu 0.9958, kayip
degeri ise 0.0098’dir. Tiim modele ait katman 6zellikleri ve egitim sirasinda kullanilan parametreler
Cizelge 1°de 6zet olarak gosterilmistir.

3.Bulgular

Derin 6grenme ve goriintii isleme kullanarak gerceklestirdigimiz smiflandirma modelimizin
farkli goriintii isleme metotlarinin kullanimi1 ve ayn1 goriintii isleme metotlariin farkli parametreler ile
kullaniminin karsilagtirmali analizi sunulmustur. Derin 6grenme modelinin dogruluma dogruluk oram
%96.48 basar1 oranma sahipken, goriintii isleme metotlarinin kullanimi ile derin 6grenme modelinin
dogruluma dogruluk oran1 %98.52 elde edilmistir.

Onerdigimiz modelin performans degerlendirmesi i¢in, Br35H: Brain Tumor Detection veri seti
Kaggle web sayfasindan elde edilmistir. Bu veri seti, iki siniftan olugsmaktadir:

e No: Tiimor igermeyen 1500 MRG goriintiileri,
e Yes: Timdr iceren 1500 MRG goriintiileri

1016



YYU FBED 30(3): 1009-1026
Balitatli ve Sentiirk / Goriintii Isleme ve Derin Ogrenme Teknikleri ile Beyin Tiimor Tespiti

Cizelge 1. ESA Modele ait parametre ¢izelgesi

Layer Type Filters/Units Kernel Size Output Shape Param#
Input Layer - - (224,224,3) 0
Conv2D 32 (5,5 (112,112,32) 2.432
MaxPooling2D - 2,2) (56,56,32) 0
MaxPooling2D - (2,2) (14,14,64) 0
MaxPooling2D - (2,2) (3,3,128) 0
Flatten - - (1152) 0
Dropout - - (1152) 0
Dense 128 - (128) 147.584
Dropout - - (128) 0
Dense(Output) 1 - (1) 129
TotalParameters - - - 242.497
TrainableParameters - - - 242.497

Geleneksel ESA modeli i¢in, veri setini %80 egitim ve %20 test oraninda bdldiiglimiizde en iyi
sonucu elde edilmistir.

Onerdigimiz metodolojiye dayanarak, ilk asamada giiriiltii gidermek igin MRG gériintiilerine
gauss filtre ve medyan filtreyi ayr1 ayri kullanarak farkli parametre degerleri ile denemeler yapilmigtir.
Bu denemeler sonucunda gauss filtrenin medyan filtreden daha basarili sonug verdigi gézlemlenmistir.
Ikinci asama olan kontrast ayarlama asamasina gegmeden dnce en iyi sonu¢ vermesi nedeniyle MRG
gorintiilerindeki giirtiltii gauss filtrenin 3x3 ¢ekirdek boyutu ile uygulanmaistir.

Veri seti herhangi bir 6n islemden gecirilmeden ESA modeli {izerinde test edilmis ve %99.30
dogruluk oranmi elde edilmistir. Dogrulama basarisi ise %96.48 olarak hesaplanmistir. Elde edilen
sonuclar Cizelge 2’de verilmistir. Sonraki test asamalarinda, veri setindeki goriintiilerde bulunan giiriiltii
ve parlaklik sorunlarinin ESA modelinin performansini olumsuz etkiledigi goriilmiis ve bu sorunlarin
giderilmesi amaciyla ¢esitli goriintii isleme yontemleri farkli parametrelerle denenmistir. Bu denemelere
iligkin sonuglar Cizelge 2’de yer almaktadir.

ESA modeline goriintii isleme yOntemlerinin entegrasyonunda ilk olarak giiriiltii azaltmaya
yonelik filtreler kullanilmistir. Goriintiillere 3x3 boyutunda matris ile Gauss filtresi uygulandiginda
dogrulama basaris1 %97.59’a yiikselmistir. Bu artis dikkate alinarak, Gauss filtresi 7x7 boyutunda matris
ile yeniden uygulanmis; ancak bu durumda 3x3 matris kullanimmna kiyasla basarmin diistiigii
gdzlemlenmistir. Sonug olarak, modelimiz ve veri seti i¢in en uygun secenegin 3x3 boyutundaki Gauss
filtresi oldugu belirlenmistir.

Sonraki denemeler medyan filtre ile gergeklestirilmistir. Medyan filtre uygulamalarinda 3x3,
5x5 ve 7x7 boyutlarinda matrisler kullanilmig ve en yliksek dogrulama basaris1 %97.22 ile 3x3 matrisli
medyan filtresinde elde edilmistir. Medyan ve Gauss filtrelerinin dogrulama basar1 oranlari
karsilastirildiginda, en yiiksek basarinin 3x3 matrisli Gauss filtresi ile saglandig tespit edilmistir. Bu
nedenle, modele giiriiltii giderme amaciyla 3x3 boyutundaki Gauss filtresi entegre edilmistir. Model
mimarisi kurulmasi sirasinda, Br35H veri seti %80 egitim ve %20 test verisi olarak kullanilmistir.
Veriler ESA model ile siiflandirilmigtir. Model egitimi sirasinda, epoch 60 olarak ayarlanmustir.
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Cizelge 2. Gauss Filtre ve Medyan Filtre uygulanmasi sonucu ESA Model basar1 orani

Goriintii Isleme Dogrulama

Metodu Dogruluk Kayip Basarisi Dogrulama Kaybi
Yok %99.30 0.0266 %96.48 0.2105
Gauss Filtre(3,3) %99.60 0.0115 %97.59 0.2105
Gauss Filtre(7,7) %98.61 0.0387 %97.04 0.1587
Medyan Filtre(3.0) %99.27 0.0209 %97.22 0.2702
Medyan Filtre(5.0) %99.88 0.0048 %96.30 0.3014
Medyan Filtre(7.0) %98.76 0.0322 %96.30 0.3014

Ikinci asamada, orijinal goriintiilere kontrast ayarlama yontemlerinden Clahe ve Otsu (Divya
Shree, 2022) yontemleri, farkli parametreler ile ayr1 ayr1 uygulanmistir. Otsu yontemi, 110, 120 ve 125
esik degerleri kullanilarak test edilmis; en iyi dogrulama basaris1 %96.30 ile 120 esik degeri
kullanildiginda elde edilmistir.

Clahe yontemiyle gergeklestirilen denemelerde ise 3.0, 5.0 ve 7.0 kontrast limiti (clipLimit)
degerleri uygulanmistir. Bu denemeler sonucunda en yiiksek basari, %97.04 dogrulama basarisi ve
%99.64 dogruluk orani ile 3.0 kontrast limiti kullanildiginda elde edilmistir.

Elde edilen sonuglar dogrultusunda, Otsu yonteminin kullanilan veri seti i¢cin uygun olmadigi
belirlenmis ve sonraki denemelerde Clahe yontemi ile ¢calismalara devam edilmistir. Cizelge 3°te, Clahe
ve Otsu yontemlerinin farkli parametrelerle uygulanmasi sonucunda ESA modelinin elde ettigi basar1
oranlar1 gosterilmektedir.

Cizelge 3. Clahe ve Otsu metotlarinin uygulanmasi sonucu ESA Model basar1 orani

Comt WM gk U Do
Yok %99.30 0.0266 %96.48 0.2105
Otsu(110) %99.51 0.0122 %95.93 0.1776
Otsu(120) %99.17 0.0300 %96.30 0.2122
Otsu(125) %99.71 0.0144 %95.74 0.2359
Clahe(3.0) %99.64 0.0155 %97.04 0.2136
Clahe(5.0) %99.48 0.0186 %97.04 0.1958
Clahe(7.0) %99.39 0.0190 %96.30 0.2120

Kontrast ayarlama yontemleri arasinda en iyi sonucun Clahe yontemi ile elde edildigi Cizelge
3’de goriilmektedir. Sonraki agamada ise, 3x3 ¢ekirdek boyutuna sahip Gauss filtresinden gegirilmis
gorintiiler izerinde Clahe yonteminin 3.0 kontrast limiti uygulanmis ve model dogrulugu agisindan en
yiiksek performansm bu kombinasyonda elde edildigi tespit edilmistir. Bu nedenle, sonraki denemeler
Gauss filtresi ve Clahe yonteminin birlikte kullanilmasiyla gergeklestirilmistir.

Giiriiltii giderme isleminin ardindan Clahe yonteminin basar1 oraninda degisimler olabilecegi
dikkate alinarak, giiriiltiisii azaltilmis goriintiiler {izerinde Clahe yontemi 3.0, 5.0 ve 7.0 kontrast limiti
degerleri ile uygulanmistir. Ongoriildiigii gibi, en iyi sonu¢ 3x3 matris boyutunda Gauss filtresi ve 3.0
kontrast limiti ile Clahe yonteminin birlikte uygulanmasiyla elde edilmistir. Bu kombinasyonla egitilen
ESA modeli, %98.52 dogrulama basaris1 saglamistir.

Cizelge 4’te, Clahe yonteminin Gauss filtresi ile birlikte farkli parametrelerle uygulanmasi

sonucunda ESA modelinin elde ettigi basar1 oranlar1 sunulmaktadir.
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Cizelge 4. Gauss Filtrenin ile Clahe Metodu uygulanmasi sonucu ESA Model basar1 orani

Goriintii isleme < Dogrulama Dogrulama
Metodu Dogruluk Kayip Basarisi Kaybi
Yok %99.30 0.0266 %96.48 0.2105
Gauss Flm‘f’ 3) %99.58 0.0098 %98.52 0.1690
Clahe(3.0)
Gauss Filtre(3,3)

+
Clahe(5.0) %99.03 0.0387 %96.67 0.2184
Gauss Filtre (3,3)

+ %99.41 0.0158 %97.04 0.2150

Clahe(7.0)

Sekil 7'de gosterilen ESA modeline ait dogruluk grafigi, modelin Br35H veri setindeki giiclii
O0grenme performansmi gostermektedir. Egitim dogruluk egrisi %99.58’dir ve dogrulama basar1 egrisi
%98.52 gibi yiiksek bir degere ulasarak etkili 6grenme isleminin gerceklestigini isaret etmektedir.

Accuracy
1.00 4 W
0.95 Y '
0.90 1
o, 0.85 1
[%)
©
[
2
g 0.80
0.75 A
0.70 A
— train
0.65 —— validation
0 10 20 30 40 50 60
Epochs

Sekil 7. Onerilen ESA Modelin dogruluk grafigi.

Sekil 8'de ESA modelinin kayip grafigi verilmistir ve Br35H veri setindeki giiclii 6grenme
performansini gostermektedir. Egitim kayip egrisi 0.0098 olarak hesaplanirken, dogrulama kayip egrisi
yaklagik 0.1690 seviyesinde sabitlenmistir. Sonug olarak, modelin zamanla hata oranlarini etkili bir
sekilde minimize ettigini gostermektedir.
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Sekil 8. Onerilen ESA Modelin Kay1p (Loss) grafigi.

Sekil 9'da ise ESA modelinin karmasiklik matrisi, siniflandirma modelinin X-ray veri setindeki
performansini gostermektedir. Bu, modelin 148 6rnegi dogru sekilde tiimor yok (No Tumor) olarak ve
147 ornegi dogru sekilde tiimor (Tumor) olarak siniflandirdigini, ancak 2 tiimor degil 6rnegini
yanlishkla timor olarak ve 3 tiimdr Ornegini yanlighkla timdr degil olarak smiflandirdigimi
gostermektedir.

Confusion Matrix

140

120

No Tumor

100

True Labels

- 60

- 40

Tumor

-20

1
No Tumor Tumor
Predicted Labels

Sekil 9. Onerilen ESA Modelin hata matrisi (Confusion Matrix).

Sekil 10’da ise, ESA modeline ait Br35H veri setinde sinif ayrimini gosteren ROC egrisini
sunmaktadir. Modelin AUC degeri 0.98 olarak hesaplanmustir.
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Curva ROC (Receiver Operating Characteristic)
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Sekil 10. Onerilen ESA Modelin ROC egrisi
3.1. Model degerlendirme metrikleri

Bir ESA modelinin performansini degerlendirirken ¢esitli 61¢iim yontemleri kullanilir. Modelin test
verisi tizerindeki performansi dort temel Sl¢iit lizerinden degerlendirilir. Bu 6l¢iitler Gergek Pozitifler
(TP), Yanlis Pozitifler (FP), Ger¢ek Negatifler (TN) ve Yanlis Negatifler (FN) olarak adlandirilir:

TP (Gergek pozitif): ESA modeli, ait oldugu smifa dogru sekilde tahmin ettiginde olusur. Ornegin,
model bir hastalik goriintiistinii dogru sekilde hastalikli olarak siiflandirdiginda.

TN (Gergek negatif): Model, negatif bir 6rnegi dogru sekilde negatif olarak siniflandirdiginda
olusur. Ornegin, saghikli bir goriintilyii saghikli olarak tahmin ettiginde.

FP (Yanlis pozitif): Model, negatif bir 6rnegi yanlislikla pozitif olarak tahmin ettiginde olusur.
Ornegin, saglhkli bir goriintiiyii hastalikli olarak simiflandirdiginda.

FN (Yanlis negatif): Model, pozitif bir 6rnegi yanlislikla negatif olarak tahmin ettiginde olusur.
Ornegin, hastalikhi bir goriintilyii saghkl olarak simiflandirdiginda.

Bu 6lgiitler, ESA modelinin smiflandirma dogrulugunu ve hatalarin1 degerlendirmek i¢in kullanilir.
Onerilen model Br35H veri seti kullanilarak egitilmistir. Model dogruluk(accuracy), kesinlik(precision),
duyarlilik(recall),6zgiilliik(specificity) ana degerlendirme teknikleri kullanilarak degerlendirilmistir. Bu
model, asagidaki gibi matematiksel olarak denklemler (1), (2), (3), (4) ile tanimlanmustir:

Accuracy = LA v
TP+FP+TN+FN
Sensitivity(recall) = TPY:I-PFN ¥
o (3)
Specficity =
Precision(PPV) = L @
TP+FP

Model, %99.58 dogruluk(accuracy), %98.65 kesinlik (precision), %98duyarlilik (recall) elde
ederek dengeli bir performans sergilemistir. Ayrica, %98.66 6zgiillik (specificity) degeri, modelin
negatif 6rnekleri basarili bir sekilde tanimlama yetenegini gostermektedir. Cizelge 5’te dnerilen modele
ait performans metrikleri gosterilmektedir.
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Cizelge 5. Onerilen modelin performans metrikleri

Metrik Deger
Dogruluk %98.52
Kesinlik %98.65
Duyarlilik %98.0
Ozgiilliik %98.66

4. Tartisma ve Sonug¢

Bu calismada, diisiik ¢oziiniirliiklii MRG goriintiileri iizerinde 6n islem uygulanarak, ESA
kullanilarak goriintiiler iizerinde timor tespiti yapilmistir. Bu amagla, ikili siniflandirmaya uygun 3060
MRI goriintiisii bulunan, Br35H:Brain Tumor Detection veri seti kullanilmistir. Caligma kapsaminda,
MRG veri setinin verimli bir sekilde islenmesi ve derin 6grenme modellerinin daha hizli bir sekilde
egitilmesi amaciyla tiim deneysel ¢alismalar, Google Colab Pro + iizerinde T4 GPU, 50 GB RAM, 235
GB Disk ile donatilmis bir sistemde gergeklestirilmistir. ESA Modeli epoch sayist 60 oluncaya kadar
egitilmisgtir.

Daha 6nceki arastirmalarda, ayn1 veri seti iizerinde farkli beyin tiimorlerini siniflandirmak ve
timor varligmi tespit etmek igin derin 6grenme (DO) algoritmalari kullanilmistir. Onerilen yaklasimin
sonuclari, benzer bir yoOntem uygulayan ve benzer veri seti kullanan Onceki ¢alismalarla
karsilastirilmastir.

Cizelge 6°da, caligmamizda temel alinan ESA modeli (Schiavon ve ark, 2023) ile goriintii isleme
yontemleri kullanilarak gelistirilen 6nerilen ESA modelinin kargilagtirmasi sunulmaktadir. Uygulanan
goriintii isleme teknikleri sayesinde derin 6grenme modelinin basar1 oraninin artirildigi goriilmektedir.
Sadece ESA modeli ile yapilan siniflandirmada %96.48 dogrulama basarist elde edilirken, onerilen
model %98.52 dogrulama basarisina ulagmustir.

Cizelge 6. Onerilen teknigin mevcut derin 6grenme modelleri ile karsilastiriimasi

< Dogrulama <
Metot Dogruluk Kayip Basarisi Dogrulama Kayb
Onerilen Model %99.58 0.0098 %98.52 0.1690
ESA (Schiavon ve %99.35 0.0204 %96.48 0.1264

ark, 2023)

Goriintii isleme tekniklerinin kullanim veri seti kalitesinin artmasimi saglayarak derin 6grenme
modelinin dogrulugun artmasina ve iistiin performans elde edilmesine katkida bulunmustur. Cizelge 7,
en giincel yontemleri Onerilen yontem ile karsilagtirmakta olup, onceki arastirmalardan daha iyi
performans gosterdigi agikga goriillmektedir.

1022



YYU FBED 30(3): 1009-1026
Balitatli ve Sentiirk / Goriintii Isleme ve Derin Ogrenme Teknikleri ile Beyin Tiimor Tespiti

Cizelge 7. Onerilen teknigin mevcut goriintii isleme yontemleri dahil edilen derin §grenme modellerinin

karsilastirilmast
Metot Dogruluk Kesinlik Duyarhhk
Onerilen Model %98.52 %98.65 %98
DenseNet169 (Islam ve ark.,
2024) N % 93.29 % 94 % 88
Histogram Esitleme
ESA+Gauss Filter (Islam ve ark., 9498.5 0408 9498
2023)
ESA+U-net (Jebin ve ark., 2025) %97.31 %96.81 %97.83
Transfer Ogrenme Tabanli Derin %97 9497 %97

ESA (Bhardwaj ve ark., 2024)

Bu ¢aligma, goriintii isleme metotlari ile MRG goriintiilerinin kalitesinin arttirilmasi sonucunda
ESA model ile MRG tabanli beyin tiimorii tespitinin dogrulugunu ve giivenilirligini énemli 6lgiide
artirdigin1  gostermektedir. Giriiltii giderme metotlarindan gauss filtre goriintilerdeki giiriiltiiyii
gidererek ve kontrast iyilestirme metotlarindan clahe metodu goriintiilerdeki kontrast sorunu
iyilestirerek tiimor tespit dogrulugunu iyilestirmektedir Onerilen model sadece derin 6grenme modeli
kullanilarak yapilan smiflandirmada dogrulama basar1 degeri %96.48 iken (Schiavon ve ark., 2023)
goriintii isleme metotlari ile 6n isleme yaptiktan sonra gelistirdigimiz derin 6grenme modeli dogrulama
basar1 degeri %98.52’dir. Bu sonuglar, goriintii isleme metotlarinin tibbi goriintiileme alanindaki
doniistliriicli potansiyelini vurgulayarak, beyin tiimorii hastalar1 i¢in daha hassas ve gilivenilir tani
araglart sunarak erken teshis ve tedavi sonuglarini iyilestirme imkani saglamaktadir. Goriintii igleme
metotlarmin uygulanabilirligi, farkli tanisal gorevlerde daha genis bir uygulama alanina sahip
olabilecegini gostermektedir.

MRG goériintiilerinde timor tespitinin yani1 sira timorlerin tiiriiniin tespiti iizerinde
calismalarimiz devam etmektedir. Bu kapsamda tiimor tiirii tespiti sonrasinda, gelistirilen yontemin bir
hastane uygulamasi ile entegre edilmesi saglanacaktir.

Tesekkiir / Destekleyen Kurulus

Bu calisma, Tiirkiye Bilimsel ve Teknolojik Arastirma Kurumu (TUBITAK) tarafindan 2209 — A
projeleri kapsaminda 1919B012321142 bagvuru numarasi ile desteklenmistir. Projeye verdigi destekten
otiiri TUBITAK ’a tesekkiirlerimizi sunariz.

Yazarlarin Katki Oran1 Beyam

Sinem Balitatli: Kuram/Teori Olusturma, Algoritma Gelistirme, Gorsellestirme, Arastirma, Makale
Yazimi. Fatmana Sentiirk: Kuram/Teori Olusturma, Makale Yazimi, Gézden Gegirme ve Diizenleme.

Cikar Catismasi Beyani
Yazarlar, herhangi bir ¢ikar catismasi olmadigini beyan eder.
Arastirma ve Yaym Etigi Beyam

Bu makalenin yazarlar1 ¢aligmalarinda arastirma ve yayin etigine uyduklarini beyan ederler.
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Etik Kurul Beyam

Bu makalenin yazarlari ¢caligmada kullanilan materyal ve yontemlerin etik kurul izni ve/veya yasal-6zel
bir izin gerektirmedigini beyan ederler.

Kullanilan Verilere Erisim

Calisma ile ilgili kullanilan veriler agik veri olup Kaggle tizerinden alinmistir. (Br35H: Brain Tumor
Detection 2020. Erisim Tarihi: 30.05.2025. https://www .kaggle.com/datasets/ahmedhamada0/brain-
tumor-detection )

Yapay Zeka Kullanim

Yazarlar, bu makalenin yaziminda, gorsellerin, grafiklerin, tablolarin ya da bunlara karsilik gelen
bagliklarin olusturulmasinda herhangi bir tiir liretken yapay zeka kullanmadiklarini beyan ederler.
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